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Elastic anisotropy modeling of Kimmeridge shale

Roman N. Vasin,1,2 Hans-Rudolf Wenk,1 Waruntorn Kanitpanyacharoen,1

Siegfried Matthies,1,2 and Richard Wirth3

Received 18 February 2013; revised 18 June 2013; accepted 20 June 2013.

[1] Anisotropy of elastic properties in clay-rich sedimentary rocks has been of
long-standing interest. These rocks are cap rocks of oil and gas reservoirs, as well as seals
for carbon sequestration. Elasticity of shales has been approached by direct velocity
measurements and by models based on microstructures. Here we are revisiting the
classical Kimmeridge shale studied by Hornby (1998) by first quantifying microstructural
features such as phase volume fractions, grain shapes and grain orientations, and pore
distributions with advanced analytical methods and then using this information in different
models to explain bulk elastic properties. It is shown that by application of a self-consistent
algorithm based on Eshelby’s (1957) model of inclusions in a homogeneous medium, it is
possible to explain most experimental elastic constants, though some discrepancies remain
which may be due to the interpretation of experimental data. Using a differential effective
medium approach, an almost perfect agreement with experimental stiffness coefficients can
be obtained, though the physical basis of this method may be questionable. The influence of
single crystal elastic properties, grain shapes, preferred orientation, and volume and shapes
of pores on elastic properties of shale is explored.

Citation: Vasin, R. N., H.-R. Wenk, W. Kanitpanyacharoen, S. Matthies, and R. Wirth (2013), Elastic anisotropy
modeling of Kimmeridge shale, J. Geophys. Res. Solid Earth, 118, doi:10.1002/jgrb.50259.

1. Introduction

[2] Shales compose a large part of sedimentary basins.
They are cap rocks of hydrocarbon reservoirs [e.g., Aplin
and Larter, 2005], seals in the context of carbon sequestration
[e.g., Chadwick et al., 2004], and repositories for nuclear
waste [e.g., Mallants et al., 2001; Bossart and Thury,
2007]. Organic-rich shales are also important as source
rocks in petroleum formation and occurrence [e.g., Tissot
and Welte, 1984]. A large volume fraction of shales is
composed of phyllosilicates that acquire preferred orientation
during sedimentation, compaction, and diagenesis. Shales
are among the most anisotropic rocks. Largely because of
the significance of anisotropy for seismic prospecting, many
studies have been dedicated to quantify the elastic
anisotropy of shales. Most important are experiments that
investigate elastic wave propagation in different directions
[e.g., Johnston, 1987; Hornby, 1998; Wang et al., 2001;
Pham et al., 2002; Dewhurst and Siggins, 2006; Nadri
et al., 2012].

[3] Elastic anisotropy of shales is directly linked to preferred
orientation patterns—textures—of component minerals,
especially phyllosilicates [e.g., Sayers, 1994; Johansen
et al., 2004] that are characterized by high single crystal
elastic anisotropy [e.g., Aleksandrov and Ryzhova, 1961;
Vaughan and Guggenheim, 1986; Manevitch and
Rutledge, 2004; Suter et al., 2007; Mazo et al., 2008a;
Militzer et al., 2011]. Another contribution is related to
grain shapes and the pore structure, especially flat pores,
which, like phyllosilicate minerals, display a preferred
orientation pattern. Several investigations have aimed at
explaining elastic properties of shales, including self-consistent
(SC) or differential effective medium (DEM) approaches
[e.g., Rundle and Schuler, 1981; Hornby et al., 1994;
Jakobsen et al., 2000; Dræge et al., 2006; Ortega et al.,
2007; Bayuk et al., 2007; Nishizawa and Kanagawa, 2010;
Moyano et al., 2012], but these models often use hypothetical
assumptions about material properties, preferred orientations,
and microstructures. For example, a microstructure-
based modeling has been performed by Hornby et al.
[1994] to explain elastic wave velocities measured by
Jones and Wang [1981] in a Cretaceous shale. However,
this model relies on an arbitrary clay platelet orientation
distribution and also assumes isotropic elastic properties
for clay minerals.
[4] The Kimmeridge shale [Hornby, 1998] is chosen as a

sample for this study as it is still one of the few samples
for which elastic properties have been determined in detail
with ultrasonic velocity measurements. We characterize
microstructure of this sample by incorporating advanced
X-ray diffraction and imaging methods and latest available
data on elastic properties of minerals composing this shale.
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[5] The first part provides a short review on general
methods of elastic property averaging (section 2). The
observed microstructures are the basis for modeling the
shale anisotropic elastic properties. For the first modeling
approach, we choose a modified version [Matthies, 2010]
of a classical SC method [e.g., Kröner, 1958; Budiansky,
1965; Hill, 1965] that is based on Eshelby’s [1957] solution
for ellipsoidal particles (including pores) in a homogeneous
medium. The second approach uses a combination of this SC
method and a differential effective medium (DEM) approach
[Bruggeman, 1935] as proposed by Hornby et al. [1994].
[6] We quantify the required microstructural information

(section 3). With synchrotron X-ray diffraction, it has
become possible to determine mineral volume fractions
and orientation distributions of complex multiphase rocks
[e.g., Lonardelli et al., 2007]. Porosity can be analyzed with
X-ray tomography [e.g., Kanitpanyacharoen et al., 2013],
and the microstructure and nanostructure, both of minerals
and pores, become better defined with transmission electron
microscopy. This measured microstructural information is
combined with single crystal elastic properties that have
become available for phyllosilicates through ab initio calcula-
tions [e.g.,Militzer et al., 2011] to calculate model bulk elastic
properties of shale. Then we compare model results with exper-
imental data (section 4). We pay particular attention to the in-
fluence of grain shapes, pore volumes, and pore geometry to
understand their influences on elastic properties. Also, we
highlight some of the uncertainties in experimental data
and model components, as well as simplifications that are
currently necessary to apply available methods.

2. General Methods of Elastic
Properties Averaging

[7] Linear elastic properties of a material can be described
with the twice-symmetric fourth-rank stiffness tensor Cijkl

(or compliance Sijkl satisfying the “inversion relation”
Cijkl ≡ Sijkl�1) that, in most general case, has 21 independent
components [e.g., Nye, 1985]. Shales are considered
transversely isotropic materials [e.g., Hornby et al., 1994;
Hornby, 1998] as supported by axial symmetry of preferred
orientations (fiber textures) and microstructures [e.g., Wenk
et al., 2008]. In the case of axial symmetry and a coordinate
system with the Z axis parallel to the symmetry axis,
there are only five independent elastic tensor components
(in standard two-index Voigt notation, they are C11 =C22,
C12 =C11–2C66, C13 =C23, C33, and C44 =C55; all others
are equal to zero).
[8] Commonly elastic properties of polycrystalline aggre-

gates with texture are estimated by averaging single crystal
properties over the orientation distribution. This can be done
with different models in order to approximate in some way
the micromechanical interaction of grains in the solid sample.
[9] The Hooke’s law for the single crystal can be written as

σij ¼ 0Cijkl ε ;kl (1)

or in compact form

σ ¼ 0Cε; (2)

where σ is the stress tensor, ε is the strain tensor, and the “0”
index denotes single crystal property.

[10] For a polycrystal, an averaging procedure has to be
applied and Hooke’s law can formally be written as

σ ¼ Cε ¼ 0
―
Cε

―
; (3)

where the “¯” symbol denotes certain average of corre-
sponding values.
[11] Note that if all constituents of the polycrystalline

material are under the same strain, then strain will enter
the right side of equation (3) only as a constant multiplier
outside of the averaging procedure and

C ¼ 0
C (4)

follows for the elastic properties of polycrystal aggregates.
Simple arithmetic averaging can then be applied to single
crystal elastic properties, meaning that the elastic tensor of
each single crystal grain in the polycrystal with orientation
g has to be rotated into the macroscopic sample coordinate
system KA (using an orthogonal transformation tensor W(g)
that is related to Euler angles, depending on their definition,
and describes the orientation g) [e.g., Matthies et al., 2001,
equation 61a] and then weighted by volume fraction
occupied by this grain that is equal to the corresponding
orientation distribution function (ODF) f(g) value. Then
polycrystal elastic properties can be determined as sum, or
integral, over all possible grain orientations in orientation
space G:

VOIGTC ¼ Cijkl ¼ 0Cstuv ∫
G
Wis gð ÞWjt gð ÞWku gð ÞWlv gð Þf gð Þdg: (5)

[12] This scheme was first introduced and applied to
isotropic polycrystals by Voigt [1887]. Here, in equation (5),
the calculation of multiphase material properties is also
possible by additional weighting over volume fractions of
corresponding phases.
[13] A similar average can be performed for elastic

compliances, assuming equal stresses within each grain
[Reuss, 1929]:

REUSSS ¼ Sijkl ¼ 0Sstuv ∫
G
W is gð ÞWjt gð ÞWku gð ÞWlv gð Þf gð Þdg: (6)

[14] As a rule, for crystalline materials, Voigt and Reuss
approximations result in different elastic constants:

REUSSS≠ðVOIGTCÞ-1; (7)

forming upper and lower “bounds” for the elastic properties
of the medium. The difference between these boundaries
increases as grain-preferred orientation distributions become
closer to random or with increase of elastic anisotropy of
single crystals [e.g., Matthies et al., 2001; Lokajicek et al.,
2011]. To narrow Voigt-Reuss bounds, an arithmetic average
of their results could be used, as proposed by Hill [1952].
Hashin-Shtrikman bounds [Hashin and Shtrikman, 1963;
Milton and Kohn, 1988], obtained using a reference medium,
are often considered for isotropic multiphase materials [e.g.,
Ponte Castañeda and Willis, 1995; Arns et al., 2002].
[15] There are several simple averaging schemes producing

the polycrystalline properties, exactly obeying the “inversion
relation” C≡S�1, e.g., SuperHill [Matthies et al., 2001] that
uses a so-called “symmetric square root” operation applied
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to both Hill bounds or a geometric mean (GEO) [Matthies and
Humbert, 1995]:

GEOS≡ðGEOCÞ-1 ¼ exp ln0S
� �

; (8)

where the averaging procedure of the expression in parentheses
over the ODF (or phase volume fractions) is again
arithmetic. The geometric mean algorithm also obeys the
statistically important “group principle”: for any subdivision
of a sample into a set of small volumes, the averaging over
the total volume is equivalent to the averaging of the
averaged values of those small volumes [Matthies et al., 2001].
[16] Such methods generally require only knowledge about

ODFs, volume fractions, and single crystal elastic properties of
constituent phases and are appropriate for materials with
equiaxed grain shapes. But none of these averages is able to take
grain size, grain shape, or pore distributions into account. They
are reasonably successful in explaining elastic properties of
nonporous metals [Spalthoff et al., 1993] and somemetamorphic
rocks [Ben Ismail and Mainprice, 1998], but for shales, calcu-
lated elastic properties are always much stiffer than observed
properties, and anisotropy is generally lower [e.g., Valcke et al.,
2006; Wenk et al., 2008]. A good comparison of Voigt, Reuss,
and GEO models, together with experimental data for mica
aggregates, is given by Cholach and Schmitt [2006].
[17] The grain shape can have a significant impact on bulk

elasticity of materials. Thus, for complex materials such as
shales, where phyllosilicate grains have a shape of an oblate
spheroid (or a “platelet”), a more sophisticated approach is
required. To correctly address the problem of stress equilibrium
and strain compatibility in heterogeneous materials, finite
element methods have been used [e.g., Makarynska et al.,
2008; Srinivasan et al., 2008; Radtke et al., 2010] but they
are still very difficult to apply to very heterogeneous
multiphase materials with complex microstructure and
orientation distributions such as shales.
[18] A self-consistent scheme based on Eshelby’s [1957]

concept of ellipsoidal inclusions in a homogeneous matrix
was developed into an iterative procedure, able to compute
bulk elastic properties of anisotropic polycrystalline materials
[e.g., Kröner, 1958; Kneer, 1965; Walpole, 1969; Morris,
1970]. The drawback of this physically reasonable approach
is that two iterative procedures, based on averaging of stiffness
or compliance, respectively (namely, p the stiffness-related
branch, and q the compliance-related branch) [Morris, 1970;
Hirsekorn, 1990], can yield different polycrystal elastic con-
stants, if a nonspherical inclusion (i.e., grain) shape is consid-
ered. The p-branch self-consistent (SC) solution is

iþ1C ¼ iC þ ip ¼ iC þ
�̄
iC� iE-1

�
�iu ; iC→p�branchSCCwhen i→∞;

(9)

and the q-branch solution is

iþ1S ¼ iS þ iq ¼ iS þ īu�iS ; iS→q�branchSCS when i→∞; (10)

where
iu ¼ �

0C � �
iC � iE�1

���1�iE�1 � I; (11)
iE ¼ iΤ�iS; (12)

I ijkl ¼ δikδjl þ δilδjk
� �

=2; (13)

[19] T is the Eshelby tensor relating stress free and total de-
formation of elliptical inclusions [Eshelby, 1957; Matthies

and Vinel, 2005], and δij is the Kronecker delta. Once again
“0” index denotes single crystal property, and averaging of
tensor properties over the ODF and phase volume fractions
is performed in a similar manner as in equation (5).
[20] Here we will use this approach but modified by

Matthies [2010], adding elements of the geometric mean ap-
proximation and successfully applied to describe elastic
properties of porous polycrystalline graphite [Matthies,
2012] and biotite gneiss [Wenk et al., 2012]. In the so-called
GeoMIXself (GMS) approximation, the geometric mean en-
ters as symmetric square root [Matthies et al., 2001] applied
to results of p- and q-branches after each iteration:

i;GMSC≡ i;GMSS�1 ¼ SQRTSYM
�
iC�iS�1

�
¼ iC1=2 ��iC�1=2 �iS�1 �iC�1=2

�
1=2�iC1=2 : (14)

[21] Thus, the GMS algorithm converges to only one solu-
tion for bulk elastic properties of polycrystals, obeying the
“inversion relation.” Generally, pores or cracks can be intro-
duced into the medium as “empty” grains, i.e., with elastic
tensor 0C≡ 0. Fluid filled pores will have the shear compo-
nents of the corresponding 0C equal to zero. Current realiza-
tion of GMS algorithm (the “GeoMIXself4” Fortran-based
program) allows textures of different phases to be entered
in form of discrete distribution functions with 5° × 5° × 5°
resolution, effectively resulting in ≈ 200000 unique orienta-
tions for each phase, for triclinic crystal and sample symme-
try. Since nonspherical grain shapes could be considered, it
is possible to perform averaging procedures in equations
(9) and (10) using shape orientation distribution functions
(SODF) F(Ω) instead of ODFs f(g). In this case, the crystal
lattice orientation is considered to be “fixed” in each ellip-
soidal grain according to certain rules describing their
relative orientation.
[22] We should highlight non-obvious characteristics of

the GMS approximation. First, it considers a macroscopic
system with practically infinite (or at least very large) number
of grains and thus is “dimensionless,” i.e., the ellipsoidal
grain shape with axes {a1, a2, a3} is equivalent to {1, a2/a1,
a3/a1}, etc. Second, no correlations between grain positions
are taken into account (as the ODF is not a correlation func-
tion). Third, all the “infinite” volume of the macroscopic ma-
terial should be filled by grains, without any gaps or overlaps.
This automatically leads to the conclusion that the GMS ap-
proximation virtually considers the distribution of the grains
on size. For example, to fill the 3-D volume with spheres
without gaps, one has to assume a power law size
distribution ~R�α; R are the sphere’s radii and α is close to
3 for the disordered packing [Aste, 1996].
[23] Macroscopic (or “effective”) elastic constants are

calculated by the GMS algorithm. Thus, it is applicable in
the so-called “long-wave” approximation [e.g., Berryman,
1980a, 1980b; Schoenberg and Douma, 1988]. Ultrasonic
wave velocities can be described by these elastic constants
only if the wavelength is much longer than the size of
material heterogeneities (grains, cracks, and pores). If the
wavelength is comparable or shorter than the size of hetero-
geneities, wave field patterns and elastic wave velocities
may differ considerably from those corresponding to
“effective” elastic constants [e.g., Mukerji et al., 1995;
Liu and Schmitt, 2006; Silva and Stovas, 2009].

VASIN ET AL.: ANISOTROPY OF KIMMERIDGE SHALE

3



[24] In order to apply the GMS approximation to the full
extent, microscopic and macroscopic sample characteristics
have to be known: (1) single crystal stiffness constants 0C,
(2) volume fractions of minerals and pores/cracks, (3) the ori-
entation distributions f(g) of the minerals, (4) mass densities
ρ that determine the density of the sample, (5) grain shapes
and pores/cracks geometry approximated by ellipsoids, and
(6) shape orientation distribution functions F(Ω) for grains
as well as for this cracks and pores.
[25] Here we will use modern experimental methods and

recent literature data to obtain the best available quantitative
information for this Kimmeridge shale. In the next section,
we will describe microstructural features.

3. Microstructural Information About
Kimmeridge Shale

3.1. Sample and Analytical Methods

[26] The sample of blackish Kimmeridge shale was
obtained from a borehole in the North Sea at 3750m below
sea level and has been described byHornby [1998]. The min-
eralogical composition was originally determined with infra-
red spectrometry and X-ray powder diffraction (Table 1). A
porosity of 2.5 % was determined by helium expansion,
and an average matrix density (of only crystalline part, with-
out pores) of 2.69 g/cm3 was established, based on the
mineral analysis.
[27] A piece of this sample was reanalyzed as a part of this

investigation. Methods used are scanning electron micros-
copy (SEM), transmission electron microscopy (TEM), syn-
chrotron X-ray diffraction, and X-ray microtomography.
Details about the methods have been published elsewhere,
and here we will only give brief summaries. For the follow-
ing experimental methods, a piece of the sample was im-
pregnated and mechanically stabilized with Epoxy and
then cut with a diamond saw and kerosene as a cooling
agent into slices.
[28] For the SEM, a slice of the shale sample was polished

and carbon coated and examined with a Zeiss Evo MA10
variable vacuum SEM, equipped with an EDAX energy-
dispersive spectroscopy (EDS) system at UC Berkeley.
[29] TEM analyses were performed using a FEI Tecnai G2

X-Twin transmission electron microscope equipped with a
Gatan Tridiem energy filter and a Fishione high-angle annu-
lar darkfield detector at GFZ – Helmholtz Centre Potsdam.
To exclude preparation-induced damage, the samples for

TEM studies were prepared with a focused ion beam (FIB)
device (FEI FIB200TEM) at GFZ [Wirth, 2009].
[30] For microtomography experiments, a small prism was

cut and ground to a cylinder 1mm in diameter and 5mm in
length. The cylinder was investigated with synchrotron X-
ray radiation tomography at three facilities, the TOMCAT (to-
mographic microscopy and coherent radiology experiments)
beamline of the Swiss Light Source (SLS) at the Paul
Scherrer Institute in Villigen, Switzerland, beamline 8.3.2 of
the Advanced Light Source at Lawrence Berkeley National
Laboratory, and beamline 2-BM-B of the Advanced Photon
Source (APS) at Argonne National Laboratory. This sample
was also used as a round robin to compare resolution of
the facilities, and methods are described in detail by
Kanitpanyacharoen et al. [2013].
[31] The hard X-ray synchrotron diffraction measurements

were done at beamline BESSRC 11-ID-C of APS [e.g.,Wenk
et al., 2010]. A monochromatic X-ray beam with a wave-
length of 0.10798Å and a beam diameter of 1mm was used.
Diffraction images were recorded with a Perkin Elmer amor-
phous silicon detector (2048 × 2048 pixels) mounted at a dis-
tance of about 180 cm away from the sample. The sample is a
1mm thick slab mounted on a goniometer perpendicular to
the incident beam and was rotated in 15° increments around
the normal to the bedding plane from �45° to +45°. At each
rotation position, a diffraction image was recorded while the
sample was translated 2mm parallel to the rotation axis to
obtain a representative volume average. The rotations are
necessary to obtain adequate pole figure coverage for deter-
mining preferred orientation.

3.2. Scanning Electron Microscopy (SEM) Results

[32] An intermediate magnification backscattered electron
(BE) image illustrates a complex microstructure with almost
horizontal layering (Figure 1). The bright spherical particles
are pyrite. Then there are black regions of more complex
shape, some flat and others more equiaxed. These are pores.
Most of these are intrinsic, as confirmed by TEM images,

Table 1. Mineral Composition of Kimmeridge Shalea

Mineral
This Study
(vol %)

This Study
(wt %)

Hornby [1998]
(wt %)

Quartz 25.1 23.6 30
Albite 3.7 3.4 5
K-feldspar - - 2
Pyrite 4.4 7.8 4
Kaolinite 8.9 8.0 22
Illite-smectite 29.9 29.3 35b

Illite-mica 28.0 27.9 b

Chlorite - - 2

aColumns 2 and 3 are the results of Rietveld refinement of synchrotron dif-
fraction images; column 4 is an excerpt from Hornby [1998, Table 2].

bHornby [1998] gives only the total amount of illite-smectite and illite-
mica in the sample.

Figure 1. SEM-BE image illustrating microstructure of
Kimmeridge shale. Bent platelets are detrital illite-mica
(arrows), defining the bedding plane. Pores and kerogen
structures (arrows) are black. Framboidal aggregations of py-
rite are white. Angular fragments are quartz and feldspar.
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but a few may be artifacts created during sample preparation
such as the big round hole on the right side of the image next
to a framboidal pyrite aggregate. Some pores show a com-
plex structure and are filled with kerogen (see arrows on the
lower right corner of Figure 1). Angular gray fragments are
quartz (e.g., upper left corner) and most of the remainder
are phyllosilicates. Among phyllosilicates, there are large
platelets, generally slightly bent (some indicated as clays

in Figure 1). These are detrital illite-mica. Different gray
shades indicate variations in composition. Some mica corre-
sponds to muscovite (darker shades), but other platelets
contain significant amounts of iron and magnesium and
may be trioctahedral (lighter shades). Figure 2 shows a re-
gion with higher magnification. The BE image displays
again detrital mica but also more fine-grained authigenic
sheet silicates. On elemental maps of Al, Si and Fe quartz
and some feldspar fragments can be identified. Al and Fe
maps document considerable chemical variation in the com-
position of phyllosilicates.
[33] From the SEM image of Figure 1, grain and pore

shapes can be quantified. The shape of clay platelets can
be approximated by oblate spheroids with axes {1:1:ζ};
ζ ≤ 1. Figure 3a shows a histogram distribution of grain as-
pect ratios, averaging to ζ ≈ 0.05, and Figure 3b the corre-
sponding distribution of aspect ratios for pores. There is a
significant number of high aspect ratio pores (ζ ≈ 0.5–1), as
well as low aspect ratio pores (ζ ≈ 0.01–0.03). It is evident
that detrital illite is aligned, and low aspect ratio pores are of-
ten associated with illite platelets.

3.3. Transmission Electron Microscopy (TEM) Results

[34] TEM images reveal considerable structural complexi-
ties at the nanometer scale. Figure 4a shows a typical bright-
field image with phyllosilicate platelets warping around a
quartz fragment. Nanopores (white) are aligned parallel to
the platelets and have low aspect ratios. Phyllosilicates have
similar orientations with a variation of about 30°. Figure 4b
shows a region with dominantly authigenic phyllosilicates

Figure 2. Higher magnification SEM-BE image with a
framboidal aggregation of pyrite and EDS maps of the Al,
Si, and Fe distributions. Note the variation of Fe content of
phyllosilicate platelets.

a) b)

c) d)

Figure 3. Histogram distributions of aspect ratios ζ based on electron microscope images. (a) SEM, de-
trital illite grains; (b) SEM, high and low aspect ratio pores; (c) TEM, authigenic phyllosilicates grains;
and (d) TEM, high and low aspect ratio pores.
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with a much higher dispersion in orientations, both of grains
and flat pores. In a darkfield image (DF), kaolinite can be
identified based on chemical composition and diffraction
pattern (Figure 4c). Kaolinite crystallites are stacked between
illite-smectite (shown by arrow). Figure 4c also shows con-
siderable dispersion of grain orientations compared with
Figure 4a. Another DF image shows an example of an
equiaxed nanopore (dark, Figure 4d) surrounded by illite-
smectite as well as gypsum (white). Detrital illite-mica is
generally bent and occasionally kinked (Figure 4e). Along
kink planes, there is abundant nanoporosity. Pyrite is often
euhedral, with octahedral shape (Figure 4f), compared with
framboidal aggregations in Figures 1 and 2.
[35] Aspect ratios for phyllosilicate platelets and pores

have also been quantified, based on TEM images
(Figures 4a–4c and 4f) and are represented in histograms
(Figures 3c and 3d). Distributions are similar as those derived
from SEM images. Thus, both TEM and SEM suggest that
grain shapes of phyllosilicates are oblate spheroids with
average axes ratio {1:1:0.05}, while quartz, pyrite, and pla-
gioclase grains are equiaxed.
[36] High-resolution images of illite-smectite display fringes

of ≈ 1 nm thickness corresponding to the mica lattice spacing
(Figure 5a), but with abundant irregular stacking faults every
few unit cells, interrupting the lattice structure. There is no
evidence for ordered polytypism. This stacking disorder is
expressed by diffuse streaks in the diffraction pattern
obtained by Fourier transform (Figure 5b).

3.4. Synchrotron X-ray Microtomography Results

[37] The 3-D structure of micropores has been investigated
by X-ray microtomography measurements and is illustrated
in Figure 6a [Kanitpanyacharoen et al., 2013]. Pores are
mostly platelet shaped and aligned roughly parallel to the
bedding plane. Spherical pores are also present and dispersed
throughout the sample, while a few large fractures are ob-
served in some areas (not shown). Based on 3-D tomography,
the total fraction of low-density features (including empty and
water-filled pores and kerogen) is estimated at 6.3 vol %.
Since the resolution of X-ray microtomography is in the range
of 1μm, the microporosity visible in Figure 6a does not
include nanoporosity which has been documented in TEM
images (Figure 4). This infers that porosity of 6.3% is lower
than actual porosity of the material. It also should be noted that
X-ray tomography was done on a small cylindrical sample and
results could suffer from sample heterogeneities, e.g., local
kerogen networks as illustrated in Figure 6b.

3.5. Synchrotron X-ray Diffraction Results

[38] For estimation of mineralogical composition and
preferred orientations, we relied on the Rietveld refinement
of synchrotron X-ray diffraction images, implemented in
the software MAUD [Lutterotti et al., 1997]. The Rietveld
method [Rietveld, 1969] obtains a best fit between measured
diffraction patterns and a model, based on a number of re-
fined parameters, such as phase volume fractions, unit cell

Figure 4. TEM images of Kimmeridge shale. (a) Quartz aggregation surrounded by illite-mica platelets,
(b, c) heterogeneous region with illite-smectite and kaolinite (K, arrow), (d) equiaxed pore with authigenic
illite-smectite and gypsum (bright, G, arrow), (e) kinked illite with nanopores aligned along kink plane, and
(f) pyrite octahedra surrounded by illite-smectite crystallites. Bright-field images are shown in Figures 4a
and 4b and high-angle annular darkfield images in Figures 4c–4f.
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parameters, and preferred orientations. The Kimmeridge
shale has been used as an example for a tutorial that de-
scribes the analytical procedure in detail, though in the tuto-
rial some simplifications were made [Wenk et al., 2013]. As
described in section 3.1, seven diffraction images, measured
at different sample tilts, were used and integrated over 10°
sectors to obtain diffraction patterns. For the Rietveld anal-
ysis, a scattering angle 2θ range from 0.4° to 4.3° was ap-
plied. A polynomial function with five coefficients was
used to refine the background of each image. Six mineral
phases were considered, with corresponding crystallo-
graphic information from the literature: kaolinite [Bish
and Von Dreele, 1989; amcsd #0012232], illite-muscovite
[Gualtieri, 2000; amcsd #0012865], illite-smectite modeled
after phengite [Plançon et al., 1985], quartz [Antao et al.,
2008; amcsd #0006212] with structure adjusted to left-handed
quartz, pyrite [Rieder et al., 2007; amcsd #0012728], and al-
bite [Downs et al., 1994; amcsd #0001683]. For the purpose
of this study, the composition was slightly simplified by omit-
ting minor phases such as K-feldspar and chlorite with con-
tributions of< 2 vol %. Illite-muscovite with a cell parameter
of 20Å was chosen for detrital mica, though some of the
mica is trioctahedral. The illite-smectite structure is
interrupted by stacking faults as revealed by TEM
(Figure 5). This stacking disorder was taken into account
with the Ufer et al. [2004] model implemented in MAUD
[Lutterotti et al., 2010]. There are various feldspars present
in small amounts. We use albite and only refine its
volume fraction.
[39] Only phyllosilicates display significant preferred ori-

entation, and textures of quartz, pyrite, and albite were con-
sidered to be random. The E-WIMV model [Matthies,
2002; Lutterotti et al., 2004] with a 10° resolution was used
to refine phyllosilicate ODFs, with and without imposing ax-
ial symmetry around the bedding plane normal. The 3-D
ODFs were exported from MAUD in a standard 5°× 5°× 5°
grid, smoothed with a 7.5° Gaussian filter in the BEARTEX
package [Wenk et al., 1998] and used to calculate pole figures
and physical properties. In all the texture-related calculations,
the first setting for monoclinic crystals has to be used, i.e.,

(100) is the cleavage plane of illite instead of the more familiar
second setting with (001) as the cleavage plane [Matthies and
Wenk, 2009]. To be consistent with calculations of elastic
properties, we will keep this notation for monoclinic phases
—illite-mica and illite-smectite—throughout this paper.
[40] Results of Rietveld refinements of Kimmeridge shale

were reported earlier [Wenk et al., 2010; Militzer et al.,
2011]. The data presented here rely on new measurements
with larger sample translation to obtain a better volume aver-
age and a more sensitive X-ray detector. Also, Rietveld
refinement procedures have improved.

Figure 5. (a) High-resolution bright-field image with basal 1 nm lattice planes of illite, illustrating irreg-
ularities and porosity (bright) at the nanoscale. (b) Corresponding Fourier transformation displaying bend-
ing and stacking disorder.

Figure 6. 3-D X-ray microtomography images showing
low-density features distribution in Kimmeridge shale.
Bedding plane is horizontal. (a) Larger volume with pores
and (b) details with kerogen clusters.
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[41] Mineral volume fractions (Table 1) are somewhat dif-
ferent from the analysis reported by Hornby [1998] based on
Fourier transform infrared spectrometry, but overall they are
comparable. Our synchrotron data analysis suggests much
less kaolinite and more illite in the sample, which is also
supported by SEM/TEM observations. Overall, values of
weight fractions of phyllosilicates in the sample are close.
Some of the differences can conceivably be attributed to sam-
ple heterogeneity, but analytical techniques have consider-
ably improved and we thus rely on the new diffraction data.

[42] Figure 7 illustrates two diffraction spectra, one with
the bedding plane horizontal (scattering vectors are close to
the bedding plane normal) and one with the bedding plane
perpendicular (scattering vectors are in bedding plane).
Scattering vector Q (Q= 2π/d, d is the lattice spacing) is used
as scale to make it independent of wavelength. The fit is very
good and intensity differences of some diffraction peaks,
such as 100 illite and 001 kaolinite, are indicative of strong
preferred orientation. With the Rietveld method, we can sep-
arate the overlapping diffraction peaks of illite-mica and

Figure 7. Synchrotron diffraction spectra (intensity versus scattering vector Q= 2π/d) of Kimmeridge
shale obtained by integration of 2-D diffraction images in 10° sectors. (top) Scattering vectors are perpen-
dicular to bedding plane; (bottom) scattering vectors are parallel to bedding plane. Ticks below spectra
show positions of diffraction peaks of different minerals. Dots are measured data and solid line is
Rietveld fit.

Kaolinite Illite-mica Illite-smectite

Figure 8. Pole figures of kaolinite, illite-mica, and illite-smectite: (top) without imposing sample symme-
try and (bottom) with fiber symmetry imposed. Equal area projections onto the bedding plane and linear
scale contours in multiples of a random distribution (m.r.d.).
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illite-smectite at Q ≈ 0.6Å�1 to perform a quantitative phase
and texture analysis.
[43] In a first round of refinements, no sample symmetry

was imposed. The (100) pole figures of illite-mica and il-
lite-smectite and (001) pole figure of kaolinite, projected on
the bedding plane, show a maximum perpendicular to the
bedding plane (Figure 8, top). Pole densities are normalized
and expressed in multiples of a random distribution (m.r.d.).
Each pole figure is different, but they all display roughly axial
symmetry about the bedding plane normal. Minor deviations
from axial symmetry are attributed to incomplete pole figure
coverage. Thus, in a second round of refinements, axial
symmetry was imposed (Figure 8, bottom). In this case,
textures can be represented as pole density profiles from
perpendicular to parallel to the bedding plane (Figure 9).
In texture profiles, the difference of the three minerals is ev-
ident, including the full width at half maximum (FWHM)
which is about 36° for illite-mica, and is about 57° for il-
lite-smectite, as measured on Figure 9. Illite-mica has the
sharpest preferred orientation, which is in agreement with
SEM and TEM results.
[44] Table 2 contains characteristic parameters on pre-

ferred orientations. A measure of the “sharpness” of an
ODF is the “texture index” F2 [Bunge, 1982] which is the in-
tegral of the squared ODF f(g) over the orientation space. For
the isotropic case, F2 = 1; in the case of single crystal, F2 =∞.
Additional numerical characteristics of the ODF could be
assessed by construction of ODF histograms and ODF spec-
tra [Matthies, 2005]. The F>1 texture parameter gives a mea-
sure of the “truly textured” volume part of the crystallites
(with ODF values> 1). The parameter PG(>1) describes
the fraction of the G-space occupied by these “truly textured”
crystallites. From Table 2, it is evident that only a fraction of
phyllosilicate crystallites is “textured” (0.2-0.34) which is
also seen in the TEM images (Figure 3). A large volume frac-
tion of phyllosilicates (up to 0.42 in case of illite-smectite) is
randomly oriented (as indicated by fmin value).

3.6. Consideration of Crystallographic and Shape
Orientation Distributions Relations for Phyllosilicates

[45] Based on synchrotron diffraction images, ODFs f(g)
of three phyllosilicate phases have been calculated and
values are stored in 5° × 5° × 5° Euler angle arrays. These an-
gles relate orientations of the right-handed Cartesian crystal
coordinate system KB (XBYBZB) of the crystallite with a
macroscopic (also right-handed Cartesian) sample coordinate
system KA (XAYAZA) according to fixed rules [Matthies
et al., 1988]. The shape orientation distribution function
(SODF) F(Ω) of platelet-shaped phyllosilicate grains is not
measured directly, but it is possible to deduce it from ODF
f(g) based on information about the crystal structure, cleav-
age, and morphology. It is known that mica-type minerals
display a characteristic morphology with (001) platelets [e.g.,
Bailey, 1984]—or (100) if monoclinic first setting is used for
the crystal. The platelet-shaped grains of phyllosilicates should
be parallel to (001) planes for kaolinite and (100) for illite-
mica and illite-smectite. It is reasonable to set axes of the grain
coordinate system KE (XEYEZE) parallel to the axes of ellip-
soidal grain. Let three Euler angles {αBE, βBE, γBE} describe
the orientation of KB in KE in the same manner that {α, β, γ}
describes orientation of KB in the macroscopic sample coordi-
nate system KA (using the convention ofMatthies et al. [1988]
for Euler angles). The transformation KE→KB is performed

Figure 9. Pole density profiles (001) of kaolinite, (100) of illite-mica, and (100) of illite-smectite
(Figure 8, bottom) as function of angle θ with the bedding plane normal. Random orientation distribution
is shown as a dashed line.

Table 2. Information About Preferred Orientations of Phyllosilicatesa

Mineral fmin fmax F2 F>1 PG(>1) FWHM (deg)

Kaolinite 0.19 5.67 1.86 0.32 0.29 45
Illite-mica 0.25 6.74 2.09 0.34 0.29 36
Illite-smectite 0.42 3.04 1.26 0.20 0.39 57

aMinimum and maximum ODF values (fmin and fmax), texture index F2,
“truly textured” volume part of the crystallites F>1, part of orientation
G-space occupied by these crystallites PG(>1), and FWHM of the pole density
distribution on the pole figure of cleavage plane normals (Figure 9).
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by the rotation on {αBE, βBE, γBE}, and considering this ad-
ditional rotation in the ODF f(g), we have computed SODFs
F(Ω) for all phyllosilicate phases, representing them in
5° × 5° × 5° arrays.
[46] For the first monoclinic setting, the [001] direction

(translation c) is the ZB axis of the crystal coordinate system
and the [100] direction (translation a) is the XB axis of the
crystal coordinate system according to KB conventions
[Matthies et al., 1988]. The XE axis of the grain coordinate
system is normal to the (100) plane. The angle between XB

and XE is Δ = γ� 90° (where γ is the cell angle). If we con-
sider the grain shape to be that of an oblate spheroid, it is al-
ways possible to choose ZB || ZE. Then for illite-mica and
illite-smectite, rotations {αBE, βBE, γBE} will take the form
of {Δ, 0°, 0°}. Based on cell parameters given in Militzer
et al. [2011], necessary rotations are (rounded to whole de-
grees) {�5°, 0°, 0°} for illite-mica and {�15°, 0°, 0°} for
illite-smectite. Similar rotations can be applied for triclinic
kaolinite with a (001) cleavage plane. Using cell parameters
from Militzer et al. [2011], they are {0°, �15°, 0°}.

3.7. Single Crystal Elastic Properties

[47] Single crystal elastic properties are a very important
part of the model. For quartz we use stiffness coefficients
measured by Heyliger et al. [2003], for pyrite those derived
by ab initio calculations [Le Page and Rodgers, 2005], and
for triclinic albite experimental data by Brown et al. [2006].
[48] There are considerable experimental difficulties re-

lated with direct measurements of elastic properties of clay
minerals. Thus, for fine-grained kaolinite, illite-mica, and il-
lite-smectite, we relied on ab initio calculations for “perfect”

structures. We used values calculated with a local density ap-
proximation byMilitzer et al. [2011, bold font in their tables].
Density values for all minerals are also taken from corre-
sponding references, and all the used elastic constants and
density values used here are listed in Table S1 in the
supporting information in two-index form, using the standard
Voigt notation.
[49] Prior to performing any ODF-weighted averaging op-

erations, we have to transform all tensors into the same crys-
tal coordinate system that is used for the ODF. For triclinic
albite, Brown et al. [2006] use the Cartesian coordinate sys-
tem with the y axis parallel to the crystal translation b, the x
axis parallel to a* (perpendicular to b and c), and the z axis
forming a right-handed coordinate system. This needs to be
converted to the standard convention with the ZB axis of crys-
tal coordinate system KB parallel to the crystal c axis [001],
the YB axis perpendicular to c and a, and the XB axis forming
a right-handed coordinate system [Nye, 1985;Matthies et al.,
1988]. Also, since texture analysis conventions require that
the first setting of crystal coordinate system is used for the
monoclinic crystals, Cij stiffness values from Militzer et al.
[2011] need to be transformed to the first setting [Matthies
and Wenk, 2009].
[50] Additional rotations are needed to account for the

platelet morphology of phyllosilicates grains and inclination
of the crystal coordinate system KB with respect to the grain
shape coordinate system KE. To perform SODF F(Ω)
weighted averaging, elastic tensors of phyllosilicates have
to be rotated to KE. This is done in the same manner as de-
scribed in section 3.6 for calculation of F(Ω): for kaolinite

Figure 10. Quasi-longitudinal wave velocities [×100 m/s] for single crystals of kaolinite (left), illite-mica
(center), and illite-smectite (right). Equal area projections onto the XY plane of the coordinate system and
linear scale contours. Z axis of the coordinate system is in the center of the projection, and X axis is left to
right. (top) KB coordinate system (standard convention) and (bottom) KE coordinate system. Refer to sections
3.6 and 3.7 for the conventions on choosing crystal coordinate system KB and grain coordinate system KE.
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rotations are {αBE, βBE, γBE} = {0°, �15°, 0°}, for illite-mica
(muscovite) {�5°, 0°, 0°}, and for illite-smectite {�15°, 0°,
0°}. The influence of these rotations on the quasi-longitudinal
phase elastic wave velocity VP patterns is shown in Figure 10.
It is evident that rotation to KE brings the maximum VP values
into the projection plane (that is, the phyllosilicate platelet
plane). Stiffness coefficients of phyllosilicates in the KE coor-
dinate system are listed in Table 3.

3.8. Experimental Elastic Properties and Density of
Kimmeridge Shale

[51] Hornby [1998] determined compressional and shear
wave velocities in three different directions and at different
pressures with ultrasonic waves (500 and 250 kHz; wave-
length is ~ 1 cm). Here, for comparison with models, we used
reported values at pressure of 80MPa, where porosity should
be minimal and particularly “empty” pores and cracks are
largely closed. The set of experimental stiffness coefficients
expCij have been derived by Hornby [1998] by fitting experi-
mental ultrasonic velocity data (listed in his Table 5) using
Christoffel equations which, in general case, is a complicated
procedure [e.g., Klíma, 1973; Jech, 1991]. Assuming trans-
verse isotropy (axial symmetry) of the Kimmeridge shale,
all five independent stiffness components have been calcu-
lated with good precision. There is an issue that should be
assessed with care in ultrasonic experiments: whether group
or phase wave velocities are measured, as the Christoffel
equation solution provides phase velocities. Group and phase
velocity values parallel to the symmetry axis, and also in the
bedding plane of the transversely isotropic shale coincide,
but off-axial phase and group velocities (e.g., in the direction
tilted 30° to the symmetry axis) are different. Several studies
have discussed this problem [e.g., Dellinger and Vernik,
1994; Vernik and Liu, 1997; Dewhurst and Siggins, 2006]

and concluded that with standard laboratory methods, phase
velocities are not always measured. In case of the
Kimmeridge shale under study, Hornby [1998] used full
waveform finite difference method modeling to configure
the experimental setup with the expected maximum range
of elastic anisotropy and confirmed that the phase velocity
was obtained for all off-axis measurements. Henceforth,
when discussing elastic wave velocities, we will always
mean phase velocities, unless specified otherwise.
[52] The values that Hornby [1998, Table 8] obtained at

80MPa pressure, including his estimated uncertainties, are

expCij : C11 ¼ 56:2±4:4;C13 ¼ 20:5±2:3;
C33 ¼ 36:4±2:3;C44 ¼ 10:3±0:4;
C66 ¼ 18:9±0:1 GPa½ �: (15)

[53] Hornby’s [1998] paper does not contain information
about the shale density at 80MPa. We used reported elastic
coefficients and measured wave velocity values to find the
best fit density value and determined it to be 2.648 g/cm3.
Taking all the minerals with volume fractions listed in
Table 1 and density values (see Table S1 in the supporting in-
formation), the resulting density of the sample without pores
and cracks would be 2.854 g/cm3. If all density estimates are
correct, then at 80MPa pressure the shale sample should
have ≈ 7.2% of empty or ≈ 11.1% of water-filled pores
(assuming a zero density for empty and 1 g/cm3 density for
water-filled pores). It is possible that mineral (especially
phyllosilicate) densities that we consider could be
overestimated or underestimated as they have been calcu-
lated or measured for “ideal” compositions. For example,
density values for kaolinite and illite-mica listed by
Katahara [1996] are lower than those in Militzer et al.
[2011] that we use here. Our Figure 2 shows the presence
of iron and variations of Al/Si ratio in phyllosilicates that

Table 3. Components of Stiffness Tensors Cij [GPa] (Rounded to Second Decimal Digit) for Phyllosilicates in Grain Coordinate
System KE

a

Mineral Kaolinite Illite-mica Illite-smectite

Variant Dry DEM, 0.05 water
content in unit

DEM, 0.127 water
content in unit

Dry DEM, 0.05 water
content in unit

DEM, 0.127 water
content in unit

Dry DEM, 0.05 water
content in unit

DEM, 0.127 water
content in unit

C11 187.42 163.48 130.96 60.14 26.32 13.96 25.15 16.54 10.79
C12 70.41 59.71 46.05 25.55 13.10 8.35 5.89 5.43 4.93
C13 4.84 5.52 5.33 23.97 12.44 8.04 2.43 3.52 3.98
C14 �2.24 �0.49 �0.13 0.00 0.00 0.00 0.00 0.00 0.00
C15 1.24 0.23 0.06 0.00 0.00 0.00 0.00 0.00 0.00
C16 �7.51 �6.32 �4.72 0.03 0.00 0.00 0.60 0.07 0.01
C22 179.70 156.76 125.86 184.36 158.13 127.21 170.58 150.30 121.94
C23 5.89 5.70 5.36 52.93 43.87 34.64 27.87 25.47 21.97
C24 �3.31 �0.73 �0.20 0.00 0.00 0.00 0.00 0.00 0.00
C25 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
C26 0.78 0.56 0.38 �5.02 �0.79 �0.20 0.16 0.03 0.01
C33 83.91 29.33 14.56 170.00 146.65 118.57 188.50 164.83 132.59
C34 �2.99 �0.26 �0.04 0.00 0.00 0.00 0.00 0.00 0.00
C35 �2.88 �0.21 �0.03 0.00 0.00 0.00 0.00 0.00 0.00
C36 0.73 0.12 0.02 3.97 0.63 0.16 �2.13 �0.41 �0.11
C44 13.52 3.14 0.97 70.42 61.51 49.45 60.34 52.79 42.88
C45 �0.23 �0.06 �0.02 2.75 0.48 0.13 �2.52 �0.98 �0.33
C46 �0.59 �0.13 �0.03 0.00 0.00 0.00 0.00 0.00 0.00
C55 16.04 3.34 1.00 18.48 3.42 1.00 5.46 2.25 0.86
C56 �0.94 �0.18 �0.05 0.00 0.00 0.00 0.00 0.00 0.00
C66 61.08 53.96 43.97 22.15 3.68 1.06 17.49 3.36 1.00

aFirst monoclinic setting is used for illite-mica and illite-smectite. The single crystal (dry) is compared with two DEM models (see section 4.6). Starting
water content in DEM procedures is 50%, grain shape is {1:1:0.05}, and associated water-filled pore shape is {1:1:0.01}.
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were not considered byMilitzer et al. [2011]. Thus, values of
7.2% and 11.1% could be in turn overestimated or
underestimated. On the other hand, Hornby [1998] reported
a density of 2.69 g/cm3 for the shale “matrix” which results
at 80MPa pressure in ≈ 1.6% “empty” pores or 2.5% of wa-
ter-filled pores. Hornby [1998] estimated a porosity of
2.5% as measured by helium expansion. These values seem
too low. Some problems of helium expansion porosimetry
have been discussed by Twardowski et al. [2004]. They
noted that discrepancies in sample porosity of up to 4% could
be observed. It is also evident that it could not include iso-
lated pores that are present in the shale sample (Figures 1
and 4). Our X-ray tomography data resulted in 6.3% volume
fraction of low-density features at atmospheric pressure that
is in between Hornby’s [1998] measurements and estimates
made from mineral volume fractions and densities. As we
noted, X-ray tomography porosity estimates do not include
grains and pores with dimension less than 1μm, but at
80MPa pressure, some of these pores, especially very thin
ones, should be closed.
[54] As a result of these considerations, we conclude that

the overall porosity of the sample is poorly constrained, and
it had to be taken as a “fit” parameter (within reasonable
boundaries, i.e., less than 12%) in order to explain expCij or
related experimental velocities. To be consistent, for all the
calculations of elastic wave velocities in the Kimmeridge
shale models, we will use the same density of 2.648 g/cm3,
regardless of the actual density of the model.

4. Models for Calculating Elastic Properties of
Kimmeridge Shale

[55] Next, microstructural information on Kimmeridge
shale should be incorporated into averaging models de-
scribed in section 2. This includes mineral volume fractions,
densities, crystallographic, and shape preferred orientations
of grains, as well as grain shapes. Also, the presence of pores
of different shape has to be accounted for. We will consider
different types of models to explore their applicability by
comparison with Hornby’s [1998] experimental results and

highlighting the influence of different parameters on bulk
elastic properties.

4.1. Calculation of Bulk Elastic Properties Without
Consideration of Shapes and Pores

[56] We start by reviewing simple averaging models with
spherical {1:1:1} grains and without consideration of porosity.
[57] Single crystal elastic properties are averaged over orien-

tation distributions f(g) for each phase, using a micromecha-
nical model (Voigt, Reuss, geometric mean—GEO), and
corresponding elastic tensor components for the aggregate are
obtained: two for quartz, pyrite, and albite with random orienta-
tion distributions and five independent coefficients in the case
of textured kaolinite, illite-mica, and illite-smectite (Table 4).
The difference between results of micromechanical models, es-
pecially Voigt and Reuss averages, increases with increasing
elastic anisotropy of single crystals, as expressed by the ratio
of maximum and minimum Young’s moduli.
[58] After calculating averages for individual phases, all the

phase components have to be combined, using the same
micromechanical model and corresponding volume fractions
from Table 1. The five averaged coefficients modelCij resulting

Table 4. Components of Stiffness Tensor [GPa] of Kimmeridge Shale Constituents Calculated Using Different Averaging Models and
Maximum to Minimum Young’s Moduli Ratio Emax/Emin for Single Crystals

Mineral Emax/Emin Model C11 C13 C33 C44 C66

Quartz 1.8 Voigt 101.4 6.2 =C11 =(C11�C13)/2 =(C11�C13)/2
Reuss 92.7 9.8 =C11 =(C11�C13)/2 =(C11�C13)/2
GEO 96.9 8.1 =C11 =(C11�C13)/2 =(C11�C13)/2

Pyrite 1.5 Voigt 329.4 60.1 =C11 =(C11�C13)/2 =(C11�C13)/2
Reuss 319.6 65.0 =C11 =(C11�C13)/2 =(C11�C13)/2
GEO 324.3 62.7 =C11 =(C11�C13)/2 =(C11�C13)/2

Albite 3.4 Voigt 118.5 36.2 =C11 =(C11�C13)/2 =(C11�C13)/2
Reuss 94.5 35.0 =C11 =(C11�C13)/2 =(C11�C13)/2
GEO 106.4 37.6 =C11 =(C11�C13)/2 =(C11�C13)/2

Kaolinite 4.5 Voigt 142.9 32.5 100.7 37.8 47.2
Reuss 97.9 33.2 77.4 22.7 31.2
GEO 122.2 34.3 87.3 28.7 39.4

Illite-mica 3.4 Voigt 145.3 37.2 94.4 37.2 51.3
Reuss 107.7 28.8 73.1 26.9 37.7
GEO 129.6 35.2 82.8 30.9 44.6

Illite-smectite 11.0 Voigt 116.1 22.8 81.4 36.8 45.0
Reuss 46.7 11.0 35.0 13.9 17.1
GEO 81.4 18.4 53.1 22.7 30.0

Table 5. Components of Stiffness Tensor Cij [GPa] of Trans-
versely Isotropic Kimmeridge Shale Calculated Using Different
Averaging Modelsa

Model C11 C13 C33 C44 C66

Voigt 132.4 25.7 104.1 44.2 51.4
Reuss 75.2 17.3 58.7 23.0 28.2
GEO 107.0 23.1 80.2 32.8 40.6
GMS {1:1:1} 107.3 21.2 81.1 34.2 41.8
GMS {1:1:0.1} 97.5 19.4 74.7 31.4 37.9
GMS {1:1:0.05} 95.9 20.0 74.0 30.6 36.8
GMS {1:1:0.01} 94.1 20.8 73.2 29.6 35.4
GMS {1:1:0.001} 93.6 21.2 73.1 29.3 35.0
expCij at 80MPa 56.2 20.5 36.4 10.3 18.9

aHornby’s [1998] experimental values expCij at 80MPa are given for com-
parison. See text for model descriptions.
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from application of Voigt, Reuss, and GEO models are given
in Table 5, as well as results of the GMS algorithm for spher-
ical grain shape (GMS {1:1:1}). As expected, values for a
Voigt average are much higher than a Reuss average and the
geometric mean is in between. We note the similarity between
GEO and GMS {1:1:1} results. Elastic tensor coefficients for
these two models differ by less than 2GPa; the biggest differ-
ence is in the C13 coefficients (≈ 8%, 1.9GPa).
[59] Comparing GEO and GMS {1:1:1} results with exper-

imental values, it is evident that modelC11,
modelC33, and

modelC66 values should be reduced about 2 times, modelC44

3.5 times, and the modelC13 value should be conserved.

4.2. Effects of Grain Shape on Bulk Elastic Properties

[60] Next we will improve the model by considering the
platelet shape of phyllosilicate grains with the self-consistent
algorithm GMS. As described in sections 3.6 and 3.7, we
take into account the relationship between crystal and grain
coordinate systems of phyllosilicates and perform the averag-
ing using F(Ω). Quartz, pyrite, and albite grains are consid-
ered to be spheres. For simplicity, we assume that all
phyllosilicate grains have the same aspect ratio ζ (written in
coordinate system KE: {XE,YE,ZE}), i.e., {1:1:ζ} for kaolin-
ite and {ζ:1:1} for illite-mica and illite-smectite in first mono-
clinic setting. All the minerals are taken with their respective
volume fractions and orientation distributions. The modelCij

are given in Table 5 where GMS {1:1:0.1} denotes the model
with ζ= 0.1, etc.
[61] As a result of grain shape consideration, all modelCij

values decrease, except for the modelC13 value that does not
change significantly. But it is remarkable that a decrease of
ζ decreases modelC33 as well as

modelC11, and it also decreases
P wave anisotropy and maximal shear wave splitting. This
is in contradiction, e.g., with calculations made for mica-
bearing aggregates by Nishizawa and Yoshino [2001].
Wenk et al. [2012] also observed an increase in P wave an-
isotropy when the shape of biotite grains was taken into ac-
count. However, their calculations have only been made for
low volume fractions of highly oriented mica (< 30%) in
an isotropic (or almost isotropic) matrix. In our case the vol-
ume fraction of phyllosilicates is 66.8% and ODFs have a
large number of randomly oriented grains (fmin values in
Table 2). We conclude that the effect of simultaneous de-
crease of modelC11 and

modelC33 when decreasing ζ value in
materials consisting of an isotropic matrix and anisotropic
grains with shape {1:1:ζ} (ζ ≤ 1) could develop at higher vol-
ume fractions of these anisotropic grains and/or when their
texture index F2 is low.
[62] Decreasing ζ below 0.1 does not have a pronounced

impact on stiffness coefficients Cij, an effect already noted by
Nishizawa and Yoshino [2001]. Even assuming an ultrathin
(and obviously unrealistic) grain shape with ζ =0.001, it is only
possible to decrease modelC11 and

modelC33 by 3.9 and 1.6GPa,
respectively, compared with ζ=0.1. Thus, we can assume that
shale models where different phyllosilicate minerals have grain
aspect ratios within a realistic range (0.01< ζ< 0.1, Figure 3a
and 3c), and shale models where all the phyllosilicate grains
have the same aspect ratio, will have similar modelCij values.
This infers that further modeling could be greatly simplified
by assuming that all phyllosilicate grains have the same shape.
From these simulations, it is also clear that mineral-preferred

orientations and grain shapes alone cannot describe elastic
properties of shale.

4.3. Effects of Different Types of Pores on Bulk
Elastic Properties

[63] We will now investigate the possibility to describe
expCij by considering presence of different types of pores in
the sample. It is known that thin platelet-shaped pores greatly
influence bulk elastic properties of shales [e.g., Sayers,
2008]. Since the shale model is transversely isotropic, we as-
sume that also the pore orientation distribution has fiber sym-
metry, with the fiber axis normal to the bedding plane, or has
a random orientation distribution. Orientation distributions of
pores are described in a macroscopic sample coordinate sys-
tem with a SODF. In case when the shape of the pore is sym-
metric with respect to the bedding plane normal (spherical
pores, or completely aligned low aspect ratio pores parallel
to the bedding plane), it is possible to use for them the “single
crystal”-like δ-function SODF (with only non-zero value at
{α, β, γ} = {0°, 0°, 0°}) to speed up the self-consistent com-
putation. Pores could either be “empty” (e.g., air) or filled
with water or kerogen. We will test the following cases:
(1) spherical pores; (2) platelet-shaped {1:1:ζ} (ζ< 1) pores
aligned parallel to the bedding plane; (3) platelet-shaped
{1:1:ζ} (ζ< 1) pores that are perpendicular to the bedding
plane: their shortest direction is aligned in the bedding plane,
and they effectively possess a fiber texture with fiber axis per-
pendicular to the bedding plane; (4) platelet-shaped {1:1:ζ}
(ζ< 1) pores with a random SODF; and combinations of
several types of pores, as TEM and SEM observations
(Figures 1–4) show that in the shale sample both high and
low aspect ratio pores are present and low aspect ratio pores
have more complex orientation distributions. Here we want
to highlight the influence of specific types of pore systems
and assume perfect alignment of pores relative to sample
coordinates. We use a GMS {1:1:0.05} model (Table 5) as
anisotropic matrix and add pores into it.
[64] We will investigate effects of both empty and water-

filled pores up to 10% of total porosity. We assume that for
empty pores allCij = 0; for the water we use the following stiff-
ness coefficients: C11 =C12 =C13 =C22 =C23 =C33 = 2.2GPa,
and all others are zero [Hornby et al., 1994; Arns et al.,
2002]. Introduction of these elastic constants does not neces-
sarily mean that pores are indeed air filled or water filled. For
example, stiffness coefficients of water correspond closely
to those of 50 API oil at room temperature and ≈ 80MPa
pressure (≈ 2.3GPa, as can be deduced from Castagna
et al. [1993, Figure 17]). Microtomography does suggest
presence of some kerogen (Figure 6b).
[65] A brief summary of the modelCij values for material with

different empty and water-filled pores is given in Table 6, and
an expanded version is provided as Table S2 in the supporting
information for empty and Table S3 for water-filled pores. It is
clear that pores can only decrease elastic constants of an initial
anisotropic medium. But different types of pores decrease
each stiffness coefficient modelCij differently.
[66] All modelCij values drop almost linearly with increas-

ing volume fraction of spherical pores (either empty or water
filled); and an addition of 1 vol % of spherical pores de-
creases all modelCij values by ≈ 2%. Also, modelCij values
are almost the same for material with the same amounts of
spherical air or water-filled pores. In particular, modelC44
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and modelC66 are exactly the same. This is in agreement with
calculations made for an isotropic medium with spherical
pores by Le Ravalec and Guéguen [1996]. According to their
data, there is an almost linear dependence of stiffness coeffi-
cients on porosity for porosities less than 20%. Thus, to
reduce coefficients of the shale model by ≈ 40–50% (to be
roughly comparable with expCij values), about 20–25 vol %
of spherical pores would have to be added. But porosity of
this scale is far above experimental estimates.
[67] From Table 6, it is evident that adding {1:1:ζ} pores

aligned parallel to the bedding plane to the model signifi-
cantly decreases modelC33. This decrease is more pronounced
for low aspect ratio pores. Adding {1:1:ζ} pores aligned per-
pendicular to the bedding plane significantly decreases
modelC11 and

modelC66. Models with the same volume fraction
of {1:1:ζ} pores aligned parallel and perpendicular to the
bedding plane are characterized by similar modelC13 and
modelC44 values.
[68] Randomly oriented {1:1:ζ} pores decrease all the

modelCij values, and this decrease is again more pronounced
with decreasing aspect ratio ζ. Empty randomly oriented
{1:1:0.01} pores practically “destroy” the sample when their
volume reaches ≈ 2.5 vol %, with all modelCij values converg-
ing to 0. One can imagine that accommodating a relatively
high volume fraction of random low aspect ratio pores
within self-consistent GMS algorithm means that statistically
the material is crossed by propagating “cracks” in multiple
directions, resulting in zero stiffness. Water-filled randomly
oriented {1:1:ζ} pores demonstrate another peculiarity: de-
crease of aspect ratio ζ from 0.1 to 0.01 (for the same

porosity) leads to an increase of the modelC13 coefficient.
This effect is not observed for pores oriented parallel or
perpendicular to the bedding plane. But in general, all types
of pores under consideration decrease the C13 value of an
initial anisotropic elastic matrix, and thus, every modelC13 of
material with pores is lower than the experimental expC13

(equation (15)).
[69] It is obvious that just one single type of pore with a

“simple” orientation distribution is not sufficient to describe
all expCij (Tables S2 and S3 in the supporting information).
But it is possible to combine several types of pores, e.g.,
{1:1:ζ} aligned parallel and perpendicular to the bedding
plane to decrease different modelCij coefficients differently
to match expCij. Several models that feature two or three types
of pores are listed in Table S4 in the supporting information.
Here we will only mention some of them, using the same
model numbers (e.g., model #1) as in Table S4 in the
supporting information.
[70] First, we should note that addition of empty low as-

pect ratio pores to the model reduces the modelC44 coefficient
much less compared to other coefficients. Low aspect ratio
pores aligned parallel to the bedding plane reduce the
modelC33 value more strongly than the modelC44 value
(Tables 6 and S2 in the supporting information). Thus, the
ratio modelC33/

modelC44 in models containing such pores is
much lower than the experimental value. Our calculations
show that this feature also applies to models with several
types of pores. For example, model #1 in Table S4 in the
supporting information that contains 1 vol % of {1:1:0.01}
empty pores aligned parallel to the bedding plane and 1 vol %

Table 6. Components of Stiffness Tensor Cij [GPa] of Transversely Isotropic Kimmeridge Shale Calculated Adding Different Volume
Fractions of Empty or Water-Filled Pores of Different Shape to Model GMS {1:1:0.05} (Table 5)

Volume Percent, Type of Pores Shape and Orientation of Pores C11 C13 C33 C44 C66

0.0 95.9 20.0 74.0 30.6 36.8

1.0, empty {1:1:1} 93.9 19.6 72.5 30.0 36.0
{1:1:0.1} || to bedding plane 94.3 17.9 65.0 28.7 36.3
{1:1:0.01} || to bedding plane 91.2 6.0 21.5 19.8 36.4
{1:1:0.1} ⊥ to bedding plane 88.4 18.4 72.7 29.4 34.3
{1:1:0.01} ⊥ to bedding plane 42.1 8.1 69.3 22.7 18.7

{1:1:0.1} random 90.2 18.3 69.9 29.2 34.9
{1:1:0.01} random 39.2 2.7 33.2 16.3 18.2

1.0, water-filled {1:1:1} 94.0 19.7 72.6 30.0 36.0
{1:1:0.1} || to bedding plane 94.5 18.6 67.4 28.7 36.3
{1:1:0.01} || to bedding plane 94.0 16.2 58.2 20.4 36.4
{1:1:0.1} ⊥ to bedding plane 89.8 18.9 72.9 29.4 34.5
{1:1:0.01} ⊥ to bedding plane 75.5 16.9 72.3 23.1 26.5

{1:1:0.1} random 91.2 18.9 70.7 29.3 35.0
{1:1:0.01} random 77.0 19.4 61.9 23.9 27.9

10.0, empty {1:1:1} 76.4 16.1 59.6 24.6 29.2
{1:1:0.1} || to bedding plane 81.5 7.7 23.6 16.7 32.2
{1:1:0.01} || to bedding plane 80.5 0.3 0.7 2.4 32.6
{1:1:0.1} ⊥ to bedding plane 41.5 9.2 62.4 19.8 17.0
{1:1:0.01} ⊥ to bedding plane 0.4 0.2 59.6 1.9 0.2

{1:1:0.1} random 49.7 8.2 40.3 17.7 20.3
{1:1:0.01} random - - - - -

10.0, water-filled {1:1:1} 77.2 16.9 60.4 24.6 29.2
{1:1:0.1} || to bedding plane 82.9 11.4 34.6 17.1 32.2
{1:1:0.01} || to bedding plane 83.0 7.4 22.3 4.3 32.7
{1:1:0.1} ⊥ to bedding plane 51.3 12.3 63.8 20.0 19.2
{1:1:0.01} ⊥ to bedding plane 21.9 7.7 62.9 4.6 2.9

{1:1:0.1} random 57.5 12.6 46.8 19.0 21.9
{1:1:0.01} random 18.7 14.6 18.2 19.1 19.6
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of {1:1:0.01} empty pores with orientation perpendicular to
the bedding plane have the following coefficients:

modelCij : C11 ¼ 32:0;C13 ¼ 2:4;C33 ¼ 13:2;

C44 ¼ 10:9;C66 ¼ 14:8 GPa½ �: ð16Þ

[71] As we see, modelC44 is of the right order, but values of
all other elastic coefficients are too low. By considering differ-
ent volume fractions and aspect ratios of pores, it is possible to
get, e.g., modelC11 and

modelC33 values close to corresponding
expCij (model #3 containing 2.5 vol % of {1:1:0.05} empty
pores aligned parallel to the bedding plane and the same
amount of same pores with orientation perpendicular to the
bedding plane):

modelCij : C11 ¼ 60:8;C13 ¼ 8:1;C33 ¼ 37:4;
C44 ¼ 18:7;C66 ¼ 25:0 GPa½ �; (17)

but in this case modelC44 is unrealistically high, and modelC13

remains well below the experimentally determined value
(equation (15)).
[72] In general, we were unable to reach a good “balance”

between different modelCij coefficients in models containing
empty pores (see Table S4 in the supporting information
for examples). This is consistent with the assumption that
probably empty pores are not present in the sample at
80MPa (section 3.8). Thus, we will concentrate on water-
filled pores in our following modeling of shale properties at
this pressure.
[73] Contrary to empty pore models, for water-filled pores

several combinations are possible that result in modelCij

values that are close to corresponding expCij. Stiffness coeffi-
cients of model #8 (Table S4 in the supporting information)
that contains 6.5 vol % of {1:1:0.05} water-filled pores
aligned parallel to the bedding plane and 3.5 vol % of
{1:1:0.03} water-filled pores with orientation perpendicular
to the bedding plane differ from experimental values (equa-
tion (15)) by less than 8% except for C13:

modelCij : C11 ¼ 53:7;C13 ¼ 8:6;C33 ¼ 33:5;
C44 ¼ 10:7;C66 ¼ 18:9 GPa½ �: (18)

[74] Apart from the low C13 value, this model introduces
different aspect ratios for pores of different orientations, which
is not supported by SEM and TEM observations (Figures 1

and 4). In model #10, with 2 vol % of water-filled pores
aligned parallel and 2 vol % oriented perpendicular to the bed-
ding plane, the same shape {1:1:0.01} is introduced to all
pores independently of orientation. Elastic coefficients corre-
spond closely to mean experimental values, despite a 2.5 times
lower porosity than in case of model #8 (equation (18)).
[75] Models with combinations of random low aspect

ratio pores and pores aligned parallel to the bedding plane
provide even better numerical agreements between modelCij

and expCij. For model #11 (2 vol % of random water-filled
pores and 2 vol % of water-filled pores aligned parallel to
the bedding plane, pore aspect ratios are {1:1:0.01}), stiff-
ness coefficients differ from experimental values by less than
5%, except for modelC13 that is ≈ 24% lower than the experi-
mental value:

modelCij : C11 ¼ 57:2;C13 ¼ 15:5;C33 ¼ 38:0;
C44 ¼ 9:8;C66 ¼ 19:2 GPa½ �: (19)

[76] In model #11 (Table S4 in the supporting information),
the volume of low aspect ratio pores could be slightly reduced
and spherical water-filled pores could be added instead (to
account for TEM/SEM observations of high aspect ratio pores
in shale; Figures 1, 2, and 4), resulting in model #13:

modelCij : C11 ¼ 57:2;C13 ¼ 15:4;C33 ¼ 38:2;
C44 ¼ 10:0;C66 ¼ 19:3 GPa½ �: (20)

[77] In this model 1.9 vol % of {1:1:0.01} pores are ran-
dom and 1.9 vol % are parallel to the bedding plane. In addi-
tion there are 1 vol % of spherical pores, resulting in a total
porosity of 4.8% and a density of 2.765 g/cm3. Stiffness
coefficients are almost the same as in equation (19).

4.4. Consideration of General Fiber SODF for
Flat Pores

[78] In the previous section, we have investigated the influ-
ence of shape, orientation, and volume fraction for ideally
oriented pores. A reasonable agreement between modelCij

and expCij can be obtained, especially with a combination of
random and aligned pores. We will now advance to more re-
alistic pore distributions.
[79] Aiming for better agreement with microstructural

observations, we introduce a standard Gauss function com-
ponent (GFC) defined by the full width at half maximum

Table 7. Components of Stiffness Tensor Cij [GPa] of Transversely Isotropic Kimmeridge Shale Calculated by Adding Low Aspect Ratio
{1:1:0.01} Water-Filled Pores With Different Orientation Distributions (SODF) and Spherical {1:1:1} Water-Filled Pores to Model GMS
{1:1:0.05} (Table 5)a

#
Volume Percent Pores

{1:1:0.01}
SODF of Pores: Random
Distribution (RO) +GFC

Volume Percent
Pores {1:1:1} C11 C13 C33 C44 C66

1 3.5 0.3 RO+ 0.7 GFC 35° - 60.5 17.1 38.8 11.6 21.1
2 3.5 0.3 RO+ 0.7 GFC 45° - 57.5 17.8 38.6 12.0 19.6
3 3.5 0.35 RO+ 0.65 GFC 35° - 59.4 17.2 39.0 11.6 20.5
4 3.5 0.35 RO+ 0.65 GFC 45° - 56.7 17.9 38.8 12.0 19.1
5 4.0 0.35 RO+ 0.65 GFC 45° - 52.7 17.6 36.2 10.6 17.3
6 3.5 0.3 RO+ 0.7 GFC 35° 1.0 59.0 16.9 38.0 11.3 20.5
7 3.5 0.3 RO+ 0.7 GFC 35° 3.0 56.0 16.3 36.3 10.6 19.2
expCij at 80MPa 56.2 20.5 36.4 10.3 18.9

aHornby’s [1998] experimental values expCij at 80MPa are given for comparison. The Gauss fiber component (GFC) is described by full width at half max-
imum (FWHM). See text for model descriptions.
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(FWHM) superposed on a fraction of randomly oriented pores
(RO) to describe the SODF of flat pores. The fiber axis is par-
allel to the bedding plane normal and the shortest axis of the
pore (ZE). From section 4.3, it is evident that the vol % of
low aspect ratio water-filled pores in the model should be close
to 4. We varied pore contents near this value, the GFC/RO ra-
tio, and the Gauss width in orientation space to explore the in-
fluence of these parameters on bulk elastic constants.
[80] Pores with aspect ratios {1:1:0.01} and model SODFs

have been added to the anisotropic matrix (represented by the
GMS {1:1:0.05} model, Table 5). Some examples are sum-
marized in Table 7. It is evident that all models have elastic
properties that are very close to expCij, except for

modelC13.
The best agreement between model and experiment is
reached for model #7, containing 3.5 vol % of low aspect ra-
tio pores with a fiber SODF (0.3 RF and 0.7 GFC with 35°
FWHM) and 3.0 vol % of pores with spherical shape.
Differences between model and experimental elastic con-
stants are within 0.3 GPa (< 3%), but for C13 it is 4.2GPa
(≈ 20%). Model #7 incorporates all available quantitative
experimental information: single crystal elastic constants,
ODFs, mineral volume fractions, and grain/pore shapes.
The total porosity of 6.5% corresponds closely to tomogra-
phy observations, and an RO component of 30% agrees with
the randomly oriented part of phyllosilicates of 31.8%, based
on Tables 1 and 2. A GFC FWHM of 35° means that distri-
bution of shortest axes of low aspect ratio pores around the
bedding plane normal has a width that is ≈ 10° less than the
mean FWHM of the pole density distribution on main pole
figures of phyllosilicates (and close to that of illite-mica,
Table 2 and Figure 9).
[81] As a conclusion to this section on self-consistent

modeling, we should again mention that all types of pore

structures decrease modelC13 values below the experimental
value. This effect is least pronounced for low volume frac-
tions of spherical pores (i.e., < 5%), but the addition of any
volume fraction of low aspect ratio pores into the model
results in a pronounced reduction of modelC13.
[82] We summarize the self-consistent calculation process

with a schematic sketch in Figure 11 (left side). The input
data are volume fractions of pores and minerals, as well as
their aspect ratios, orientation distributions, and stiffness co-
efficients. ODFs (and SODFs) are represented as 3-D numer-
ical arrays with 5° resolution in orientation space. First,
elastic constants and ODFs of phyllosilicates have to be ro-
tated to change coordinate system from KB to KE. Next, an ef-
fective “pore-free”medium is created by averaging over ODFs
and volume fractions of minerals with the GMS algorithm.
Then pores are entered into this anisotropic medium. This pro-
duces a new set of elastic coefficients that describe the elastic
properties of the porous shale. From these Cij, elastic wave ve-
locities can be calculated. Due to complexity of considered
orientation distributions, the GMS refinement is time consum-
ing. Even if a good starting suggestion of effective medium
elastic constants is made, the algorithm (in a Fortran-based
program) runs for several hours on a machine equipped with
a third generation Intel Core i7 quad-core processor.

4.5. Models Using Differential Effective Medium
(DEM) Approach

[83] Applying a self-consistent model GMS based on
Eshelby’s concept of ellipsoidal inclusions in a homogeneous
matrix, it has been possible to obtain a fair agreement be-
tween model predictions constrained by microstructural ob-
servations and measured elastic properties of Kimmeridge
shale. However, there are differences in the enigmatic

Pore preferred
orientation

Vol.% pores

Mineral preferred
orientations

Vol.% minerals

GMS over OD
and volume

fractions

Add pores to
GMS medium

Best model: #7
(Table 7).

6.5 Vol.% pores

Rotate KB KE

DEM to combine
low aspect ratio

pores and
minerals

GEO over OD
and volume

fractions

Add spherical
pores

Low aspect ratio
pores are parallel
to phyllosilicate

platelets

Best model: #10
(Table 8).

9.8 Vol.% pores

Mineral 0Cij

Mineral shape

Pore shape

Pore 0Cij

Rotate KB KE

Rotate KB KE

Rotate KB KE

Figure 11. Sketch illustrating modeling procedures for self-consistent approach (left side) and differential
effective medium approach (right side). Input parameters are in the center.
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coefficient C13. Are these differences due to experimental er-
rors, to uncertainties about single crystal elastic properties, or
could they originate from limitations of the averaging model?
We will explore this further by applying a differential effec-
tive medium (DEM) approach to modify single crystal elastic
properties. This concept was introduced by Bruggeman
[1935] to explain electrical conductivity in composite mate-
rials. The main idea is that properties of a multiphase material
(effective medium) could be numerically calculated with a
stepwise procedure, by incrementally adding inclusions of
one phase into the host material, which is the homogeneous

effective medium obtained at the previous step. Such an ap-
proach has been applied to calculate properties of mineral ag-
gregates, including sedimentary rocks and shales [e.g.,
Nishizawa, 1982; Hornby et al., 1994; Nishizawa and
Kanagawa, 2010; Almqvist et al., 2011].

4.6. Mineral/Water DEM Units

[84] Here we follow the scheme proposed by Hornby et al.
[1994] to model properties of shales and subsequently ap-
plied by, e.g., Jakobsen et al. [2000, 2001] and Dræge
et al. [2006]. At a first step of this scheme, 0.5 of mineral

a) b)

Figure 12. Dependence of some elastic constants of the DEM illite-mica/water unit on (a) water content
and aspect ratio of grains and associated water-filled pores, and (b) different water content values at the start
of DEM procedure.
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platelet-shaped grains and 0.5 of water-filled pores with cor-
responding aspect ratios are mixed with the self-consistent
GMS algorithm to obtain properties of a new effective
medium—a mineral/water DEM unit. Orientation distribu-
tions of both mineral grains and pores are considered to be
δ-functions; i.e., mineral grains and pores are fully aligned
and parallel to each other.
[85] At each subsequent step, new effective medium prop-

erties are calculated by combining the properties of the DEM
unit obtained in the previous step (entered as anisotropic elas-
tic matrix) and a small volume fraction of mineral, once
again, with corresponding grain shape and δ-function ODF
(with only nonzero value corresponding to {α,β,γ} = {0°,
0°, 0°}). This procedure continues until the desired water
content in the DEM unit is reached. This is performed for
each of the three phyllosilicate minerals. The volume fraction
of mineral added at each step ought to be infinitesimally
small. We add ≈ 0.01 volume fraction of mineral at each step
(in this case, 231 steps are required to reduce volume fraction
of water in the DEM unit from 0.5 to 0.05).
[86] We assume that grains of all phyllosilicate phases

have the same aspect ratio, and water-filled pores associated
with grains of different phyllosilicates also have the same
aspect ratio. Furthermore, we assume that all three mineral/
water units have the same amount of water. The total water
content—or total porosity—after each step can be easily
calculated using mineral volume fractions in Table 1 and vol-
ume fraction of water in the DEM unit. For example, 0.05
of water in each DEM unit results in a sample porosity
of ≈ 3.4 vol %, close to the low aspect ratio pores
content in model #7 (Table 7). A 0.15 of water in DEM units
results in a sample porosity of≈ 10.5 vol % that is near upper
limit of porosity estimates for the Kimmeridge shale sample
(section 3.8).
[87] Figure 12a shows dependencies of some elastic coeffi-

cients (C11, C33, C44, C66) of the illite-mica/water DEM unit
on water content and shape of grains and pores (note that Cij

are in monoclinic first setting with (100) as cleavage plane).
{1:1:0.1} denotes a model with both grains and low aspect
ratio pores possessing the same shape. {1:1:0.05/0.01} de-
notes the model where grains have shape {1:1:0.05} and wa-
ter-filled pores are five times thinner. The influence of aspect
ratios within the water content range of interest (0.05–0.15) is
most pronounced for the C66 coefficient of the DEM unit that
in this case determines shear stiffness in the plane parallel to
platelet-shaped grains and associated pores. If the aspect ratio
of grain and corresponding pore is {1:1:0.01}, C66 is almost
zero, even at water content of only 0.05. This DEM unit does
not resist a shear in its basal plane. TheC33 coefficient (one of
the in-plane stiffnesses of the DEM unit) is also visibly af-
fected by the aspect ratios with a difference between
{1:1:0.1} and {1:1:0.01} ≈ 4GPa at 0.15 water content in
the unit, but due to a high absolute value of C33, this differ-
ence is less than 4%. We note that the illite-mica/water
DEM units with both grain and pore aspect ratios equal to
{1:1:0.1} have highest C11 (stiffness in direction perpendicu-
lar to platelets composing the DEM unit) and C66 coefficients
among all considered units (Figure 12a). Units with grain and
pore aspect ratios of {1:1:0.01} are characterized by highest
C33 and C44 coefficients.
[88] Dræge et al. [2006] suggested that the same aspect ra-

tio could be used for all grains and pores in the DEM

procedure. From Figure 12a, it is evident that in range of wa-
ter contents of interest (0.05–0.15), absolute differences be-
tween {1:1:0.05} and {1:1:0.05/0.01} models are indeed
small, but not negligible, and C44 and C33 are most
influenced by the difference in aspect ratios. In section
4.7, we will investigate if this difference in DEM unit prop-
erties significantly affects bulk elastic properties of the
shale obtained by orientation distribution and mineral vol-
ume fraction weighted averaging.
[89] As Hornby et al. [1994] stated, the DEM procedure

that we use here has the ability to keep connectivity (percola-
tion) of phases that were connected at the first step. Thus, in
principle, the ratio of volume fractions of pores and mineral
at the first step of the DEM can be different from 50:50 as
long as the connection of phases is conserved. We investi-
gated variants with 45:55 and 55:45 starting mineral/water
volume ratios. Dependencies of coefficients C11, C33, C44,
C66 of the illite-mica/water DEM unit with a grain aspect ra-
tio of {1:1:0.05} and a pore aspect ratio of {1:1:0.01} on
starting water content of the DEM procedure are shown in
Figure 12b. Apart from C11 that remains practically the same,
the influence of water content at the start of the DEM proce-
dure on elastic constants is considerable (Figure 12b) and in
some cases even more pronounced than the influence of the
grain and pore aspect ratios (Figure 12a). Generally, starting
the DEM procedure at lower water content (e.g., 0.45 starting
water content in the DEM unit, Figure 12b) results in higher
stiffness coefficients of DEM units, though there are some
exceptions, e.g., C13 of the kaolinite/water unit or C12 of
the illite-smectite and illite-mica/water units are increasing
with an increase of the starting water content.
[90] If the DEM unit construction starts at a water content

close to 0.6, then resulting elastic coefficients at the first step
converge to C11 =C12 =C13 =C22 =C23 =C33 ≈ 3.5GPa, and
all others are equal to zero, independent of the mineral type
and grain and pore aspect ratios (this holds for spherical
pores as well as for low aspect ratio {1:1:0.01} pores). It in-
fers that the material is basically a liquid (a suspension) and
mineral grains practically lost their percolation. This has
been recognized for isotropic materials [e.g., O’Connell
and Budiansky, 1974; Berryman, 1980a; Jakobsen et al.,
2001]. Thus, starting water content in the DEM procedure
in the interval 0.4–0.6 should be considered when
constructing DEM units. We recognize that the starting water
content value is basically a model-dependent “fit” parameter
that greatly influences elastic constants, as it is not constrained
by any experimental data.
[91] Stiffness coefficients for DEM units with different

water content are compared in Table 3 with single crystal
coefficients. As expected, DEM units retain the symmetry
of elastic properties of corresponding minerals, and with
decreasing water content, elastic constants of units converge
to elastic constants of corresponding single crystals.
Absolute values of the DEM unit’s stiffness coefficients are
generally lower than corresponding coefficients of single
crystals, though there are some interesting exceptions such
as C13 of the DEM units of kaolinite and illite-smectite.
For a starting water content of 0.5, grain shape {1:1:0.05},
and associated water-filled pore shape {1:1:0.01}, at
water content of 0.05 and 0.127, C13 coefficients of
these DEM units are higher than their single crystal
counterparts (Table 3).
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4.7. Averaging DEM Units Properties Over ODF and
Phase Volume Fractions

[92] Resulting mineral/water DEM units contain all shape
and stochastic mixing related properties and could be consid-
ered as spherical “single crystals.” Their orientation distribu-
tion in the sample coordinate system is described by SODFs
F(Ω) of corresponding phyllosilicate minerals. In principle,
the simple averaging schemes that we used in section 4.1
(e.g., Voigt, Reuss, and GEO) could be applied to calculate
bulk elastic properties of the shale using DEM unit proper-
ties. SODFs have to be used instead of ODFs, since elastic
properties of the DEM units are calculated in the grain coor-
dinate system KE. Other minerals with random orientation
distributions—quartz, pyrite, albite, as well as spherical
pores—can be added. Hornby et al. [1994] used an upper
bound Hill and Dræge et al. [2006] a Voigt average over ori-
entation distributions in their models. But since DEM units are
extremely anisotropic (cf. Table 3), it means that Voigt-Reuss
bounds and Hill approximations for textured aggregates
containing these DEM units are very different.
[93] Results of application of different averaging models to

Kimmeridge shale containing mineral/water DEM units are
given in Table 8.
[94] We note that models described in Tables 6 and 7 reach

acceptable agreement between modelCij and
expCij when vol-

ume fractions of low aspect ratio pores in the model
are 3.5–4%. When a DEM procedure is involved and GMS
averaging is applied to DEM units, a model containing in
total ≈ 3.4 vol % of water (water content in unit is 0.05) in
low aspect ratio pores, associated with phyllosilicate plate-
lets, demonstrates very high modelCij values (model #1 in
Table 8). Thus, compared to shale models with pores created
using only GMS (equations (18) and (19) and all the models
in Table 7), porosity in models involving DEM procedures
should be higher, and we use DEM units with ≈ 0.127 water
content (Table 3). The difference between Voigt and Reuss
models is indeed very large (models #2 and #3 in Table 8). In
section 4.1 we noted a similarity between elastic constants of
shale models obtained by GEO and GMS algorithms, but
when extremely anisotropic DEM units are considered, also
GEO and GMS provide very different results (e.g., models
#4 and #5 in Table 8). This difference mainly results from
SODF-weighted averaging.

[95] The influence of phyllosilicate grain shapes on bulk
elastic properties in the porosity range of interest (0.05–0.15
water content in DEM unit) is evident from a comparison of
models #4 and #6, and also models #5 and #7 in Table 8.
Differences between elastic constants of models with grain
shapes of {1:1:0.05} and {1:1:0.01} are minimal (less than
2GPa) when GMS averaging is applied, but they increase
greatly in case of GEO averaging. Differences of the same
scale are observed for different pore aspect ratios (cf. models
#4 and #8, and also #5 and #9 in Table 8). Thus, using the
same aspect ratio for grains and pores for DEM modeling as
Dræge et al. [2006] suggested is not well justified, as results
may be different, depending on the applied averaging method.
Definitely, assuming different aspect ratios for grains and
pores can improve the agreement between modelCij and

expCij.
[96] Comparison of different DEM shale models (some of

them are given in Table 8) with expCij (equation (15)) shows
that if GMS averaging over SODFs (and volume fractions) is
involved, then it is impossible to reach a good match between
modelCij and

expCij. If
modelC11,

modelC33, and
modelC66 are

estimated more or less correctly (e.g., model #7 in Table 8),
then modelC44 is usually 30–50% higher and modelC13 is
20–40% lower than corresponding expC44 and expC13. If
we adjust the starting water content of the DEM procedure
(e.g., 42.5:57.5 mineral/water ratio at first DEM step), it is
possible to reduce the difference between modelC44 and
expC44 to ≈ 2GPa (that is still ≈ 20%), but modelC13 remains
far below the experimental value.
[97] In contrast, if GEO averaging over SODFs and volume

fractions is applied, it is possible to reach excellent agreement
for all modelCij and

expCij values (model #4 in Table 8). A 1 vol%
of spherical water-filled pores could be added to this model for
even better agreement with expCij values and with TEM/SEM
observations of high aspect ratio pores, resulting in model
#10 in Table 8. This model has a total porosity of 9.8% and
consequently a density of 2.673 g/cm3 that is close to our esti-
mations made from Hornby’s [1998] data (see section 3.8).
Stiffness coefficients of this model differ from expCij by
less than 4%, and it appears to be the best solution. But is
GEO averaging applicable in case of extremely anisotropic
shale constituents?
[98] Before discussing related issues, we summarize the

DEM procedure in the sketch of Figure 11 (right side). The

Table 8. Components of Stiffness Tensor Cij [GPa] of Transversely Isotropic Kimmeridge Shale Calculated Using Different Averaging
Models and DEM Unitsa

#
Water Content in

DEM Unit
Volume Percent
Pores in Model

Grain/Associated Pore
Aspect Ratios Averaging Method C11 C13 C33 C44 C66

1 0.050 3.4 {1:1:0.05}/{1:1:0.01} GMS 81.5 19.0 53.2 21.3 30.4
2 0.127 8.8 {1:1:0.05}/{1:1:0.01} Voigt 99.9 19.3 73.6 31.7 38.8
3 0.127 8.8 {1:1:0.05}/{1:1:0.01} Reuss 21.4 13.0 17.5 2.7 4.1
4 0.127 8.8 {1:1:0.05}/{1:1:0.01} GEO 59.5 20.8 35.7 10.5 18.6
5 0.127 8.8 {1:1:0.05}/{1:1:0.01} GMS 64.4 15.5 38.2 15.4 23.6
6 0.127 8.8 {1:1:0.01}/{1:1:0.01} GEO 49.7 25.2 30.6 4.9 11.6
7 0.127 8.8 {1:1:0.01}/{1:1:0.01} GMS 62.8 15.9 36.6 14.2 22.6
8 0.127 8.8 {1:1:0.05}/{1:1:0.05} GEO 63.8 19.4 38.2 12.9 21.3
9 0.127 8.8 {1:1:0.05}/{1:1:0.05} GMS 67.0 15.2 39.9 16.7 24.9
10b 0.127 9.8 {1:1:0.05}/{1:1:0.01} GEO 58.2 20.3 35.0 10.3 18.2
expCij at 80MPa 56.2 20.5 36.4 10.3 18.9

aDEM procedure starts at 50% water content in unit. Hornby’s [1998] experimental values expCij at 80MPa are given for comparison. See text for
model descriptions.

bThis model is obtained by adding 1% of spherical water-filled pores to model #4.

VASIN ET AL.: ANISOTROPY OF KIMMERIDGE SHALE

19



same microstructural input parameters (shapes of grains and
pores, crystal preferred orientations) are used for DEM as
for the self-consistent model. However, for DEM a first step
is, after the consideration of coordinate systems (change KB

to KE, sections 3.6 and 3.7), to create DEM mineral/water
units. After an initial 50:50 mixture, mineral is added incre-
mentally into an effective medium. With this procedure, we
obtain modified “single crystal”-like elastic properties for
phyllosilicates that include certain volume fractions of low
aspect ratio pores and information on grain and pore shapes.
Elastic properties of all components (DEM units and other
minerals) are averaged over volume fractions and SODFs
with the simple GEO algorithm, providing a geometric mean.
Finally, a small percentage of high aspect ratio (spherical)
pores is added into model for “perfect” agreement with
experimental data.

5. Discussion

5.1. Summary of Results and Uncertainties About
Input Parameters

[99] A set of complex experiments—SEM, TEM, X-ray
diffraction, and microtomography—has been performed to
study texture and microstructure of a Kimmeridge shale sam-
ple. Shapes of grains and pores, as well as mineral ODFs and
volume fraction, have been measured and quantified.
Microstructural characteristics of shale have been summa-
rized by Hornby et al. [1994, Figure 7] in a schematic sketch
of shale microstructure which was adapted by several re-
searchers since then [e.g., Bayuk et al., 2007; Wenk et al.,
2008; Moyano et al., 2012]. A modified picture with a

significant volume fraction of phyllosilicates oriented with
their least stiff direction close to bedding plane normal (ZA

axis) is shown in Figure 13. Low aspect ratio pores are
mostly parallel to phyllosilicate grains which defines the
C33<C11 relationship and low C44 (resistance to shear in
bedding plane) value. As there are some platelet-shaped
phyllosilicate grains oriented perpendicular to bedding plane
of shale, the C44 value is higher than could be expected from
the Hornby et al. [1994] model. The C13 coefficient control-
ling in-plane Poisson’s expansion when the shale is subjected
to compression along ZA should have a relatively low value.
Quartz and illite-smectite aggregates (55 vol % of sample,
Table 1) have C13 below 20GPa (Table 4). Also, an applied
uniaxial compressive stress in ZA should be accommodated
to some degree by low aspect ratio pores in shale, thus reduc-
ing Poisson’s expansion in the perpendicular direction. This
microstructure provides the basis for our models. For conve-
nience, we combine most important sets of elastic constants
in Table 9.
[100] As expected, commonly used simple Voigt, Reuss,

and GEO averages over mineral orientation distributions
and phase volume fractions are not able to explain elas-
tic properties of shale, composed of highly anisotropic
phyllosilicates and low aspect ratio pores. This is also true
for models that consider only spherical pores. Phyllosilicate
grain shapes and low aspect ratio pores need to be included
into models of bulk elastic properties of shales. We have
shown that it is possible to use a modified self-consistent algo-
rithm GeoMIXself (GMS) to produce an effective medium,
consisting of all constituent minerals, with their corresponding
phase volume fractions, orientation distributions, and mean
grain shapes. Utilizing this effective medium as anisotropic
matrix, we added with the GMS algorithm spherical and low
aspect ratio water-filled pores with a fiber orientation distribu-
tion that is close to the measured ODFs of phyllosilicates
(Figure 11, left side). As a result, we obtained model #7 in
Table 7 (denoted as C in Table 9) that closely corresponds
to experimental elastic constants expCij at 80MPa (A in
Table 9) except for modelC13 that is≈ 20% too low. The total
porosity of this model is 6.5%.
[101] Aiming to improve this model, we utilized the DEM

procedure to construct mineral/water units. In contrast with
the previous model, where a self-consistent algorithm puts
platelet-shaped pores with certain orientations into an effec-
tive medium (a mixture of all minerals in the sample with ap-
propriate orientations and grain shapes) to calculate a new
effective medium (and does not consider correlations in

XA

ZA

C33

C33

C11C11

C44

C44

Figure 13. Sketch of the shale microstructure with ellipses
representing phyllosilicates and black spheres components
such as pyrite, quartz, and feldspar. Bedding plane is hori-
zontal. Some Cij coefficients of shale with arrows are indi-
cated to illustrate their significance.

Table 9. Summary of Most Important Experimental and Model Stiffness Coefficients of Kimmeridge Shale Cij [GPa]

# C11 C13 C33 C44 C66 Remarks

A 56.2 20.5 36.4 10.3 18.9 expCij at 80MPa [Hornby, 1998]
B 57.6 11.7 37.8 10.8 19.2 expCij at 80MPa, based on 5 velocity measurements (section 5.4)
C 56.0 16.3 36.3 10.6 19.2 #7 (Table 7), GMS, 6.5 vol % pores
D 58.2 20.3 35.0 10.3 18.2 #10 (Table 8), DEM, 9.8 vol % pores
E 96.9 21.5 74.8 30.3 36.6 No pores, modified illite-smectite elastic tensor (section 5.3)
F 95.9 20.0 74.0 30.6 36.8 No pores, GMS {1:1:0.05} (Table 5)
G 48.4 16.4 27.3 7.8 17.0 expCij at 5MPa [Hornby, 1998]
H 49.4 12.6 27.9 7.7 17.5 expCij at 5MPa, based on 5 velocity measurements (section 5.4)
I 46.5 15.7 30.5 7.7 15.0 7.8 vol % pores, GMS (section 5.5)
J 46.3 12.9 27.6 8.3 16.0 7.3 vol % pores (including 0.1 vol % empty pores), GMS (section 5.5)
K 49.1 18.6 28.8 7.7 14.5 13.7 vol % pores, DEM (section 5.5)
L 49.3 15.4 26.0 8.5 15.9 11.6 vol % pores (including 0.1 vol % empty pores), DEM (section 5.5)
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orientations of neighboring grains or pores), DEM relates
pores to phyllosilicate platelets. The DEM procedure mod-
ifies single crystal elastic constants of phyllosilicates, taking
into account shape and volume fractions of associated pores
(Figure 11, right side). Using these DEM mineral/water units
in place of separate phyllosilicates and low aspect ratio
pores, we were able to achieve an excellent match of all
modelCij to

expCij by averaging DEM units over orientation
distributions and phase volume fractions with the simple
GEO (model #10 in Table 8 and D in Table 9, with a porosity
of 9.8%). Though this model is numerically closer to exper-
imental values of elastic coefficients than model C (Table 9),
it involves GEO averaging over SODFs that is physically
less well grounded. Also, the stepwise DEM procedure by it-
self is not straightforward as the direct application of a self-
consistent scheme (e.g., GMS) depends on the initial water
content in DEM units.
[102] Our two “best”models (C and D in Table 9) are close

to experimental elastic constants (A in Table 9). They feature
the same microstructural characteristics except for volume
fractions of pores that are not well constrained by the exper-
imental results we have. A number of simplifications had
to be made to describe elastic properties of this complex
multiphase material within the framework of available
methods. We will briefly review these and highlight the
points that need additional experimental investigation or nec-
essary methodological improvements to reach a more refined
description of shale properties.

5.2. Uncertainty of Porosity and Aspect Ratio
Distributions

[103] The total porosity is an uncertainty, both at ambient
conditions and at 80MPa pressure (section 3.8), and our best
suggestion was that at 80MPa pressure, sample porosity is
likely less than ≈ 12%. Both models are within this range.
Model C (Table 9) has a lower porosity that is closer to the
X-ray microtomography estimate; model D has higher poros-
ity and a density that is closer to Hornby’s [1998] estimate.
Another issue is the distribution of pores on aspect ratios.
Even though we considered only two kinds of pores (low as-
pect ratio pores of single shape {1:1:ζ} and spherical pores)
in our modeling, we had to adjust their volume fraction fairly
arbitrarily to get a better fit. In model C, the ratio of low as-
pect ratio pores volume to spherical pores volume is 3.5:3,
and in model D, it is much higher: 8.8:1. Using only two
types of pores {1:1:ζ} and {1:1:1} is a simplification, since
there is a distribution of pore shapes in real material
(Figure 3). The same is true for phyllosilicates that we have
approximated by a single shape. We have shown that the
dependence of modelCij of model C (Table 9) on grain aspect
ratios is minimal within the observed range of phyllosilicate
grain aspect ratios (0.01< ζ< 0.1, section 4.2). In case of
model D utilizing DEM units and GEO averaging over orien-
tation distributions, the influence of grain shapes on resulting
bulk elastic constants is more pronounced.
[104] The influence of aspect ratio distributions of pores on

elastic properties of clay-water mixtures has recently been
addressed by Spikes [2011] and Moyano et al. [2012],
but only considering isotropic constituents. In our model-
ing, we take into account anisotropic single crystal elastic
properties of minerals and average them over complex ori-
entation distributions.

[105] As we noted (section 4.3), low volume fractions of
spherical pores decrease all modelCij coefficients almost line-
arly; an addition of 1 vol % of spherical pores decreases all
modelCij values by ≈ 2%. For low aspect ratio pores with
simple orientations, the influence of different aspect ratios
on bulk elastic properties is significant, as shown in
Tables 6 and S2–S4 in the supporting information. When
the DEM algorithm is used to relate phyllosilicate grains
with low aspect ratio water-filled pores, the influence of
shape of pores on properties of DEM units is not so pro-
nounced (cf. models {1:1:0.05} and {1:1:0.05/0.01} on
Figure 12a), and elastic coefficients responsible for in-plane
shear stiffness of DEM units are most affected by the
change of pore thickness, similar to results of Moyano
et al. [2012]. But as we pointed out—after the orientation
distribution and phase volume fraction averaging of elastic
constants is performed—a 5 times decrease of pore thick-
ness results in relatively small changes of elastic constants
(cf. models #4 and #8 in Table 8). Thus, models
involving DEM (Table 8) seem to be more stable with re-
spect to changes in pore aspect ratios and consequently to
pore aspect ratio distributions. But in general, determina-
tion and consideration of total sample porosity and volume
distribution of grain and pore aspect ratios are extremely
important for quantitative modeling of bulk elastic proper-
ties of shales.

5.3. Uncertainties Related to Single Crystal Properties

[106] Another source for errors of modelCij values are uncer-
tainties in single crystal elastic constants. It should be noted
that even for well-known quartz, different high-quality mea-
surements provide elastic constants that differ by ≈ 1GPa
[e.g., Heyliger et al., 2003 versus Ohno et al., 2006]. For
some phyllosilicates, e.g., kaolinite, only ab initio estimates
exist and results by Sato et al. [2005],Militzer et al. [2011],
and Karmous [2011] differ significantly: C11 coefficients
are 178.5, 169.1, and 209.0 GPa; C33 coefficients are 32.1,
81.1, and 68.5 GPa; and C13 coefficients are 2.0, 15.4, and
16.8 GPa correspondingly (all in KB coordinate system).
For illite-smectite, there are additional uncertainties, as
water could be present in the illite-smectite structure be-
tween tetrahedral/octahedral sheets. Molecular dynamics
simulations of complex montmorillonite structures related
to illite-smectite indicate that elastic properties vary greatly
with addition of water interlayers [e.g., Suter et al., 2007;
Mazo et al., 2008a, 2008b].
[107] When averaging over measured orientation distribu-

tions is performed, one “wrong” single crystal coefficient
can affect most of the bulk elastic constants. For example,
if we arbitrarily increase C12 and C13 values of the illite-
smectite single crystal (Tabel 3, “Dry”) by a factor of 2,
and use GMS to make a model without pores and with all
phyllosilicate grains of the same shape {1:1:0.05}, we get
elastic coefficients of model E (Table 9). Comparing them
with the analogous GMS {1:1:0.05} model (F, Table 9) and
other similar models from Table 5, it is clear that the effect
of our arbitrary adjustment of those single crystal elastic con-
stants on bulk elastic properties of shale is comparable with
the effects caused by consideration of different grain shapes.
Compositional and structural variations of phyllosilicates
may introduce additional uncertainties into single crystal
elastic constants.
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[108] If modeling of material properties at increased pres-
sure is performed, then pressure dependencies of single crys-
tal elastic constants on pressure should be taken into account.
At a relatively low pressure of 80MPa, changes of elastic
constants of quartz and pyrite are negligible. This is likely
also the case for phyllosilicates. Elastic properties of some
pore-filling fluids, on the other hand, may change signifi-
cantly [e.g., Hayward, 1967; Castagna et al., 1993].

5.4. Relationship of Measured Elastic Wave Velocities
and Derived Stiffness Coefficients

[109] The only significant numeric difference between
models C and D (Table 9) is in the C13 coefficient. But do
existing experimental data (i.e., elastic wave velocities) pro-
vide good constrains?
[110] As was discussed byHornby [1998], expCij values are

subject to experimental errors. In section 3.8, we briefly men-
tioned the phase/group velocity issue that should be resolved
in interpretation of ultrasonic measurements, especially when
attempting to solve bulk elastic tensor from velocity data.
There are other complications. If Christoffel equations are
used to estimate elastic constants from (phase) elastic wave
velocities, their relationships with Cij are

VPV ¼
ffiffiffiffiffiffiffiffi
C33

ρ

s
; (21)

VSV1 ¼ VSV2 ¼ VSV ¼
ffiffiffiffiffiffiffiffi
C44

ρ

s
; (22)

VPH ¼
ffiffiffiffiffiffiffiffi
C11

ρ

s
; (23)

VSH ¼
ffiffiffiffiffiffiffiffi
C66

ρ

s
; (24)

VSH30 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3C44 þ C66

4ρ

s
; (25)

VqP30 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11 þ 3C33 þ 4C44 þ

ffiffiffi
A

p

8ρ

s
; (26)

VqSV30 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11 þ 3C33 þ 4C44 �

ffiffiffi
A

p

8ρ

s
; (27)

where

A ¼ C2
11 þ 12C2

13 þ 9C2
33 þ 16C2

44 þ 4C11C44 þ 24C13C44

� 6C11C33 � 12C33C44 (28)

where ρ is density; VPV, VSV1, and VSV2 are wave velocities
perpendicular to the bedding plane (one pure longitudinal
wave PV and two pure shear waves, SV1 and SV2); VPH,
VSH, and VSV are wave velocities in the bedding plane (one
pure longitudinal PH and two pure shear waves: SH with po-
larization parallel to the bedding plane, SV with perpendicu-
lar polarization); and VqP30, VSH30, and VqSV30 are velocities
of waves propagating in a direction inclined by 30° to the
bedding plane normal (one quasi-longitudinal qP30, pure
shear SH30, and quasi-shear qSV30 waves; SH30 is polar-
ized parallel to the bedding plane) [Hornby, 1998]. All the

nine measured velocity values are listed in Hornby [1998,
Table 5].
[111] Though nine velocity measurements (three compres-

sional and six shear wave velocities) were made on three cy-
lindrical samples, both shear wave velocities in the direction
parallel to the symmetry axis (VSV1 and VSV2) and a slow
shear wave velocity in the direction perpendicular to the sym-
metry axis (VSV) should be equal (equation 22) but their mea-
sured values differ by more than 5%. TheC13 coefficient only
enters equations (26) and (27) for the quasi-longitudinal and
quasi-shear velocities measured in the inclined direction (30°
with the symmetry axis) and only together with C11, C33, and
C44, which makes it harder to determine C13 with high preci-
sion. The C66 coefficient also enters only two equations,
one of them together with C44 that could be the cause
for underestimating the experimental error (only 0.1GPa
according to Hornby [1998]).
[112] Hornby [1998] calculated the five stiffness coeffi-

cients by combining all nine velocity measurements and de-
termining statistical errors (equation (15)). In B (Table 9),
we show expCij calculated based on equations (21)–(24) and
(26) using only five velocity values: VPV, VSV1, VPH, VSH,
and VqP30. Most coefficients are very similar, except C13

which is much lower than in A and even below model C
(Table 9). It indicates considerable uncertainty in expC13,
well beyond the estimated statistical error. expC13 is the least
constrained coefficient (by the experimental setup used),
as was already suggested by Hornby [1998, Table 9]. In
addition, since C13 only appears in equations in oblique di-
rections, it is the only one subjected to the phase/group veloc-
ity issue [e.g., Jakobsen and Johansen, 2000; Dewhurst and
Siggins, 2006]. It means that the difference in modelC13

between experimental estimates A (or B) and models C and
D (Table 9) cannot be used as a reliable indicator for validity
or incorrectness of a model. We consider that both models
C and D in fact give numerically “correct” elastic coefficients
within experimental uncertainties.
[113] In Figure 14, we show experimentally measured elas-

tic wave velocities in Kimmeridge shale at 80MPa [Hornby,
1998] (squares), phase and group velocities recalculated from
Hornby’s [1998] elastic constants expCij (A in Table 9) and
phase and group velocities of model C. This model better de-
scribes the measured Pwave velocity in the off-axial direction;
thus, it fails to describe (with acceptable precision) only one
experimental point out of nine, compared to expCij constants.
[114] It should be noted that the group velocity vector di-

rection in an anisotropic material is generally different from
the wave front normal (propagation direction), and thus, plot-
ting group velocity versus propagation direction [e.g.,
Dewhurst and Siggins, 2006, Figure 5] does not reflect actual
peculiarities of the wave propagation process. In Figure 14,
the group velocity values are plotted versus group velocity
vector direction. It is evident that elastic wave velocity mea-
surements in multiple directions, for example, on spherical
samples [e.g., Vilhelm et al., 2010; Lokajicek et al., 2011;
Bóna et al., 2012], could provide an overdetermined system
of equations of type (equation (21)–(27)) to calculate bulk
elastic constants with better statistical precision (and
avoiding data points that could be subject to systematic
errors). Such measurements could also reveal possible de-
viations from transverse isotropy [e.g., Nishizawa and
Kanagawa, 2010] or inclination of the real symmetry axis
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of shale to the assumed macroscopic coordinate axis ZA [e.
g., Nadri et al., 2012].

5.5. Elastic Constants of Shale at Different Pressures

[115] Of great practical importance is the question whether
our models can describe elastic constants of shale at different
pressure by varying a minimal number of parameters. It is
clear that aspect ratio distributions of pores and total porosity
are most sensitive to pressure changes. According to the clas-
sical analysis of Walsh [1965], in isotropic media thin pores
close first; the pressure needed to close spherical pores is
comparable to Young’s modulus of the material. In aniso-
tropic materials the dependence of pore closure on pressure
could be more complex, and it is reasonable to assume that
as thinnest pores close, pores with lower aspect ratios be-
come thinner. A similar pressure behavior was observed in
porous reactor graphite [Matthies, 2012, Table 3]. Thus, we
will only increase the volume fraction of low aspect ratio
pores in our best models (C and D) to describe elastic proper-
ties at 5MPa pressure (G, Table 9 from Hornby [1998,
Table 8]), without changing their orientations, as well as vol-
ume fraction of spherical pores.
[116] If in model C the fraction of low aspect ratio water-

filled pores is increased from 3.5 to 4.8 vol % (increase
in total porosity to 7.8%), resulting stiffness coefficients
(I, Table 9) are convincingly close to experimental values
(G), with a correct C13 coefficient, but higher C33 and lower

C66 values (difference of ≈ 12%). It is conceivable that also
empty low aspect ratio pores are opened at low pressure.
Increasing in model C, the fraction of low aspect ratio wa-
ter-filled pores to 4.2 vol % and also adding 0.1 vol % of
empty pores yields model J (Table 9). Differences between
G and J are within 2.1 GPa (< 6.4%) for all elastic constants
except C13 that in model J is 21% lower: similar to the dif-
ference between model C and expCij at 80MPa pressure
(A, Table 9). We also calculated expCij from five velocity
measurements analogous to B in Table 9 (see section 5.4).
A comparison of these data (H, Table 9) with model J
is even more favorable. We conclude that models of the
type shown in Table 7 can describe elastic constants of
Kimmeridge shale at pressures from 5 to 80MPa with sim-
ilar quality by considering changes in total sample porosity
of ~ 1 vol %.
[117] In model D the water content in DEM units was in-

creased from 0.127 to 0.18 to account for lower pressure
(model K in Table 9). Differences between experimental
values G and model K are less than 2.5GPa. The total poros-
ity of model K is 13.7 vol %, considerably above X-ray
microtomography estimates. In this case we also can assume
that some empty pores are opened, adjust the water content in
DEM units to 0.15, and add 0.0015 of {1:1:0.01} empty
pores into DEM units. Applying GEO averaging over orien-
tation distributions and phase volume fraction results in
modelCij values L (Table 9) that differ from experimental

a)

c) d)

b)

Figure 14. Velocities of (a) quasi-longitudinal, (b) quasi-shear, and (c) shear elastic waves in
Kimmeridge shale at 80MPa (experiment and calculation based on elastic constants estimations expCij

[Hornby, 1998], A in Table 9) and shale model (C, Table 9). (d) Shear wave splitting (phase velocities)
is also shown. θ is the angle between bedding plane normal and propagation direction (for phase velocities)
or group velocity vector direction (for group velocities).
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values by less than 1.3GPa (< 9%). The total porosity in this
case is 11.6% (including ≈ 0.1% of empty pores).
[118] Thus, with our assumption—more low aspect ratio

pores are opened at lower pressures, including a very low
fraction of empty pores (≈ 0.1 vol % at 5MPa pressure)—
we can describe elastic properties of shale with models of
both types: utilizing only GMS or the DEM combined with
GEO algorithms. Models with DEM units have considerably
higher porosity and predict higher changes of porosity with
pressure increase.

5.6. Additional Remarks on Microstructure of Shale
and Elastic Properties Averaging

[119] Considering models D and L (Table 9), we should
note that GEO averaging over ODFs is a statistical/mathe-
matical procedure, though it satisfies the important “inver-
sion” relation and “group” principle [Matthies et al., 2001].
The GMS algorithm based on Eshelby’s [1957] inclusion
model in a homogenous matrix is more convincing from a
purely physical point of view because it imposes clear
stress-strain relationships for grains approximated by ellip-
soidal inclusions. We treat DEM units as single crystals of
spherical shape, and we consider that other minerals involved
(quartz, pyrite, albite) have spherical shape. In this case,
GEO elements included into GMS algorithm do not change
the solution for elastic constants, since for a mixture of spher-
ical constituents both p- and q-branches (equations (9) and
(10)) converge to the same result. Thus, it is not the origin
of differences between models using GMS and GEO averag-
ing methods in Table 8 (e.g., #4 and #5).
[120] From a microstructural point of view, even the ap-

proximation of grains and pores by ellipsoidal shapes
(Figure 13) does not correspond to reality as illustrated by
TEM/SEM (Figures 1 and 4). Local stress concentrations
and nonuniform stress fields could change the elastic behav-
ior of the polycrystal. To address issues of local topology and
short-range heterogeneities, finite element methods should
be considered [e.g., Radtke et al., 2010], and a fast Fourier
transform-based approach [e.g., Lebensohn et al., 2011]
seems to be promising. But here additional difficulties arise
in experimental quantification of position and orientation
correlations in complex textured multiphase materials
as shales.
[121] In conclusion, we want to quote Watt et al. [1976]:

“As is true in the statistical treatment, when applying approx-
imations we are faced with the problem of relating the
specific mathematical approximation to the physical charac-
teristics of real materials.” This view is relevant in the context
of shale elastic properties models. We propose two different
models using the same input parameters (Figure 11) that pro-
duce similar results within margins of experimental uncer-
tainties. To demonstrate that that these models reflect the
actual physics behind the shale microstructure, and are not
just numeric artifacts satisfying mathematical conditions,
requires further efforts.

6. Conclusions

[122] This is one of the first studies that models elastic
anisotropy of shale based on measured microstructural
features and compares model results with experimentally de-
termined elastic properties. SEM, TEM, X-ray diffraction,

and microtomography experiments have been performed
to quantify composition, texture, and microstructure of a
Kimmeridge shale. Based on these data, several methods have
been applied to calculate elastic properties of shale to highlight
dependencies of elastic constants on different model parame-
ters. The shape of crystallites and pores, their volume frac-
tions, and their orientation distributions play important roles
in models. We have shown that different models can explain
experimental elastic constants within estimated error margins.
The model using only self-consistent averaging seems physi-
cally more justified and provides a satisfactory solution with
lower pore volume. The models should now be applied to
shales with different microstructures, particularly pore struc-
tures, to further test their applicability.
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