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ABSTRACT 

 

The Role of Large-scale Circulation in Recent Arctic Climate Change and Variability: 

Impacts on Sea Ice, Water Vapor and Aerosols 

 

by 

Ian Takeo Baxter 

 

Over the last few decades, the Arctic has warmed at a rate 3-4 times the global average, 

referred to as Arctic Amplification. The rate of amplified warming has been attributed to 

complex interactions amongst feedback processes, making it difficult to understand and isolate 

the leading causes. Due to this uncertainty, there is a large divide between model simulated 

changes in the Arctic and those in observations, undermining confidence in our ability to 

project future polar warming and its impacts. Thus, this research seeks to bridge the gap 

between climate models and observations by imposing essential observed conditions (e.g., 

circulation changes, aerosol emissions, etc.) in climate models to understand and quantify their 

roles in shaping various aspects of climate variability in the Arctic, including the warming rates 

of some key fields determining cryosphere conditions, extreme weather, energy budget, and 

climate states.  Multiple versions of two climate models (CESM and E3SM) are used in my 

research, enabling me to investigate these topics with less impacts due to the sensitivity of a 

specific model to imposed forcing. According to this overarching goal, my overall effort is 

equally allocated to address the following issues, which are detailed in the subsequent chapters: 

Chapter 1 details the key motivations driving the research questions explored in the following 
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chapters. The representation of internal variability in climate models, manifested as large-scale 

circulation, is a leading factor causing biases relative to observations. Chapter 2 addresses this 

effect of circulation on summer sea ice, employing an atmospheric wind nudging approach. 

This chapter characterizes the optimal large-scale wind pattern contributing to enhanced sea 

ice decline: a quasi-barotropic anticyclonic pattern with high pressure over the Arctic and 

Greenland that adiabatically warms the lower troposphere and increases downwelling 

longwave radiation. This pattern is found to coincide with periods of enhanced sea ice decline 

in preindustrial simulations and paleoclimate products, suggesting it is likely of internal origin. 

In Chapter 3, I examine the role of large-scale circulation in driving moisture transport into the 

Arctic and their radiative impacts during Northern Hemisphere summer. Using a combined 

nudging and moisture tagging approach in the iCESM1, it is found that the large-scale 

circulation drives an increase in atmospheric rivers which dominate high latitude moistening 

and the water vapor feedback. Two thirds of the of poleward transport passes through the high 

latitude land masses via a land capacitor effect, first originating from the tropical Atlantic and 

Mediterranean Sea. Chapter 4 investigates the response of extreme black carbon transport to 

large-scale circulation during the MOSAiC field campaign. Using statistical techniques and 

wind nudging in the E3SMv2 it is found that an Arctic Oscillation pattern is the leading 

determinant of poleward black carbon transport. Simulations with constrained circulation show 

improvements in mean poleward black carbon transport and occurrence of extreme events, but 

still underestimate the magnitude of transport. Altogether, this research addresses knowledge 

gaps pertaining to the uncertainties in the leading drivers of warming and sea ice loss between 

models and observations, identifying that many of the discrepancies are likely associated with 

the representation of large-scale circulation changes.  
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Chapter 1 

Introduction 

I.T. Baxter 

1.1 Overview  

1.1.1 Amplified Arctic Warming 

The Arctic has warmed at 4 times the rate of global mean surface temperature – commonly 

referred to as Polar or Arctic Amplification – coinciding with a rapid retreat of sea and land 

ice (Manabe and Wetherald 1975; Serreze and Francis 2006; Comiso et al. 2008; Mouginot et 

al. 2019). Arctic Amplification was first demonstrated in 1970s in a series of studies using the 

first global climate models (Manabe and Wetherald 1975; Manabe and Stouffer 1979). In the 

four and a half decades since, the pattern of Arctic Amplification, with enhanced warming in 

the winter and muted warming in the summer, has come to fruition (Fig. 1.1). From the 

beginning, it was understood that this amplified warming can primarily been attributed to a 

decrease of sea ice volume resulting from the radiative effects of increasing atmospheric 

greenhouse gas concentrations (Manabe and Stouffer 1979; Holland and Bitz 2003; Taylor et 

al. 2013; Notz and Stroeve 2016). However, the Coupled Model Intercomparison Project Phase 

5 and 6 (Taylor et al. 2012; Eyring et al. 2016) models generally underestimate the rate of 

Arctic Amplification (Previdi et al. 2021; Hahn et al. 2021). This suggests that there are likely 

other processes contributing to warming that are not well understood, including poleward heat, 

moisture and aerosol transport (Pithan and Mauritsen 2014; Goose et al. 2018).  
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Figure 1.1 Arctic Amplification Zonal mean monthly ERA5 surface temperature trends 

(1981-2018, K decade-1). This figure is inspired by the first published evidence of Arctic 

Amplification in model simulations conducted by Manabe & Stouffer (1980). 

 

While Arctic Amplification is most prominently known by its peak warming during boreal 

winter, this rate of warming is foremost determined by processes contributing to heat uptake 

by the ocean in summer (Pithan and Mauritsen 2014; Hahn et al. 2021; Chung and Feldl 2023). 

This can occur through a multitude of pathways, including downwelling long- and shortwave 

radiation (Ding et al. 2017), warmer atmospheric temperatures (Olonscheck et al. 2019; Bonan 

et al. 2021), mechanical breakup of ice (Marko 2003; Asplin et al. 2012; Kohout et al. 2014), 

export through the Fram Strait (Smedsrud et al. 2017; Spreen et al. 2020) and ocean heat 

transport and mixing (Polyakov et al. 2020). Therefore, greater understanding of the 
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mechanisms determining the retreat of sea ice cover, decrease in snow insulating the sea ice, 

and radiative processes that further warm the upper Arctic Ocean are key to projecting future 

climate change in the region across seasons. 

Within the Arctic, this warming is expected to lead to large changes in other aspects beyond 

just declining sea ice, as the Arctic potentially enters a new climate regime (Landrum and 

Holland 2020). One of the primary targets for defining this “New Arctic”, is the first 

occurrence of an ice-free summer (Wang and Overland 2009; Screen and Williamson 2017; 

Notz and Stroeve 2018; Sigmond et al. 2018; Jahn et al. 2024). Projections from climate models 

place this first occurrence somewhere between 2030 and 2050 (Topál and Ding 2023; Kim et 

al. 2023; Jahn et al. 2024). However, the free-running large ensemble simulations suggest that 

the first occurrence of ice-free conditions should have already taken place (Fig. 1.2). If we 

compare September sea ice area from observations with that from these large ensembles, we 

find that they underestimate sea ice cover (Fig. 1.2a). Some of these biases in the amount of 

sea ice seen in large ensembles have been linked to clouds physics and aerosol forcing 

(DuVivier et al. 2020; DeRepentigny et al. 2022). 
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Figure 1.2 Ice-free conditions (a) Total Arctic September sea ice area from 5 SMILEs. The 

solid lines show the ensemble means of each SMILE and the shading shows the total spread 

amongst the members of each SMILE. (b) The first occurrence of ice-free (SIA < 1 million 

km-2) from each SMILE. 

A shift to ice-free conditions has complex implications for the ecosystems, as many of 

these communities rely on the ice yet flourish under thin, first year ice when they can receive 

sunlight (Clement Kinney et al. 2023). Biological processes associated with these ecosystems 

can also further contribute to warming and sea ice loss in the Arctic through release of biogenic 

aerosols (Kramshøj et al. 2016; Nielsen et al. 2019). The loss of sea ice could also alter the 

stability of the lower troposphere which can then modulate the release of heat and moisture out 

of the surface through processes such as the lapse rate feedback (Morrison et al. 2019; Boeke 

et al. 2021; Feldl et al. 2020). However, during summertime it should be noted that much of 

the heat is directed towards melting of sea ice and ocean mixed layer uptake, leading to 

relatively small gradients between the ocean and atmosphere (Kay et al. 2016; Morrison et al. 

2019; Hahn et al. 2022). This leaves the Arctic particularly susceptible to changes in the 

overlying atmosphere and poleward transport, which we will explore in this dissertation (Feldl 

et al. 2020). 

    The implications of preferential warming in the Arctic are not limited to the region but may 

alter meridional temperature and energy gradients that can lead to changes in midlatitude storm 

tracks and the jet stream (Francis and Vavrus 2012; Cohen et al. 2014). The most prominent 

example of this connection is often associated with the winter phenomenon referred to as the 

Warm Arctic Cold Eurasia (Mori et al. 2014) pattern. An example of a summertime connection 

is that Arctic sea ice loss has been suggested to weaken the summertime storm tracks (Coumou 

et al. 2015; Gertler and O’Gorman 2019; Kang et al. 2023). Many studies in recent years and 
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several coordinated efforts have strived to characterize the potential influence that Arctic 

Amplification can have on midlatitude weather and potentially the tropics (Smith et al. 2019). 

However, many of these teleconnections between the Arctic and midlatitudes own weak 

signals relative to the climate noise, requiring either long integrations or a large number of 

ensemble members (Blackport et al. 2019; Cohen et al. 2020). 

 

1.1.2 Uncertainty in Arctic Climate Change from Observations vs. Models 

In addition to Arctic Amplification, another common metric of polar climate change that 

focuses on sea ice is referred to as sea ice sensitivity. This is defined as the change in total sea 

ice extent divided by change in global mean surface temperature (Rosenblum and Eisenman 

2017; DeRepetigney et al. 2022). Models across the board show much weaker sea ice 

sensitivity relative to observations, with observed sensitivity far outside the spread of Coupled 

Model Intercomparison Project Phase 5 and 6 (CMIP5/6) models. Many studies have since 

implicated weak sea ice sensitivity as a key motivation for focusing more on improving the 

representation of local processes, but this definition overlooks spatial variations in surface 

temperature warming. 

Over the recent decade more studies have noted the potentially important role of internal 

climate variability in determining the rate of amplified warming and difference between 

observed and simulated sea ice sensitivity (Winton 2011; Swart et al. 2015; Rosenblum and 

Eisenman 2017; Wu et al. 2021). Subsequent research has estimated this contribution from 

internal variability at around 30-50% (Ding et al. 2017; England et al. 2019). Trends in 200 

hPa geopotential height over the historical period highlight this discrepancy (Fig. 1.3). 

Reanalysis show strong increasing geopotential height and warming over the Arctic during 



  6 

summertime, with weak warming in the tropics and subtropics (Fig. 1.3a). However, in the 

multi-model and ensemble means from CMIP6, the Community Earth System Model Large 

Ensemble version 2 (Danabasoglu et al. 2020), and CESM1-LE (Kay et al. 2015), we see a 

relatively uniform warming signature globally (Fig. 1.3b-d). If we consider the differences 

between model and observed sea ice sensitivity, again defined as the trend in total sea ice area 

per degree global warming, we must consider the warming due to the pattern of large scale 

circulation and its interactions with sea surface temperatures (Dong et al. 2019, 2020; Andrews 

et al. 2022; Wills et al. 2022).  

 

Figure 1.3. Drivers of historical warming: Linear trends (1979-2014) in 200 hPa 

geopotential heights from (a) ERA5, and the ensemble means from (b) CMIP6, (c) the 

CESM2-LE, and (d) the CESM1-LE. 
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Previously for my Master’s Thesis, I examined a teleconnection between summertime 

tropical Pacific sea surface temperatures and Arctic sea ice, which we named the Pacific-Arctic 

teleconnection (PARC, Baxter et al. 2019). A sea surface temperature cooling in the central 

and eastern Pacific reminiscent of La Nina, negative Pacific Meridional Mode (PMM; , 

negative Interdecadal Pacific Oscillation (IPO) or negative Pacific Decadal Oscillation 

(Mantua et al. 1997; Newman et al. 2016) generated an anomalous Rossby wave train from the 

tropics to high latitudes.  In this study, we were unable to definitively link the teleconnection 

to sea ice loss due to a lack of a dynamical sea ice and ocean model, in addition to potential 

model limitations in capturing the propagation of this wave train (Bonan and Blanchard-

Wrigglesworth 2020; Topál et al. 2020; Feng et al. 2021; Sweeney et al. 2023; Wyburn-Powell 

and Jahn 2023). Therefore, the following chapters in this dissertation are motivated by a 

nudging approach developed to more realistically quantify the role of large-scale circulation, 

considering both the direct impacts of circulation on temperature as well as indirect effects 

through transport of water vapor and aerosols. 

 

1.2 Dissertation Objectives 

The rate of Arctic Amplification has broad consequences for ecosystems, resources, and 

societies both locally within the region but also in lower latitudes. Linking together the polar 

regions with the rest of the world, through its connections with large-scale circulation and the 

hydrological and carbon cycles, is of the utmost importance for creating a sustainable future. 

However, before we can make reliable projections of future responses to Arctic Amplification, 

we must first understand the key processes that cause it. We have known for decades that a 

decline in sea ice and snow cover leads to an enhancement of high latitude warming, yet it is 
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still uncertain what drives that sea ice decline, how it interacts with other feedback processes, 

and how that rate of warming will evolve in the future. Previous work by myself and others 

has shown that large-scale circulation, especially in boreal summer, serves as a bridge, linking 

many of the processes that contribute to Arctic Amplification together. Thus, the overarching 

goal of this research is to determine the impact of observed large-scale circulation in 

recent Arctic climate change by examining its direct influence on temperature and 

radiation as well as its indirect control through modulating sea ice, moisture, and 

aerosols. In this dissertation, we reconcile observations and models by employing a data 

assimilation technique, referred to as nudging, in a series of Earth System Models. This 

approach enables the examination of the impacts of large-scale circulation as a leading control 

determining the rate of change taking place in the Arctic. This dissertation is divided into three 

main chapters, with each chapter investigating the interactions of large-scale circulation with 

local radiative processes, remote transport and external forcing.  

In Chapter 2, I examine the impacts of boreal summer large-scale circulation on September 

sea ice loss. Using a set of perpetual (same year repeated for 10+ model years) nudging 

simulations in the CESM1, I quantify the contribution from individual atmospheric circulation 

patterns that favor strong sea ice decline. This approach identifies a “Figure-8” quasi-

barotropic anticyclonic pattern with a lobe centered over the sea ice and another over 

Greenland. The model simulations suggest that this optimal circulation pattern that can 

enhance sea ice by adiabatically warming the lower troposphere, that then generates 

moistening and low cloud increases near the surface, leading to the enhanced emission of 

downwelling longwave radiation that melts the top of the sea ice and snow in early summer, 

then the upper ocean in late summer. To reconcile with free running model simulations and 
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other observation-based datasets, I seek the optimal wind pattern leading to strong sea ice loss 

in the CESM1 piControl simulation and several paleoreanalysis products. In all datasets, high 

pressure over the Arctic coincides with periods of the strongest warming and melting. The free-

running model, however, struggles to capture the second lobe of the “Figure-8” over 

Greenland. 

Chapter 3 quantifies the contribution of moisture transport to summertime water vapor 

radiative effects within the Arctic. The goal of this chapter was to identify the major source 

regions that feed moisture into the Arctic, then quantify their impact on the Arctic energy 

budget using a radiative feedback analysis. To do this, water vapor is tracked from 

evapotranspiration at the surface until it is precipitated out back again at the surface. This 

approach reveals the importance of the high latitude land surface as an intermediary leaking 

moisture transport from the tropics into the Arctic, which we refer to as the land capacitor 

effect. The land capacitor effect describes deposition of moisture originating from the tropics 

in late winter and spring over northeastern North America and western/central Eurasia that is 

then evaporated in summer and transported in atmospheric rivers into the Arctic. We calculate 

that this transport mechanism accounts for 2/3 of the moistening trends seen over the historical 

period. Using two radiative feedback kernel frameworks, it also found that this moistening has 

had a dominant influence on the water vapor feedback, accounting for 83% of the positive 

warming feedback at the surface over the last four decades. This chapter highlights the 

importance of large-scale circulation in determining the pathway and magnitude of poleward 

transport and its influence on amplified polar warming. 

Lastly, I investigate the role of large-scale circulation is contributing to the underestimation 

of aerosols in the Arctic simulated by global climate models in Chapter 4. Using Maximum 
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Covariance Analysis, I identify the dominant circulation pattern contributing to changes in 

high latitude black carbon to be an Arctic Oscillation-like configuration with high pressure 

over the central Arctic and low pressure over Europe and Siberia controlling poleward aerosol 

fluxes. This configuration was very strongly in its positive phase (low pressure over Arctic, 

high pressure in midlatitudes) during the 2019-2020 MOSAiC field expedition, suggesting that 

our best in situ measurements in the deep Arctic likely sampled a weak transport year. Despite 

this, extremely large black carbon events were measured, and it is shown that MERRA-2 is 

able to capture these rapid increases and their associated transport during the colder months, 

but not as well in summer. Constraining atmospheric circulation through wind nudging in 

E3SMv2 results in an improvement in the annual mean poleward transport. However, higher 

resolution, achieved through regional refinement over high latitudes, produces much improved 

aerosol atmospheric river occurrence as detected by a modified moisture atmospheric river 

detection and tracking algorithm, though both E3SMv2 simulations still underestimate the 

amount transport in extreme events. These results highlight the importance of large-scale 

circulation in capturing the redistribution of aerosols to remote regions, which can huge 

impacts in our quantification of radiative feedbacks and climate sensitivity. 

This dissertation characterizes direct and indirect mechanisms by which large-scale 

circulation, which can be representative of internal climate variability, contributes to Arctic 

climate change seen over recent decades. This work also serves to bridge the gaps between 

global climate model simulations and observations, by leveraging an online data assimilation 

technique, referred to as nudging, to ground our understanding in the historical record. We 

show that large-scale circulation changes, largely driven by changes in tropical sea surface 

temperatures, are responsible for much of the change we see in the Arctic (Baxter et al. 2019; 
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Baxter and Ding 2022). Specifically, these changes have generated anticyclonic circulation 

over the boreal summer Arctic, leading to warming through subsidence, as well as import of 

moisture and aerosols. The understanding gained through this dissertation has important 

implications that can be used to constrain future Arctic warming and sea ice loss.  

 

1.3 Permissions and Attributions 

1. The content of chapter 2 and appendix A is the result of a collaboration with Dr. 

Qinghua Ding and has previously appeared in Journal of Climate (Baxter & Ding, 

2022). It is reproduced here with the permission of the © American Meteorological 

Society. Used with permission: 

https://journals.ametsoc.org/view/journals/clim/35/20/JCLI-D-21-0679.1.xml  
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Chapter 2 

An Optimal Atmospheric Circulation Mode in the Arctic 

Favoring Strong Summertime Sea Ice Melting and Ice–Albedo 

Feedback 

I.T. Baxter, Q. Ding 

 

Abstract 

The rapid decline of summer Arctic sea ice over the past few decades has been driven by a 

combination of increasing greenhouse gases and internal variability of the climate system. 

However, uncertainties remain regarding spatial and temporal characteristics of the optimal 

internal atmospheric mode that most favors summer sea ice melting on low-frequency time 

scales. To pinpoint this mode, we conduct a suite of simulations in which atmospheric 

circulation is constrained by nudging tropospheric Arctic (60°–90°N) winds within the 
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Community Earth System Model, version 1 (CESM1), to those from reanalysis. Each 

reanalysis year is repeated for over 10 model years using fixed greenhouse gas concentrations 

and the same initial conditions. Composites show the strongest September sea ice losses are 

closely preceded by a common June–August (JJA) barotropic anticyclonic circulation in the 

Arctic favoring shortwave absorption at the surface. Successive years of strong wind-driven 

melting also enhance declines in Arctic sea ice through enhancement of the ice–albedo 

feedback, reaching a quasi-equilibrium response after repeated wind forcing for over 5–6 

years, as the effectiveness of the wind-driven ice–albedo feedback becomes saturated. Strong 

melting favored by a similar wind pattern as observations is detected in a long preindustrial 

simulation and 400-yr paleoclimate reanalysis, suggesting that a summer barotropic 

anticyclonic wind pattern represents the optimal internal atmospheric mode maximizing sea 

ice melting in both the model and natural world over a range of time scales. Considering strong 

contributions of this mode to changes in Arctic climate, a better understanding of its origin and 

maintenance is vital to improving future projections of Arctic sea ice. 

 

2.1 Introduction 

The rapid decline of Arctic sea ice, seen in all months over the last four decades, has 

become one of the most prominent symbols of a warming world. Most climate models predict 

this warming will lead to the first occurrence of ice-free summers in the Arctic sometime in 

the 2030s–2040s in response to the rise of anthropogenic greenhouse gases in the atmosphere 

(Overland and Wang 2013; Liu et al. 2013; Jahn et al. 2016; Jahn 2018; Screen and Deser 

2019; Sigmond et al. 2018; Notz and SIMIP Community 2020; Bonan et al. 2021a; Diebold 

and Rudebusch 2021; Wang et al. 2021). However, the range of when an ice-free Arctic Ocean 

https://journals.ametsoc.org/view/journals/clim/35/20/JCLI-D-21-0679.1.xml#bib59
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will likely occur and the rate of decline in sea ice cover is heavily influenced by low-frequency 

variability of the climate system (Kay et al. 2011; Winton 2011; Notz and Marotzke 

2012; Wettstein and Deser 2014; Zhang 2015; Swart et al. 2015; England et al. 2019; Bonan 

et al. 2021b) that is believed to be partially driven by natural SST variability in the tropics and 

extratropics (Screen and Deser 2019; Baxter et al. 2019; Bonan and Blanchard‐Wrigglesworth 

2020). Studies attempting to understand the extent of this contribution have suggested that 

internal variability may have accounted for 30%–50% of Arctic sea ice decline over the past 

40 years (Stroeve et al. 2007; Kay et al. 2011; Stroeve et al. 2012; Zhang 2015; Ding et al. 

2019; England et al. 2019) through impacts on large-scale atmospheric and oceanic processes 

in and around the Arctic. Oceanic processes associated with wind-driven gyre circulations and 

import of warm, salty water from lower latitudes has been linked to Arctic sea ice changes on 

decadal time scales (Lindsay and Zhang 2005; Polyakov et al. 2020). However, internally 

driven wind changes may only require several years to exert a melting impact on sea ice 

through atmospheric processes. Atmospheric circulation may be able to melt a substantial 

amount of Arctic sea ice within only a few years, such as the 6-yr period from 2007 to 2012 

and strongly modulate anthropogenic impacts over the same time periods (Baxter et al. 2019). 

However, it remains quantitatively unclear how much sea ice loss during 2007–12 is due to 

wind forcing. 

During the melt season, sea ice loss is determined by changes in surface radiative fluxes 

and temperature over the sea ice in addition to mechanical breakup and export of ice out of the 

Arctic (Ding et al. 2019; Olonscheck et al. 2019; Papritz 2020). Statistical analysis of 

reanalysis products has shown persistent anticyclonic circulation over the Arctic during 

summer can induce adiabatic descent of air from the middle to upper troposphere that can 
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warm the near-surface atmosphere, enhancing downward longwave radiative fluxes and 

melting sea ice (Baxter et al. 2019; Papritz 2020). This summertime anticyclonic circulation 

can also strongly influence cloud cover, altering downwelling radiation at the surface (Huang 

et al. 2021), as well as enhance export of ice through the Fram Strait (Smedsrud et al. 

2017; Spreen et al. 2020). It was found that air masses with anticyclonic circulation produced 

clear-sky conditions in their center and cloudy conditions at their edges, leading to a complex 

combination of downwelling radiative fluxes dispersed around the anticyclone on a broad 

range of time scales (Wernli and Papritz 2018; Huang et al. 2021). 

Although progress has been made to improve our physical understanding of the processes 

by which atmospheric circulation influences sea ice, the limited predictability of these 

processes in climate models constrains robust forecasts of end of summer sea ice to around 

June at best (Bushuk et al. 2020). Though recent Arctic sea ice change is dominated by a long-

term decreasing trend, strong interannual variability is seen in the sea ice record, especially in 

the past decade, illustrated by the dispersion of extreme events such as the low sea ice cover 

events in 2007, 2012, 2016, 2019, and 2020 and the sea ice maximum event in 1996. Most 

current models have limited skill in predicting these interannual changes beyond a few months 

lead time and may struggle more in the future if thinner ice becomes more sensitive to 

atmospheric chaotic variability (Holland and Stroeve 2011; Wang et al. 2013; Msadek et al. 

2014). We do not know to what degree these limitations are a result of current models’ inability 

to capture important internal atmospheric processes in the polar regions and whether these 

internal processes possess some large-scale features that we can focus on to overcome the 

limited predictability of sea ice forecasts. 
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Many well-known modes of climate variability have been linked to Arctic sea ice loss, 

including the Pacific decadal variability (PDV), interdecadal Pacific oscillation (IPO), Atlantic 

multidecadal variability (AMV), and North Atlantic Oscillation (NAO) (Ogi et al. 2003; Meehl 

et al. 2018; Baxter et al. 2019; Screen and Deser 2019). Although internal atmospheric 

variability has been long known to have impacts on sea ice in observations, it is still unclear 

whether there exists an optimal internal mode that favors the strongest sea ice decline in the 

Arctic and the key mechanism through which this mode regulates sea ice variability. This 

question cannot be fully answered by diagnostic studies of observed records since so many 

driving forces of sea ice are mixed and the observed sea ice changes thus represent a 

combination of responses to forcing originating from different sources. To address these 

questions, we conduct a set of nudging simulations by specifying observed winds into a fully 

coupled model to assess the sensitivity of the sea ice response to different wind patterns. We 

believe this strategy is unique in that it may pave new ground and develop a new perspective 

for studying the Arctic sea ice response to internal climate variability in climate models. 

 

2.2 Strategy, Data and Methods 

Because large-scale circulation variability is believed to be most representative of internal 

viability in the high latitudes (Deser et al. 2012; Shepherd 2014; Ding et al. 2017), a model’s 

response to these observed winds may help us detect the optimal circulation mode that can 

excite the most significant sea ice change in the model. Once these modes can be identified in 

our nudging runs, we will then conduct an examination of the radiative fluxes and contributions 

to thermodynamic and dynamic ice loss associated with this mode and a comparison with 

observations that may shed more light on the fundamental mechanism contributing to sea ice 
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variability in reality and climate models. The simulated sea ice response to this optimal mode 

in the nudging runs may also aid us to better estimate the largest magnitude of sea ice melting 

that could be attributed to internal atmospheric variability and thus constrain the uncertainty in 

projecting the occurrence of the first ice-free summer in the Arctic under different future 

warming scenarios. One limitation of our nudging simulations is that reliable reanalysis winds 

with 6-h temporal resolution in the Arctic only covers the recent 40 years, which is likely too 

short to reflect a full spectrum of all possible internal variability due to winds and may also 

contain imprints of anthropogenic forcing. Therefore, diagnostic analysis is also performed on 

a long (1800-yr) preindustrial simulation and 400-yr paleoclimate proxy data assimilated 

reconstructions reaching back to the seventeenth century to search for a circulation pattern that 

is closely associated with the strongest sea ice melting and warming epochs in the Arctic prior 

to the influence of anthropogenic emissions. These approaches using three independent data 

sources may improve our understanding of the common features of the optimal mode across 

different products and the sensitivity of this type of mode to anthropogenic forcing. 

 

2.2.1 NSIDC sea ice and ERA-Interim reanalysis 

We examine monthly sea ice concentrations derived from Goddard edited passive 

microwave retrievals that have been compiled by the National Snow and Ice Data Center 

(NSIDC; Cavalieri et al. 1996; Fetterer and Knowles 2004). Our analysis is based on 

comparisons between total sea ice area (SIA) from the NSIDC and model simulations. Total 

sea ice volume and average sea ice thickness show consistent changes to SIA; therefore, we 

focus on SIA for simplicity. Total SIA is defined as the summed total of the product of the grid 

element area and sea ice concentration (>15%) in each Arctic grid cell. Total September SIA 
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is primarily used to represent the annual minimum and aggregation of the preceding melt 

season. For winds and other atmospheric variables, we use the European Centre for Medium-

Range Weather Forecasts (ECMWF)’s ERA-Interim (ERA-I; Dee et al. 2011) product. The 

ERA-I product has been evaluated over the Arctic in the previous studies, including surface 

temperature, radiative fluxes, precipitation, wind speed, and cloud properties (Lindsay et al. 

2014; Graham et al. 2019; Wang et al. 2019). 

 

2.2.2 CESM1-LE and long preindustrial control simulation 

As a comprehensive resource for studying climate change in the presence of internal 

climate variability, the Community Earth System Model Large Ensemble (CESM1-LE; Kay et 

al. 2015) is run with fully coupled atmosphere, ocean, land, and sea ice components from 1920 

to 2100. We use the mean of the 40 ensemble members, simulated using the same model and 

external forcing but with small round-off level variations in their initial air temperature field, 

as representative of our best estimate of the anthropogenically forced changes in total 

September SIA. To quantify the range of internal variability in the same model, we use 1800 

years of the preindustrial (1850) fully coupled simulation, that uses fixed greenhouse gases to 

simulate internal processes inherent to the CESM1. Both the CESM1-LE and preindustrial 

control simulations use a nominal 1° resolution in the atmosphere model. CESM1 has shown 

an ability to capture general features of Arctic temperature, humidity, clouds, radiation, and 

sea ice. Particularly, the CESM1 simulated seasonal cycle of Arctic sea ice extent and the 

spatial distribution of sea ice thickness matches well with observations in the late twentieth 

century (Labe et al. 2018; England et al. 2019). 
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2.2.3 EBAF surface and TOA radiative fluxes 

To compare the radiative flux response to nudged winds in the CESM1 experiments we 

compare with the monthly and 1° × 1° spatial resolution CERES EBAF-Surface Edition 4.1 

radiative fluxes (EBAF). EBAF surface fluxes were calculated using the Langley modified Fu–

Liou radiative transfer model with inputs from MODIS retrieved cloud properties, adjusted 

CERES outgoing TOA fluxes, meteorological data from NASA GMAO reanalysis, and aerosol 

data from an aerosol assimilation system. EBAF fluxes have been considered as a key 

benchmark for evaluating simulations of the Arctic radiation budget by previous studies 

(Boeke and Taylor 2016; Christensen et al. 2016; Huang et al. 2017). 

 

2.2.4 EKF400v2 and PHYDA Global Paleo-reanalysis 

We use the EKF400 version 2400-yr paleo-reanalysis reconstruction dataset, which utilizes 

an ensemble Kalman fitting method to assimilate multiple observations (including instrumental 

observations, historical climate indices, and proxy data) with the ECHAM5.4 AGCM 

simulations (EKF400; Franke et al. 2017). This dataset provides monthly 500 hPa geopotential 

height (Z500) and surface temperatures over the period from 1603 to 2003, which allows us to 

better examine global circulation variability in each season over the past 400 years. In the 

ERA-I and EKF400 products, the detrended correlation between JJA Z500 and JJA surface 

temperature is 0.52 (1979–2018, ERA-I) and 0.59 (1600–1920, EKF400), respectively. The 

correlation between ERA-I JJA Z500 and NSIDC total September SIA is −0.54 (1979–2018, 

detrended). Observations and proxy data are taken from only over land. From 1600 to 1800, 

tree-ring width and maximum latewood density constitute the majority of the assimilated data 

outside of Greenland and Europe at high latitudes and are only assimilated from April to 
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September. Instrumental station data from southern Greenland and northern Europe become 

more prominent after 1800 and are available year-round. We compare surface temperatures 

from EKF400 with those from the Paleo Hydrodynamics Data Assimilation product 

(PHYDA; Steiger et al. 2018) to confirm we are obtaining a consistent signal from the proxy 

data. PHYDA, an updated version of the Last Millennium Reanalysis (LMR2; Tardif et al. 

2019), assimilates PAGES2k proxy records into bias-corrected output from the CESM1 Last 

Millenium Ensemble (CESM1-LME; Otto-Bliesner et al. 2016). The CESM1-LME uses the 

same model as the CESM1-LE but with ∼2° atmosphere and land components. Brennan and 

Hakim (2022) have used a similar paleoclimate proxy data assimilation framework based on 

LMR2 in skillful reconstructions of annual mean Arctic sea ice using surface air temperature 

and sea ice concentration from the same model priors as the two products shown in this study. 

In these reconstructions much of the variance and skill comes from regions closest to land-

based proxy records in the PAGES2k database that are also assimilated into EKF400 and 

PHYDA, suggesting that the most important information for sea ice reconstructions is coming 

from these proxies via surface air temperatures, which should lend confidence in establishing 

the connections between atmospheric circulation and surface changes in the Arctic since the 

year 1600. This may introduce biases in the reconstruction of sea ice and surface temperature 

further away from these land-based proxy records, such as in the central Arctic. The sea ice 

state may have been different prior to the rise of anthropogenic forcing in the mid twentieth 

century, and the sea ice sensitivity to atmospheric circulation and surface temperature changes 

may not have behaved exactly as it has in recent decades. When examining these 

reconstructions, we focus on the 10-yr non-overlapping periods of EKF400 JJA Z500 and its 
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relationship with JJA surface temperatures from EKF400 (r = 0.81) and PHYDA (r = 0.68) as 

well as annual mean total SIA from Brennan and Hakim (2022, r = −0.52). 

 

2.2.5 CESM1.2.2.1 nudging experiment design 

Previous work by Huang et al. (2021), nudging winds in the CESM1 from 2000 to 2016, 

found an important role of atmospheric circulation variability in contributing to observed low-

level clouds in the Arctic. Li et al. (2022) and Roach and Blanchard-Wrigglesworth 

(2022) also used a similar nudging approach to quantify the contribution from wind forcing to 

recent trends in Arctic upper ocean warming and sea ice, respectively. In this study, we seek 

to build on the concepts employed in Huang et al. (2021), Li et al. (2022), and Roach and 

Blanchard-Wrigglesworth (2022) by nudging high latitude winds in the Community Earth 

System Model version 1.2.2.1 (CESM1, see Table 2.1; Hurrell et al. 2013) over the period 

from 1979 to 2018, using the same resolution (∼1°) and components as the CESM1-LE 

(CESM1.1.1), with an emphasis on the sea ice response. The goal of these experiments is to 

examine the role of tropospheric wind patterns on Arctic sea ice; therefore, we nudge above 

∼850 hPa, allowing the surface and lower troposphere to interact with one another. This level 

was decided based on correlations between total September sea ice and Arctic-averaged (70°–

90°N) geopotential heights, which are limited to above ∼800 hPa in the reanalysis 

(Supplementary Fig. A3). We find that extending nudging down to the surface does not alter 

these results or their conclusions (not shown). To nudge the model to ERA-I horizontal winds, 

we follow the methodology from Blanchard-Wrigglesworth et al. (2021): 

𝑑𝑥

𝑑𝑡
= 𝐹(𝑥) + 𝐹𝑛𝑢𝑑𝑔𝑒  

𝐹𝑛𝑢𝑑𝑔𝑒 = 𝛼[𝑂(𝑡′𝑛𝑒𝑥𝑡 − 𝑥(𝑡))]/𝜏 
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where x(t) is the model state vector at the model time step t; F(x) is the internal tendency of 

the system with no nudging; and Fnudge is the nudging term, proportional to the difference 

between the target analysis (ERA-I horizontal winds) at a future analysis time step, O(t′next), 

and the model state at the current model time step, x(t). In the atmosphere, the analysis that the 

model is nudged toward is updated every 6 h (the analysis time step t′ next) while Fnudge is 

adjusted at each model time step (in CAM5, Δt = 30 min). The nudging coefficient α is set to 

an intermediate strength (0.5) everywhere within the nudging domain to further allow the 

model’s own variability to influence the circulation pattern, though the results do not show a 

sensitivity to nudging factors (ranging from 0 to 1) greater than 0.5 (Huang et al. 2021). 

 

 

Table 1.1: Nudging Simulations Descriptions 

Nudging experiment design. Model and nudging specifications for perpetual and continuous 

nudging simulations in the CESM1.2.2.1 using fixed CO2 concentrations (367 ppm). 

 

2.2.6 Continuous (10-member, 40-yr simulations) 

To examine the model’s capability in replicating some features of observed sea ice changes 

over the past 40 years, we first run a 10-member ensemble of 40-yr continuous simulations 

with winds nudged to reanalysis from 1979 to 2018 and fixed greenhouse gas concentrations 

at the level of the year 2000 (367 ppm), which are very close to the mean concentrations of 

greenhouse gases over the period. These simulations suggest that the model has a reasonable 

skill to capture some features of the observed sea ice decline since 1979 under continuous wind 
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forcing (see section 3a for more details). We test the sensitivity of our wind nudging approach 

to CO2 forcing by conducting the same continuous nudging experiments with time-evolving 

CO2 concentrations during the period 1979–2018 (not shown). While we find that the overall 

trends are more negative with increasing CO2 concentrations, the year-to-year variability in 

total September SIA remains unchanged, suggesting a relatively small influence of CO2 

forcing on our analysis of the perpetual wind nudging simulations described in the following 

section. 

 

2.2.7 Perpetual simulations (40-member, 10–21-yr simulations) 

One limitation of the continuous simulation is that it is unclear whether strong melting over 

some years is due to winds over immediately preceding periods, or an accumulation of changes 

induced by winds occurring previously. Arctic sea ice likely has memory that can last for 

several years through the persistence of thickness changes and absorption of heat in the ocean 

that can complicate our understanding of the sea ice response to wind patterns associated with 

a specific year (Blanchard-Wrigglesworth et al. 2011; Tietsche et al. 2011). Repetitively 

forcing the model with winds from the same year may overcome this limitation and provides 

a new opportunity to search the optimal internal mode favoring the strongest sea ice melting. 

 

To do so, we separate the ERA-Interim record into individual years and conduct 40 

additional perpetual simulations using the same configuration (Table 1; e.g., the nudging 

parameter and domain, and anthropogenic forcing: year 2000). In each simulation, the model 

is integrated for 10 years, with atmospheric circulation within the Arctic (60°–90°N) 

repeatedly nudged to the ERA-Interim 6-hourly wind field from an individual year in the 
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reanalysis. All simulations are initialized from identical conditions, branched from the same 

member of the CESM1-LE that is representative of moderate conditions in terms of its sea ice 

area and volume in 2000/1/1 among a total of 40 members. By repeating the same wind pattern 

for consecutive model years, the responses of sea ice and other characteristics of the Arctic 

climate to circulation changes are enhanced, making them easier to differentiate from 

confounding processes. We can then better assess the mechanisms resulting from atmospheric 

circulation variability affecting Arctic sea ice cover at the end of the melt season for each year. 

This perpetual approach also partially compensates for issues associated with initialization, 

since memory associated with initial conditions is likely limited to 3–4 years (Blanchard-

Wrigglesworth et al. 2011), and greenhouse gas forcing, which is the same in all runs. 

Atmospheric carbon dioxide concentrations are fixed at the same concentration as the 

continuous nudging simulations (367 ppm). 

 

For some perpetual runs that have the strongest melting and strongest growth in September 

sea ice over the 10 years we extend the simulations to 21 years under wind forcing of the same 

year [Table 2.2]. For these reanalysis years, extending the length of integration ensures that 

Arctic sea ice has stabilized in response to the nudged wind patterns and provides a quasi-

equilibrium response to imposed wind forcing. 
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Table 2.2: Extreme years in perpetual nudging simulations 

Extreme sea ice years from 10-yr nudging simulations. Composites in Figs. 2.1–4 are based on 

the mean of the five low sea ice years minus the mean of the five high sea ice years in total 

September SIA from the perpetual nudging simulations and NSIDC sea ice concentration 

product. Low sea ice and high sea ice years are calculated using periods matching ERA-I 

(1979–2018) and EBAF (2000–18) availability. 

 

2.3 An optimal sea ice melting mode in the nudging simulations 

2.3.1 Strong and weak sea ice melting years determined by different wind patterns 

We first examine the continuous 40-yr simulation (see methods) using the same nudging 

domain and fixed greenhouse gas concentrations (Fig. 2.1a) but with nudged winds varying 

from 1979 to 2018. The continuous simulations agree well with observed sea ice changes from 

the NSIDC (detrended r = 0.58, raw r = 0.65, Fig. 2.1a). Considering the optimal conditions 

for low Arctic sea ice years, the imposed wind patterns in the continuous 40-yr simulations 

capture many of the important features of total September SIA observed in recent decades 

(extreme years, rapid decline from 1996 to 2012, year-to-year fluctuations, significant decline 

since the early 2000s). The nudging simulations deviate from the observed sea ice changes in 

the early 1990s, possibly due to a lack of aerosol cooling from the Pinatubo eruption in our 

wind-only constrained nudging simulations (Lehner et al. 2015; Yang et al. 2019; Brennan and 

Hakim 2022), the use of year 2000 initial conditions and CO2 concentrations, or issues in the 

assimilated data. During this period there is also an increase in total September SIA in the 

forced response of the CESM1-LE reflecting a cooling effect from aerosols (green curve in 

Fig. 2.1a). 



  31 

 

Figure 2.1 Composites of nudging simulations and reanalysis. (a) Total September SIA from 

the CESM1-LE (LENS, green), NSIDC (dashed black), 10-member mean from the continuous 

simulations (orange), and 10-yr means from the perpetual simulations (blue). In (a), red dots 
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show the low sea ice years and blue dots show the high sea ice years from the perpetual nudging 

simulations. (b) Total September SIA from the perpetual simulations. In (b), red lines represent 

the low sea ice group, blue lines represent the high sea ice group, and the gray curves represent 

all remaining years. (c) 10-yr-mean composites of sea ice concentration, (d) JJA 200 hPa 

geopotential height, and JJA zonal mean geopotential height (shading) and (f) temperature 

(contours) based on the years from the low sea ice group minus the high sea ice group in the 

perpetual simulations [row 1 in Table 2, red minus blue in (a)]. Composites of (e) JJA 200 hPa 

geopotential height and (g) JJA zonal mean geopotential height (contours) and temperature 

(shading) based on the low sea ice years minus the high sea ice years in the detrended NSIDC 

record (row 2 in Table 2). Dashed purple contours indicate the nudging domain within the 

Arctic (60°–90°N) and above ∼850 hPa. Stippling indicates composite differences are not 

statistically significant at the 95% confidence level based on a two-sample Student’s t test. 

 

We then separate the wind patterns from each year into its own simulation and repeat the 

same nudging for 10–21 years to magnify the wind patterns over individual years. This set of 

experiments will be referred to as the perpetual simulations (see methods). The model exhibits 

very different behavior across these 40 perpetual simulations with some runs experiencing a 

strong sea ice decline and some with substantial ice growth. Since the only difference in forcing 

imposed in these runs is large-scale winds in the Arctic, the bifurcation of these sea ice changes 

is primarily due to wind forcing. 

In the perpetual nudging simulations, sea ice responds quickly to changes in atmospheric 

forcing. As can be seen by first year total September SIA between the different runs (Fig. 2.1a), 

sea ice characteristics diverge within the initial year in response to wind forcing. This 

difference increases to around 4 million km2 in the first 10 years when repeating these wind 

patterns (red lines in Fig. 2.1b). The largest observed declining trend over any periods long 

than 10 years in total September SIA (−2.0 million km2 decade−1) is from 2000 to 2012 (black 

line in Fig. 2.1a), which is well captured by the perpetual nudging experiments (blue line in 

Fig. 2.1a), with the largest 13-yr declining trend (2000–12, blue line) in the 10-yr means of the 

perpetual nudging simulation occurring during the same period with a similar magnitude of 
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−1.7 million km2 decade−1. The largest declining trend over any periods longer than 10 years 

in the ensemble mean of the CESM1-LE is much lower than the observations (−1.1 million 

km2 decade−1) and does not show the rapid acceleration from 1996 to 2012 or the slowed 

decline thereafter as seen in the observations and nudging simulations, indicating that the rise 

of CO2 forcing over the same period (around 2 ppm yr−1) cannot solely explain this decline. 

Instead, the largest 13-yr decline in the CESM1-LE ensemble mean is from 2006 to 2018, 

likely associated with the sea ice state (Holland et al. 2019) and the transition from historical 

to RCP8.5 forcing. Year-to-year variability in the 10-yr means from these perpetual nudging 

simulations also agrees with total September SIA from the NSIDC (detrended r = 0.50, Fig. 

2.1a). 

We begin by compositing based on the means of the first 10 years of total September SIA 

loss in each member of the perpetual simulations. The results are insensitive to the approach 

for quantifying sea ice loss, with the 10-yr means, 10-yr trends, and final (year 10 or 21) total 

September SIA, as well as using total sea ice volume or average sea ice thickness. Nudging 

winds from 1993, 2007, 2011, 2012, and 2015 produce the strongest declines above one 

standard deviation in total September SIA and are defined as the low sea ice group (Table 2.2). 

Though many of the years in the low sea ice group coincide with the lowest observed years, it 

should be noted that the 2015 and 1993 simulations experienced strong simulated sea ice loss 

but are not among the lowest recorded years, suggesting there is likely confounding effects 

from the sea ice and ocean states, previous years, or other unaccounted processes (e.g., 

moisture and heat transport from the lower latitudes to the Artic by the atmosphere and ocean) 

in the real world that are critical in determining the observed sea ice state in each year. In 

addition, low sea ice cases in the perpetual simulations reflect an amplified response of sea ice 
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to specified winds over a 10-yr period in the model. However, in nature, the same wind patterns 

can only apply this forcing on sea ice in a short 1-yr time window in the presence of many 

other forcings. This amplification along with fixed greenhouse gas concentrations in the 

nudging simulations likely explains some of the mismatch in the rankings of these extreme 

melting years between the simulations and observations. 

In the perpetual simulations, nudging winds from 1996, 2001, 2002, 2010, and 2017 

generates the strongest growth in total September SIA over 10 years and are defined as the 

high sea ice group. 1996 stands out as a particularly strong sea ice growth outlier and is the 

highest recorded total September sea ice year in the satellite record. Four out of the five same 

years also constitute the low sea ice and high sea ice members in terms of total volume and 

average thickness of September Arctic sea ice in these simulations (Supplementary Fig. A1). 

Compositing sea ice concentration based on the sea ice change groups yields a relatively 

uniform difference across the Arctic, likely resulting from contributions associated with 

thermodynamic processes (i.e., radiative fluxes, albedo) as well as mechanical break up and 

export. The composites show the greatest differences in the East Siberian–Laptev–Kara Sea 

regions and a weak increasing signal along the eastern coast of Greenland during low sea ice 

years. These regions with strong sea ice decline in response to wind forcing are also the regions 

seeing strong sea ice melting trends over recent decades in observations (Baxter et al. 2019). 

 

2.3.2 Local atmospheric, radiative, and sea ice melting processes associated with strong 

melting summers 

In observations and the continuous nudging simulations, autocorrelations of total 

September SIA with SIA in the preceding months only show statistically significant 
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coefficients with June–August (JJA) sea ice (Supplementary Fig. A2). In the nudging 

simulations, there is a statistically significant pattern in regressions of observed JJA Arctic 

geopotential height and temperature onto total September SIA but no statistically significant 

pattern in January–May (Supplementary Fig. A3). This phenomenon has been referred to as 

the spring predictability barrier for September Arctic sea ice (Bushuk et al. 2020). To maintain 

consistency with the observed relationship, we focus on JJA atmospheric circulation. 

Composites of JJA 200 hPa geopotential height in both the perpetual nudging experiments and 

ERA-I, constructed using the definition of the low sea ice and high sea ice years (Table 2.2), 

show a prominent “Figure-8” anticyclonic patterns with centers over southwest Greenland and 

the central Arctic in the strongest melting years relative to the sea ice growth years consistent 

with the regression pattern from ERA-I (Figs. 2.1d,e). Friction at the surface of the anticyclone 

generates large-scale subsidence throughout the mid- to lower troposphere, consistent with the 

reanalysis, but with differences in the vertical structure near the surface below the nudging 

domain (Figs. 2.1f,g). Adiabatic descent of air induces warming and moistening (not shown, 

Ding et al. 2017) of the lower Arctic atmosphere that then increases the emission of longwave 

radiation. The strong similarity between the vertical structure of atmospheric fields n the 

nudging run and ERA-I indicates that wind forcing is critical in governing changes of 

tropospheric temperature in the Arctic, which is essential for determining radiation in the entire 

air column, as well as sea ice and upper-ocean temperature variability. 

Despite the anticyclonic-dominated regime seen in the composites, there is an increase in 

low cloud cover along the Eurasian coast (not shown), consistent to the analysis in Huang et 

al. (2021). Huang et al. (2021) argue that the high pressure may increase the low-level clouds 

throughout much of the Arctic through advection and subsidence-induced entrainment of 



  36 

moisture into the inversion layers. However, we do not go into detail on cloud radiative effects 

in these simulations because there are well-documented biases in microphysical and boundary 

layer processes that may lead to the differences seen between the products (Sotiropoulou et al. 

2016; Tan and Storelvmo 2019; McIlhattan et al. 2020). 

To better understand the radiation balance associated with the melting process in the 

perpetual nudging runs, we compare the simulated radiation fluxes at the surface and TOA in 

the Arctic with their observed counterparts in ERA-I and EBAF. Since EBAF is only available 

after 2000 and the sample size of the extreme sea ice melting/growth years over this period is 

smaller (Table 2.2), the composite using EBAF may contain large uncertainty or be biased by 

changes in certain individual years, and sensor-related artifacts, especially in the computed 

surface fluxes. 

Since the radiation response in our nudging simulations represents an extreme scenario in 

which winds have a chance to solely regulate the radiation fields over 10 years, there are 

discrepancies among the three datasets. At the surface, the three products show consistent 

signals for most fluxes (Fig. 2.2a; Supplementary Fig. A5). Enhanced downwelling LW 

(LWdown) and less reflected SW (SWup) in JJA appear to be the two main components 

contributing to a gain of heat at the surface, conducive for strong sea ice melting. As expected, 

JJA atmospheric anticyclonic circulation anomalies can enhance downwelling LW and the ice–

albedo feedback is triggered, explaining less reflected SW. The ice–albedo feedback in these 

simulations also includes conversion of the ice surface from snow to bare ice and melt ponds 

as the enhanced shortwave absorption is uniformly distributed wherever there is sea ice not 

just sea ice loss (Figs. 2e,h). In the meantime, the impacts of less reflected SW at the surface 

are also translated to the TOA to reduce upwelling SW. Thus, the ice–albedo feedback which 
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is triggered by winds plays a key role in determining the radiation balance in the Arctic 

atmosphere in summer. 

 

 

Figure 2.2 Surface radiative flux response to nudged winds. (a) JJA surface and TOA radiative 

fluxes averaged within the Arctic (70°–90°N) from the perpetual nudging simulations, ERA-

Interim, and EBAF. Filled circles indicate low sea ice (red) and high sea ice (blue) group 

means. Low sea ice years minus high sea ice years JJA (b)–(d) downwelling surface longwave, 
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(e)–(g) upwelling surface shortwave, and (h)–(j) upwelling TOA shortwave radiative fluxes 

from (left) the perpetual nudging simulations, (center) ERA-Interim, and (right) EBAF. 

Stippling in (b)–(j) indicates where differences are not statistically significant at the 95% 

confidence interval according to a two-sample Student’s t test. Groups for low sea ice years 

and high sea ice years are based on years listed in Table 2. For all fluxes shown here, positive 

values indicate downward fluxes into the surface. 

To better illustrate the radiation balance at the surface and the TOA, we mainly focus on 

LWdown and SWup at the surface and SWup at the TOA (Figs. 2b–j). Downwelling longwave 

radiation at the surface is enhanced during years of strong sea ice melting throughout the Arctic 

in the perpetual nudging simulations and ERA-I (Figs. 2b,c). It is not as strong in EBAF likely 

due to differing impacts of clouds between these products (Fig. 2d). In the perpetual nudging 

simulations, strong shortwave absorption occurs throughout the Arctic, wherever there is sea 

ice or snow cover loss and melt pond formation (Fig. 2e). However, in ERA-I and EBAF, 

significant surface shortwave absorption primarily takes place in the Beaufort Sea (Figs. 2e,f). 

EBAF has a stronger signal of shortwave absorption in the Beaufort region than ERA-I near 

the center of anticyclonic circulation in certain low sea ice years (Kay et al. 2008; Wernli and 

Papritz 2018). The spatial patterns of SWup at the TOA closely resembles that at the surface 

(Figs. 2h–j). This signal reaches the TOA throughout the Arctic in the perpetual simulations 

and in particular the Beaufort Sea in both ERA-I and EBAF. In all products, under the control 

of strong atmospheric anticyclonic winds during years of summertime sea ice loss, more 

shortwave absorption at the surface due to the ice–albedo feedback dominates the surface and 

TOA radiative budgets (Figs. 2e–j). 

We separate the shortwave feedbacks resulting from changes in surface albedo and cloud 

optical properties using the approximate partial radiative perturbation method (APRP, Taylor 

et al. 2007). The differences between the low sea ice years and high sea ice years are dominated 

by the surface albedo feedbacks from March to October, peaking in July (Fig. 2.3). Changes 
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in cloud radiative effects, associated with anticyclonic circulation slightly contribute to 

increased surface shortwave absorption during June and July, but decreased absorption in 

August, that may be associated with decreased cloud cover above 900 hPa (Huang et al. 2021). 

Over 20 years of the perpetual simulations, the surface albedo feedback more than doubles, 

while the cloud and atmospheric components remain relatively small (Fig. 2.3b). 

 

Figure 2.3 APRP differences in low sea ice minus high sea ice years. (a) Monthly differences 

in surface, cloud, and atmospheric scattering/absorption obtained using APRP analysis 

between low sea ice and high sea ice years from the last 10 years of the perpetual simulations. 

(b) APRP differences in surface, cloud, and atmospheric scattering/absorption between low 

sea ice and high sea ice years for each year of the perpetual nudging simulations. 

 

Next, we shift our focus to the melting processes that contribute to decreased surface albedo 

through strong sea ice loss in the perpetual nudging simulations as these processes cannot be 

easily quantified from available observations and reanalysis. In low sea ice years, top melting 
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primarily occurs near the sea ice edge in June and throughout the Artic during July in response 

to warmer temperatures, downwelling longwave radiation, and shortwave absorption (Fig. 

2.4). Years with the most extreme top melting in July coincide with the same years that are in 

the low sea ice and high sea ice years in terms of total September SIA, leading to a difference 

in melting of up to 1.5 cm day−1 in the Pacific Arctic. This correspondence with total 

September SIA is not seen in other months or in bottom and lateral melting, indicating that 

July is the month in which the ice–albedo feedback is the most active and sensitive, as it 

coincides with the peak of incoming solar radiation at the TOA and the mean state of sea ice 

is thinner and more fragile (little snow, extensive melt ponds). 
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Figure 2.4 dMonthly melting and ice mass transport. Monthly mean (left) June, (center) July, 

and (right) August (a)–(c) top melt (units: cm day−1), (d)–(f) bottom melt (units: cm day−1), 

and (g)–(i) lateral melt (units: cm day−1) in the low sea ice minus high sea ice total September 

SIA years from the perpetual nudging simulations. Purple vectors show 10-yr-mean ice mass 

transport (units: kg s−1) based on the same composites as melting. 

 

Bottom melting, in contrast to top melting, occurs at a weaker magnitude (up to 1 cm day−1) 

and in the later stages of the melt season as the ocean takes more time to absorb shortwave 

radiation and warm (Figs. 2.4d–f) due to its large heat capacity. Shortwave absorption and 

melting are also enhanced by ice mass transport in the Pacific sector that breaks up the ice pack 

and exposes open ocean in the Beaufort Sea (purple vectors in Fig. 2.4). Sea ice export into the 
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Atlantic increases slightly as the sea ice is thinned and primed for movement in response to 

perpetual wind forcing following a similar pattern as the 10-yr means (Figs. 2.5d–f). 

 

Figure 2.5 Monthly volume changes due to thermodynamics vs dynamics. Monthly mean (left) 

June, (center) July, and (right) August (a)–(c) thermodynamic sea ice volume tendency (units: 

cm day−1) and (d)–(f) dynamic sea ice volume tendency (units: cm day−1) in the low sea ice 

minus high sea ice total September SIA years from the perpetual nudging simulations. Note 

that the colors are flipped relative to the values in Fig. 2.4 to maintain correspondence between 

melting and volume/thickness tendency. 

 

Composite analysis of the perpetual nudging simulations highlights a leading role of wind-

driven radiative impacts relative to dynamics on Arctic sea ice loss; however, in most studies, 

the loss of sea ice due to winds is generally examined in the context of these dynamical effects, 

specifically export of sea ice out of the basin. But by using the partitioning of sea ice volume 

tendency into thermodynamic and dynamic components we find in low sea ice years there is 
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weak sea ice export through the Fram Strait during July, and little to none in other months (Fig. 

2.5). The strong anticyclonic ice mass transport during July also leads to a convergence of sea 

ice within the central Arctic and along the eastern coast of Greenland (Fig. 2.5e; Thorndike 

and Colony 1982). The pattern of the thermodynamic tendency term coincides with that of top 

melting in June and July, contributing to as much as 2.5 cm day−1 of melting, as well as to 

bottom melting in August (Figs. 2.5a–c). During JJA, thermodynamics contribute to 91% of 

the total volume change relative to dynamics (Fig. 2.5) with dynamically driven convergence 

of the ice resulting from anticyclonic circulation producing increasing sea ice volume in the 

central Arctic. Therefore, the thermodynamic component associated with horizontal 

temperature advection and shortwave absorption triggered by adiabatic processes should be 

accounted for as it plays a leading role in wind-driven forcing. 

 

2.4 An optimal sea ice melting mode in a preindustrial run and paleoclimate reanalysis 

Results from the nudging simulations suggest that the CESM1 can capture many of the 

observed changes in September sea ice over the last 40 years once winds are constrained to 

reanalysis data. Since the 40-yr reanalysis is likely too short to cover all possible internal wind 

variability and the increased anthropogenic forcing over this period may be imprinted in these 

wind patterns, we need to search for a similar optimal mode in a longer simulation and 

reanalysis product containing a broader spectrum of internal climate variability and less 

influence of anthropogenic forcing. To achieve this goal, we first examine the relationship 

between local Arctic atmospheric circulation and sea ice in a long preindustrial control 

simulation without anthropogenic forcing. 
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We take a pseudo-ensemble approach, dividing the 1800-yr CESM1 preindustrial control 

simulation into non-overlapping, running 10-yr means and composite based on the five low 

sea ice periods minus the five high sea ice periods for comparison with the 10-yr nudging 

experiments (Fig. 2.6a). We also test the sensitivity of our criteria by selecting more members 

in the extreme groups (e.g., 8, 10, etc.) and find that the composite results show consistent 

features regardless of group size. We continue focusing on summertime (JJA) since that is the 

primary season linked with September sea ice. 



  45 

 

Figure 2.6 Model-based internal variability. (a) Non-overlapping, running 10-yr means of total 

September SIA (black) and its raw year-to-year variability (gray). Red dots indicate lowest 

total September SIA years over non-overlapping 10-yr periods and blue dots indicate the 

highest total September SIA 10-yr periods. (b) JJA 200 hPa geopotential height and (c) zonal 

mean geopotential height (shading) and temperature (contour) from low minus high total 

September SIA 10-yr periods from the 1800-yr CESM1 preindustrial control simulation. 

Extreme or optimal (d) Z200 and (e) zonal mean geopotential height pattern favoring the 

strongest 10-yr September sea ice melting period in the CESM1 preindustrial control 

simulation. The extreme melting pattern is multiplied by 2 for comparison with the composites 

of the low sea ice minus high sea ice years from the perpetual simulations. 
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The CESM1 preindustrial control simulation is able to capture a similar structure over the 

Arctic basin to the nudged simulations, showing high pressure over the central Arctic during 

years of the strongest sea ice decline (Fig. 2.6). This comparison serves as an independent test 

of the model dynamics, suggesting that the processes linking winds and sea ice seen in the 

nudging experiments are not an artifact of the nudging method but inherent to the model itself 

and constrained by reanalysis winds. The preindustrial control simulation shows a high 

pressure system confined to the Beaufort high region during 10-yr periods of low sea ice cover 

but has a much weaker magnitude of geopotential height rise compared with the composites 

from the nudging simulations. Similar magnitudes of sea ice change coinciding with weaker 

circulation changes may be due to the free running model’s ability to sustain very high JJA 

geopotential height rise over a 10-yr period or coupling between the atmosphere and surface. 

In the nudging simulations, we force the model to experience this strong 10-yr wind pattern 

continuously. A period of 10 or more years with sustained wind forcing in the free run would 

likely need to be sourced either from the local or lower latitude oceans but models have been 

shown to not accurately capture tropical forcing and may not be able to capture this strong 

height rise despite a similar circulation–sea ice relationship strength (Topál et al. 2020). 

However, the local geopotential height changes relative to total SIA change yields similar 

magnitudes in the 10-yr mean of the perpetual nudging simulations (72 m height rise versus 

3.1 million km2 melt) and preindustrial control simulation (25 m height rise versus 1.1 million 

km2 melt). The zonal mean temperatures are also similar to those from the nudging simulations, 

suggesting that the differences in lower tropospheric temperatures between the nudging 

simulations and ERA-I are not associated with the nudging but due to a surface-driven or 
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boundary layer response inherent to the CESM1. Therefore, the model is still determining this 

sea ice response to wind forcing and the nudging is only providing a realistic forcing. 

We also use the same non-overlapping, running 10-yr window to find a single 10-yr period 

with the largest decline out of the entire integration (Figs. 2.6d,e). The most extreme event 

shows a very similar structure to the composites and observations, but the magnitude is still 

half that in observations and the center of high pressure is shifted toward the central Eurasian 

coast. The “Figure-8” anticyclonic circulation pattern is the optimal mode in the free run, 

similar to the pattern in ERA-I, suggesting that the observed optimal mode is robust and can 

exist without CO2 forcing. Furthermore, the CESM1 can capture the relationship between the 

strongest sea ice melting and high pressure over the Arctic. The shifted high pressure system 

toward the Eurasian coast and over the ice-free ocean surface, produces a zonal mean 

temperature profile much more consistent with ERA-I, where there is not a surface-driven 

warming response at the periphery of the basin. 

In addition to the CESM1 preindustrial control simulation, we use the same compositing 

approach and linear detrending to examine two climate proxy-assimilated reanalysis 

simulations, EKF400 and PHYDA, as well as a sea ice reconstruction from Brennan and 

Hakim (2022), to further establish the relationship between atmospheric circulation and sea ice 

changes over the last 400 years (Fig. 6). We compare EKF400 JJA 500 hPa geopotential 

heights with the optimal circulation pattern from the perpetual nudging simulations, though it 

should be noted that EKF400 uses an AMIP-style approach with prescribed sea ice that may 

lead to errors in surface temperature through the omission of important surface-based 

feedbacks (Graff et al. 2019). Composites are made using surface temperature because paleo-

reanalysis products generally do not include sea ice output due to the rarity of sea ice proxy 
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records. By using surface temperature from the three products, we aim to give more weight to 

the assimilated PAGES2k paleo-records and reduce some of the uncertainty from model 

related biases. In addition, JJA Arctic surface temperature (70°–90°N) in the modern era 

reanalysis and the nudging experiments strongly correlates with total September SIA (r = 

−0.895 in nudging simulations, Olonscheck et al. 2019, Bonan et al. 2021a). Wang et al. (2021) 

also used a sea ice model simulation driven by near-surface air temperatures to indicate that 

September sea ice closely follows changes in 2 m temperature in summer. Thus, we believe 

that JJA surface temperature variability within the Arctic may reflect changes of sea ice in 

summer to a certain extent. Composites of surface temperature based on surface temperature 

from both EKF400 and PHYDA show consistent centers of warming near the Canadian 

archipelagos and central Eurasia, though the magnitudes in EKF400 are much smaller 

(Supplementary Fig. A8). EKF400 Z500 composites, despite not including proxy data in or 

closely around the Arctic, are able to capture a similar JJA high pressure center in Z500 over 

the Canadian archipelagos and western Greenland that extends into the central Arctic and over 

the Ural Mountain region in years that have higher surface temperatures (Fig. 2.7). If the 

observed relationship between sea ice, surface temperature, and atmospheric circulation 

observed during recent decades holds, these paleo-reanalyses suggest that a similar mode may 

have contributed to extreme sea ice loss in the last 400 years in the absence of rapidly 

increasing carbon dioxide concentrations. 
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Figure 2.7 Influence of wind forcing on Arctic sea ice in paleoreanalysis. (a) Detrended annual 

mean total SIA reconstruction from Brennan and Hakim (2022) and Arctic-averaged (70°–

90°N) surface temperatures from EKF400 and PHYDA paleoclimate reanalysis. Composites 

of Z500 (shading) based on the most extreme non-overlapping 10-yr periods from Arctic-

averaged (b) EKF400 JJA surface temperature, (c) PHYDA JJA surface temperature, and (d) 

Brennan and Hakim (2022) annual mean total SIA. In the nudging experiments, JJA Arctic 

surface temperature (70°–90°N) strongly correlates with total September SIA (r = −0.895), 

indicating that pan-Arctic JJA surface temperature can be used as an approximation of 

September sea ice variability. 

 

2.5 Discussion 

2.5.1 Sensitivity of sea ice to internal circulation forcing 

Currently the common practice for quantifying internal variability associated with a model 

is carried out using a long preindustrial control simulation or large ensembles (Deser et al. 

2020). In this approach, internal variability is determined by model physics and coupling 

among different components of the system. However, models still have deficiencies in their 
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ability to simulate important relationships between sea ice and the atmosphere, as well as 

teleconnections between high latitude circulation and remote forcing (Ding et al. 2014, 2017; 

Rosenblum and Eisenman 2016; Luo et al. 2021). By nudging winds, we can overcome these 

hurdles to some degree and more effectively evaluate the climate response to atmospheric 

variability in a manner more representative of observed rather than model-dependent 

variability. The composites using the preindustrial control simulation, which are representative 

of the inherent wind forcing pattern most conducive to enhanced sea ice loss, show an ability 

to capture many of the observed relationships between the Arctic atmosphere and sea ice. 

Due to difficulties with model limitations, previous studies have often focused on a 

qualitative relationship between circulation and sea ice. This information is important but 

insufficient for us to understand the detailed sensitivity of September sea ice to preceding JJA 

circulation change. To achieve a better quantification of this sensitivity we calculate the slope 

of the linear regression between total September SIA and the preceding JJA Z200 within the 

Arctic (70°–90°N) and use this slope as a measure of the sensitivity (Fig. 8). This slope (km2 

m−1) will tell us the extent a higher Z200 rise in m (indicating a warmer atmosphere below 200 

hPa) could induce a certain areal change in summertime sea ice. In both the continuous nudging 

and preindustrial control simulations, the mean sensitivities (7700 and 6600 km2 m−1, 

respectively) are slightly lower than in observations (9000 km2 m−1), though the observed 

sensitivity falls within the spread of all three simulations. The continuous nudging simulations, 

with a nudging strength of 0.5, reduce the spread in sea ice sensitivity to wind forcing in half 

relative to the preindustrial control simulation. When conditions favoring strong melting or 

growth are allowed to persist, such as in the perpetual simulations, the response of sea ice to 

wind forcing saturates at a little over 20,200 km2 m−1, which is over double that of observations 
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and 3 times the continuous and preindustrial control simulations. The much higher sensitivity 

later in the perpetual simulations suggests that if the optimal circulation pattern could last 

longer in the CESM1, as done in the perpetual nudging simulations, the sea ice becomes more 

responsive to wind forcing through the ice–albedo feedback. However, this effectiveness of 

this mechanism will be saturated with the upper bound at 23,500 km2 m−1 after 5–6 years even 

if the optimal wind pattern could persist continuously. 

 

Figure 2.8 Observed and simulated sea ice sensitivity to wind forcing. (a) Relationship 

between JJA Z200 within the Arctic (70°–90°N) and total September Arctic SIA from the 

detrended ERA-Interim and NSIDC products (black), all years from the perpetual nudging 

simulations (blue), continuous nudging simulations (orange), and CESM1 pi-control 

simulation (gray). Shaded envelopes show the range of SIA regressed onto Z200 from each 

member or pseudomember in the simulations. (b) Regression slopes of total September SIA 

onto Z200 in the observations (dashed green line), perpetual simulations, continuous 

simulations, and pi-control simulation. Dashed green lines in boxes show ensemble mean and 

orange lines show ensemble medians. 

 

The nudging approach, where wind patterns from each year are repeated, also provides 

novel insight into the role of wind forcing on the ice–albedo feedback. Surface shortwave 

absorption leading to polar amplification is generally attributed to the consistent and increasing 

influence of anthropogenic forcing (Curry et al. 1995). However, it should be considered that 
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these model simulations show observed wind patterns are similarly capable of modulating the 

radiative fluxes entering and leaving the Arctic surface and producing an ice–albedo feedback 

over several years of persistent, favorable atmospheric conditions for melting. This is 

important because there are sources of interannual-to-decadal variability, such tropical–Arctic 

teleconnections, that can generate successive years of wind patterns favoring strong melting 

(Screen and Deser 2018; Meehl et al. 2018; Baxter et al. 2019; Bonan and Blanchard-

Wrigglesworth 2020; Topál et al. 2020). Separating this contribution of internal variability 

from that of anthropogenic forcing is important for quantifying future trends in melting and 

warming within the Arctic. 

 

2.5.2 Possible caveats associated with the nudging approach 

Previously, Huang et al. (2021) found improved agreement relative to satellite-constrained 

products of cloud changes using the wind nudging approach, as weak air–sea gradients during 

the melt season generate very little surface influence on cloud changes leaving large-scale 

circulation as a dominant driver (Kay et al. 2016; Morrison et al. 2019). However, constraining 

large-scale atmospheric dynamics cannot alleviate all the biases associated with the 

representation of cloud physics or boundary layer schemes needed to fully understand their 

role in modulating radiative fluxes and therefore sea ice changes (Huang et al. 2021; Luo et al. 

2021). The CESM1, like most Earth system models, has been shown to underestimate 

supercooled cloud liquid in the Arctic, likely resulting in the small influence of cloud 

shortwave feedbacks relative to surface albedo in our perpetual simulations (Cesana et al. 

2012; Middlemas et al. 2020; McIlhattan et al. 2020). 
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It is also possible that the arbitrary initialization on 1 January used here introduces 

inconsistencies, especially when repeated over 21 years, that could impact aspects of 

preconditioning and seasonal transitions that were not assessed in this study (Stroeve et al. 

2014; Smith and Jahn 2019). Composites of the preceding January–May averaged geopotential 

height and temperature based on the same extreme nudging years from the perpetual 

simulations (row 1 in Table 2.2) reproduces a very prominent positive NAO pattern and 

warming over Siberia, referred to as the warm Arctic–cold Eurasia (WACE) pattern 

(Supplementary Fig. A6, Mori et al. 2014; Labe et al. 2020). A similar pattern can also be seen 

in composites using the CESM1 preindustrial control simulation (Supplementary Fig. A7), but 

not in the reanalysis using the extreme detrended years from the NSIDC record (row 2 in Table 

2.2). Features of this predominantly wintertime pattern have been linked to the atmospheric 

response to sea ice loss, but the physical mechanisms explaining the relationship found here 

are not well understood (Ogi et al. 2003; Nakamura et al. 2015; Banerjee et al. 2021). It remains 

uncertain whether this discrepancy is introduced by our arbitrary initialization on 1 January 

and how important this WACE pattern is in driving summer sea ice. These questions are 

beyond the scope of this study’s experimental framework, but this result should garner further 

attention and modeling studies in the future. 

Another caveat of the approach is that the reanalysis fields are regridded to the nominal 1° 

resolution of the model. Therefore, nudging to higher resolution reanalysis, such as ERA5, 

may capture finer resolution processes (Smirnova and Golubkin 2017), though improvement 

may be limited within our current model setup. Finer model resolution may improve the 

representation of cyclones in the nudging simulations, which may have had an impact during 

years with strong cyclonic activity late in the melt season, such as 2012 (Simmonds and Rudeva 
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2012; Yamagami et al. 2017). Improved simulations of Arctic cyclones or small-scale 

circulations could enhance the dynamical contribution to sea ice loss, in addition to biases 

associated with the underestimation of sea ice motion (Rampal et al. 2011) or melt pond and 

thermodynamic parameterization schemes (Keen et al. 2021). 

 

Despite these limitations in the experimental design, the nudging approach used here offers 

many new opportunities for further evaluating different climate scenarios in global climate 

models and responses of a wide array of climate processes (e.g., Arctic Ocean temperature, 

clouds, high latitude land processes, hydrological and biogeochemical cycles) by partially 

constraining model dynamics and internal variability to observed or idealized cases over 

targeted regions. This potential is highlighted by the nudging approach’s ability to constrain 

sea ice in the CESM1 by inducing wind patterns well above the surface and reveals how 

atmospheric forcing can shape Arctic sea ice variability. Additionally, we focus only on better 

understanding of interannual variability of summertime Arctic sea ice, but the nudging 

approach shows tremendous promise in addressing many other processes on a broad range of 

time scales that contribute to lower atmospheric and surface changes in other seasons and 

regions as well as improving sea ice forecasts and projections. In particular, this methodology 

can help us constrain sea ice sensitivity to wind forcing and internal variability within models 

by quantifying the largest melting response to an optimal atmospheric circulation pattern 

following complete saturation of the ice–albedo feedback (∼25,000 km2 loss of total 

September SIA per meter increase in JJA Z200) and can help improve predictions of future 

changes, such as the first occurrence of an ice-free Arctic. 
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2.6 Conclusions 

In this study, we conduct a 40-yr continuous simulation and a set of perpetual simulations 

using the CESMv1.2.2.1, keeping carbon dioxide concentrations fixed and nudging free 

tropospheric winds within the Arctic (above 850 hPa, 60°–90°N) to those from ERA-I, then 

repeating each reanalysis year for up to 21 years. Only by partially nudging Arctic winds 

toward those from ERA-I in the continuous and perpetual nudging simulations, the model can 

replicate key features of long-term trends and year-to-year changes in total September SIA 

over the satellite era, despite a slightly weaker relationship between sea ice and winds in the 

model (Topál et al. 2020). Furthermore, the perpetual nudging simulations allow for the 

examination of a quasi-equilibrium response of Arctic climate to wind forcing during years of 

the strongest sea ice change. Four key conclusions were drawn from the perpetual nudging 

simulations: 

• The optimal atmospheric mode that is associated with melt in all datasets is a 

summertime “Figure-8” quasi-barotropic anticyclone centered over the Arctic and 

extending over Greenland. 

 

• The wind impacts on sea ice are primarily thermodynamic, not dynamic, resulting from 

subsidence-driven warming of the lower troposphere and the surface ice–albedo 

feedback. 

 

• Sea ice sensitivity to atmospheric circulation change is ∼25,000 km2 loss of total 

September SIA per meter increase in JJA Z200, taking ∼5–6 years to saturate if the 

same forcing could be perpetually applied. 
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• Nudging provides a novel method for studying coupled climate model experiments by 

constraining atmospheric circulation to examine other components of the Earth system. 

 

In all, this novel application of nudging in a fully coupled climate model shows that the 

most extreme climate scenario that could cause an abrupt significant sea ice melting epoch is 

a multiple year-long persistence of the summertime high pressure circulation pattern in the 

Arctic that enhances a prolonged sea ice–albedo feedback. This pattern can dramatically 

increase the sea ice sensitivity to internal variability and induce significant Arctic warming. 

The same process with an opposite sign may also cause a strong recovery of sea ice and a 

temporary Arctic cooling. In the reanalysis, this optimal mode contributing to sea ice retreat 

does not occur more than two years in a row. Though infrequent, the CESM1 pi-control 

simulation and EKF400 experience consecutive years of extreme high pressure over the Arctic 

greater than +1 std for a maximum of 4 (0.4%) and 3 (3.0%) years in any given 40-yr window, 

respectively. If considering positive anomalous high pressure over the Arctic (>0 m detrended, 

70°–90°N), the maximum consecutive occurrence is 6 (2007–12), 10, and 9 years in ERA-I, 

the CESM1 pi-control simulation, and EKF400, respectively. Prolonged periods with frequent 

years characterized by prominent Arctic warming and anomalous high pressure, such as 2007–

12, may reflect an emergence of this scenario, which appears to be sensitive to remote forcing 

over the tropical oceans (Baxter et al. 2019), although this relationship is found to be 

nonstationary over a longer period (Meehl et al. 2018; Bonan and Blanchard-Wrigglesworth 

2020). Thus, the main driving force of this type of persistent anticyclonic circulation pattern 

in the Artic remains as an important source of uncertainty in projecting future sea ice change. 
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In this study, the nudging approach allows us to control for this uncertainty locally within the 

Arctic and to directly quantify this relationship using observed atmospheric circulation patterns 

and may be applied to remote Arctic teleconnections in the future. 
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Chapter 3 

Remote sources of moisture and land capacitor effects driving 

summertime Arctic water vapor feedback 

I.T. Baxter, Q. Ding 

In collaboration with: T. Ballinger, H. Wang, M. Holland, H. Wang, Z. Li, Y. Wu, N. Feldl, 

B. Guan, J. Zhu 

 

Abstract 

The primary sources and drivers of recent observed summer Arctic moistening trends are 

still unclear, which represents a significant research gap hindering attribution and detection 

analyses of observed Arctic warming. Here, using combined water tagging and circulation 

nudging techniques, we find that the summertime large-scale circulation trend pattern and land 

capacitor processes in the Northern Hemisphere play key roles in moistening the Arctic over 

recent decades. The circulation trend pattern directs more atmospheric rivers (ARs) into the 

Arctic along three narrow pathways, with the high latitude land surface facilitating more 

moisture transport through the land capacitor effect. Using a radiative kernel approach, we 

attribute 83% of the summertime water vapor feedback to remote sources transported from 

North America and Eurasia. A North American pathway sources moisture from the tropical 

Atlantic, transported poleward by anticyclones over the subtropics and Greenland, being 

recycled in central and eastern Canada. In contrast, overlying anticyclonic circulation over 

Eurasia facilitates moisture evaporation from the soil and transports it to the Arctic, while 

reducing incoming moisture into the region. Thus, the impacts of large-scale circulation on 
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ARs and diverse land-atmosphere interactions over high latitudes should be considered to 

explain the underlying mechanisms of the recent moistening and warming of the Arctic as well 

as on global scales. 

 

3.1 Introduction 

Over the last four decades, the Arctic has warmed at a rate more than 3-4 times than the 

global mean surface temperature (Manabe and Wetherald 1975; Holland and Bitz 2003; 

Serreze and Francis 2006; Screen and Simmonds 2010). The warming has led to a rapid decline 

in Arctic sea ice and Greenland Ice Sheet (GrIS) surface mass balance (SMB) (Stroeve et al. 

2012; Topál and Ding 2023). Following the temperature rise, sea ice cover has retreated, which 

is expected to increase evaporation within the Arctic, leading to greater cloud cover and 

precipitation (Bintanja and Selten 2014; Kopec et al. 2016; Pithan and Jung 2021; Bonan et al. 

2023). Understanding moisture changes in the Arctic is important for constraining water vapor 

(WV) feedbacks, which are the second strongest contributor to summertime Arctic warming 

following the sea ice albedo feedback and represent a leading source of model uncertainties in 

projecting the future climate response in the Arctic (Pithan and Mauritsen 2014; Chung and 

Feldl 2023).  

Under the anthropogenic warming, atmospheric humidity is expected to increase at a rate 

of 7% per degree warming, as constrained by the Clausius-Clapeyron (CC) relation, leading to 

increases in downwelling longwave radiation, changes in cloud and precipitation 

characteristics, and many other alterations to the hydrological cycle (Held and Soden 2006; 

Trenberth 2011). This constraint has led to a proposed response of the hydrological cycle in 

the tropics and subtropics to global warming: “the wet gets wetter, and the dry gets drier” due 
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to the forced response of large-scale circulation, including the Walker circulation, the Hadley 

cell, and the Ferrel cell (Held and Soden 2006; Trenberth 2011). However, the “wet gets 

wetter” mechanism has been shown to primarily apply to zonal means and over oceans, but 

breaks down on regional scales and over land (Byrne and O’Gorman 2015; Wills and Schneider 

2016). The Arctic is also unique in this regard because fewer studies have focused on assessing 

whether the scenario can readily  explain the Arctic response  to global warming , as it is 

situated at the far end of the thermally and dynamically driven global circulation. Furthermore, 

the circulation response at high latitudes usually exhibits very diverse patterns from model to 

model (Wills and Schneider 2016). In the tropics and mid-latitudes, the moistening scenario 

across models due to global warming is still thermodynamically determined but modulated by 

dynamical changes. However, in regions not directly over the tropical oceans, such as over 

land or in the Arctic, it remains unclear how global warming has shaped the moistening pattern  

(Simpson et al. 2024). 

Despite being relatively dry, the Arctic is expected to become wetter as sea ice retreats, 

exposing more open ocean and increasing local evaporation and precipitation, as well as 

resulting from phase changes in cloud moisture roughly following temperature (Box et al. 

2019). Additionally, preferential moistening at lower latitudes is expected to strengthen faster 

than that in the Arctic, resulting in equator-to-pole moist static energy (MSE) gradients that 

enhance transport towards higher latitudes (Chung and Feldl 2023; Merlis and Henry 2018; 

Armour et al. 2019; Hahn et al. 2021). However, prior studies have found that the local changes 

in precipitation associated with decreased sea ice cover and increased evaporation only explain 

a limited fraction of the simulated changes (Singh et al. 2016, 2017; Harrington et al. 2021). 

Contributions from remote land and ocean sources play leading roles during different seasons 
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in these studies but are based on idealized frameworks derived from climate model simulations  

(Hahn et al. 2021). These theories focusing on the forced response of locally sourced moisture 

and MSE-gradient-driven moisture transport often do not fully account for land-sea differences 

and rely on the moisture availability and transport from free-running models (Chapin et al. 

2005; Laguë et al. 2023). Differences in the sources of moisture transport are known to have a 

wide range of impacts on humidity, clouds, and radiation upon entering the Arctic (Harrington 

et al. 2021). However, it is still unknown how these sources have contributed to observed 

hydroclimatic changes. These analyses also tend to focus on annual mean changes despite 

extreme weather features, such as polar lows and atmospheric rivers (ARs), contributing to 

high-latitude transport variability in different seasons (Wernli and Papritz 2018; Webster et al. 

2019; Parker et al. 2022; Fearon et al. 2023). 

Moisture transport studies have also focused on impacts to Arctic sea ice, driving melting 

or preconditioning in colder months, but there has been limited exploration of the relationships 

between moisture and Arctic surface conditions during summer (Webster et al. 2019; Parker 

et al. 2022; Yang and Magnusdottir 2017; Huang et al. 2019; Zheng et al. 2021). Therefore, a 

comprehensive understanding of the origins of moisture sources in the Arctic atmosphere, how 

moisture is transported into the Arctic in summer, and how such moisture changes contribute 

to summertime radiative forcing in the Arctic remains elusive. This knowledge gap hinders our 

ability to assess the models’ skill in projecting future moisture, precipitation, and radiation 

changes and the resultant sea ice variability. Analysis of model simulations has highlighted 

important questions regarding the ability of models to reproduce observed circulation trend 

patterns, suggesting that imposing observed winds in the models serves as a plausible approach 

to estimate how the observed circulation trend patterns drive moisture transport into the Arctic 
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(Baxter and Ding 2022; Ding et al. 2022). In particular, the recently available water tagging 

capability in the isotope-enabled Community Earth System Model (iCESM, Brady et al. 2019) 

and radiative kernels built using ECMWF Reanalysis v5 (ERA5, Hersbach et al. 2020)  and 

atmospheric climate models (Community Atmosphere Model version 5, CAM5) enables us to 

further trace the sources and sinks of moisture transport and their related radiative impact 

(Soden et al. 2008; Shell et al. 2008; Held and Shell 2012; Pendergrass et al. 2018; Huang and 

Huang 2023; Feldl and Merlis 2023). With these new, publicly available tools in iCESM, it 

has recently become possible to gain an improved understanding of a number of key processes 

that collectively induce the recent moistening trends and enhanced radiative forcing, including 

local and remote evaporation, moisture transport into the Arctic, and variations of specific 

humidity, precipitation, and radiative forcing within the Arctic. In particular, if proven useful 

to provide a new lens to investigate moisture variations in the Arctic, the method generating 

global results can also be used to study similar problems for various regions across the globe. 

 

3.2 Data and Methods 

3.2.1 Reanalysis 

Gridded winds (u,v), temperature, precipitation rate, and specific/relative humidity from 

the ERA5 atmospheric reanalysis are used to derive year-to-year variability and trends in the 

Arctic hydrological cycle over the satellite era (1979-2022, Hersbach et al. 2020). ERA5 has 

been shown to capture precipitation relatively well in the Arctic region compared with other 

major reanalysis products (Graham et al. 2019; Wang et al. 2019; Barrett et al. 2020). We 

compute total column-integrated water vapor (TMQ) as vertically integrated total specific 
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humidity at each grid cell and integrated vapor transport (IVT) to evaluate changes in moisture 

and transport, respectively:  

𝑇𝑀𝑄 = −
1

𝑔
∫ 𝑞

300 ℎ𝑃𝑎
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In these equations, q is specific humidity, u represents the zonal horizontal wind, v is the 

meridional horizontal wind, and g is the gravity acceleration. The quantities are computed on 

standard pressure levels.  

Atmospheric rivers (ARs) are detected and tracked using the Guan and Waliser (2019) 

tARget v3 AR detection and tracking algorithm. It is an updated version of Guan and Waliser 

(2015), one of the earliest and most widely used AR detection tool. The tARget algorithm has 

been recommended by the Atmospheric River Tracking Method Intercomparison Project 

(ARTMIP) as a scheme suitable for both global and regional studies, particularly regions with 

climatologically low IVT such as at high latitudes (Kay et al. 2016), due to the season- and 

location-dependent AR thresholds used in this algorithm.  

The AR contribution to trends in poleward IVT is quantified by computing the ratio of 

trends with the IVT fields from ARs removed to those using the full IVT fields. For AR 

detection, we use daily output from the iCESM1 simulations and 6-hourly outputs from the 

CESM2-LE and ERA5. The contributions and magnitudes of AR frequency and poleward IVT 

between ERA5 and iCESM1 are nearly identical, even despite using daily output from 

iCESM1 for AR detection and tracking. In the CESM2-LE, the strongest moistening members 

(Arctic total precipitable water > 1 standard deviation), shows strong poleward transport east 
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of Greenland, over the Bering Strait, and over central Eurasia, but not west of Greenland or 

over northern Europe (Supplementary Fig. B1b). In these strong moistening members, 

CESM2-LE also lacks the high-pressure trend over Europe but rather has very strong 

increasing high pressure over eastern Eurasia (Supplementary Fig. B1b). 

 

3.2.2 Precipitation and Soil Moisture Products 

To evaluate the ability of iCESM1 simulations to replicate observed precipitation, we 

examine high latitude total precipitation trends using a wide range of precipitation products to 

sample the large uncertainties in a data sparse region (Walsh et al. 2023). Observation-derived 

precipitation products used include Global Precipitation Climatology Project version 2.3 

(GPCP, Huffman et al. 1997), Global Precipitation Climatology Centre (GPCC, Huffman et 

al. 1997), Climate Prediction Center Merged Analysis of Precipitation (CMAP, Xie and Arkin 

1997), the University of Delaware Terrestrial Precipitation product (UDEL-TS, Willmott and 

Matsuura 1995), and the Integrated Multi-satellitE Retrievals for NASA-JAXA Global 

Precipitation Measurement (GPM-IMERG). We use the GPCP monthly satellite-gauge 

product at 1°x1° resolution from 1979 to 2022. CMAP merges measurements from 5 satellite 

products and rain gauge data averaged to monthly means. UDel-TS interpolates monthly total 

precipitation from station rain gauge data over land from 1979 to 2014. GPM-IMERG is a 

NASA product estimating monthly mean global surface precipitation rates at a horizontal 

resolution of 0.1° from 2000 to the present. Simulated soil moisture trends are compared with 

trends from SSMV-PASSIVE soil moisture product, which combines measurements from 15 

different satellite products from 1981 to 2022.  
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3.2.3 Models 

To evaluate the differences of using the model’s inherent circulation and quantify the role 

of anthropogenic forcing (which we do not directly quantify in the nudged iCESM1 

simulations), we examine a suite of available output from CESM1 and CESM2 simulations. 

We use CESM1-GOGA as a comparison with the fully-coupled and AMIP-style tagging 

simulations to verify that there are small differences between the iCESM1 configurations 

(Supplementary Fig. B8). To quantify the contribution from the forced response to 

anthropogenic climate change and the spread due to internal variability, we examine JJA AR 

frequency, IVT, and 200 hPa geopotential height trends in 40-members from the CESM2-LE 

with smoothed biomass burning. Although CESM2-LE provides a total of 100 members for 

public use, only the 40 members (with smoothed biomass burning) out of the entire 100 

ensemble members provides 6-hour data that can be used to identify ARs. 

  

3.2.4 Nudged, water isotope enabled CESM1 simulations 

We use the isotope-enabled Community Earth System Model version 1 (iCESM1). 

iCESM1 uses as its base the CESM1.2 (Kay et al. 2015), which has the Community 

Atmosphere Model version 5.3 (CAM5.3, Neale et al.), Community Land Model version 4 

(CLM4, Oleson et al. 2010), Parallel Ocean Program version 2 (POP2, Smith et al.), and Los 

Alamos Sea Ice Model version 4 (CICE4, Hunke 2010). The atmosphere and land components 

have the nominal 1° (0.9° x 1.5° finite volume grid) and 2° (1.9° x 2.5° finite volume grid) 

resolution and finite-volume dynamical core (CESM1-FV2). Previously, iCESM1 has only 

been run with the nominal 2° resolution grid and, therefore, we examine both to gauge the 
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impacts of horizontal resolution on moisture transport and precipitation. In the future, higher 

resolutions with regional-refinement or global cloud resolving models would be more ideal to 

address issues of resolution. CAM5.3 has 30 active atmospheric levels in hybrid-sigma 

coordinates. POP2 and CICE4 are on the nominal 1° resolution grid with displaced poles over 

Greenland and Antarctica. These experiments are run with prescribed monthly sea surface 

temperatures and sea ice concentrations taken from ERA5 that are remapped to the iCESM1 

ocean model grid. Tagged WV and specific humidity reflects the grid point or region from 

which it evaporates.  

 

3.2.5 iCESM1 Experiment Design 

The isotope-enable Community Earth System Model (iCESM1) uses numerical water 

tracers to follow movement and phase changes beginning from evaporation, when moisture is 

tagged based on its region, to when it is precipitated out of the atmosphere (Brady et al. 2019; 

Nusbaumer et al. 2017). The model is nudged to ERA5 horizontal winds (u, v) and temperature 

throughout the atmosphere, and specific humidity in the lowest model level nearest the surface. 

A number of sensitivity experiments are conducted, and the nudging simulation does not 

appear to be sensitive to whether observed specific humidity is constrained at the lowest model 

level (not shown). Sea surface temperatures and sea ice concentration from ERA5 are 

prescribed. Greenhouse gas concentrations are fixed at year-2000 levels, so as not to double 

count the effects from greenhouse gas driven warming and thereby introduce artificial heating. 

Previous moisture tagging experiments have employed free-running iCESM1 simulations, but 

the combination of nudging and tagging in this manner allows us to replay observed 

atmospheric conditions (derived from ERA5) in iCESM1 so that the hydrological cycle (i.e., 
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evaporation, transport, and precipitation) can be decomposed into its observed sources and 

pathways.  

We construct 54 evenly dispersed regions (in terms of latitude and longitude, rather than 

area) around the globe without consideration for land or ocean surfaces. We also use an 

additional water tagging simulation, with 2 individual regions over North America and Eurasia 

land masses, to verify that the majority of moisture being sourced from 50-70° N originates 

from the land rather than ocean (not shown). To ensure that these runs correctly simulate the 

climatological patterns of humidity and rainfall, we check the annual cycles in the iCESM1 

simulations against reanalysis, finding that the two products agree and the results from the 

iCESM1 simulations are representative of the changes over the satellite era (Fig. 3.1a-b). In 

Appendix B we also include an additional 9-region tagging simulation, with the 9 smaller 

domains within central and eastern Canada (region 47 in the 54-region simulation) to show the 

moisture sources within this key area. 

Since the 54 tagging regions are evenly distributed based on latitude and longitude, larger 

source region areas closer to the equator may disproportionately contribute to Arctic WV 

changes. Therefore, we normalize specific humidity from each region by its total area, giving 

greater weighting to the smaller, high latitude regions. This shifts relative contributions to 

regions that are closer to or within our target region in the Arctic but does not change the 

overall qualitative results. In the text we present both raw and normalized contributions.  

In addition, we use both atmosphere and land only or atmospheric model intercomparison 

project-style (AMIP) and fully-coupled approaches. Prescribing sea surface temperatures and 

sea ice concentrations may not accurately reflect important atmosphere-ocean-sea ice coupling 

processes that contribute to evaporation or stability of the lower Arctic troposphere. In this 
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study, we focus on boreal summer, finding that the conclusions are not sensitive to ocean-

atmosphere coupling due to weak air-sea gradients within the Arctic. The differences between 

the AMIP-style and fully-coupled simulations generate canceling effects when averaging over 

the Arctic as in Fig. 4 and do not change the pattern of WV radiative effect (Supplementary 

Fig. B9). Future examination of the interactions between the atmosphere and ocean during 

other seasons is necessary, though this is outside the scope of the present study. 

 

3.2.6 Radiative feedback analysis  

To better understand how increasing Arctic moisture contributes to a change in radiative 

forcing, we follow the traditional radiative kernel approach using the ERA5 and CAM5 

surface, all-sky surface radiative kernels from Huang and Huang (2023) and Pendergrass et al. 

(2018), respectively. iCESM1 outputs are regridded to the same resolution (2.5°x2.5°) and 37 

vertical levels as the ERA5 and CAM5 kernels41. The moisture kernel quantifies the radiative 

response to the moistening caused by 1 K warming, assuming constant relative humidity. The 

WV radiative effect is integrated through the tropospheric column (below ~300 hPa), and we 

use the local feedback, which considers the surface temperature response at each latitude or an 

area-weighted average over the Arctic region (70-90° N). The contribution of each moisture 

source region to the Arctic WV radiative effect is computed by subtracting the WV tagged 

from each region individually from the total WV at each level and grid point then computing 
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the radiative effect. All analyses focus on monthly mean or June-July-August (JJA) means to 

examine the summertime Arctic WV feedback and its associated moisture transport.  

Following Huang and Huang (2023), the traditional water vapor feedback (Soden et al. 

2008; Shell et al. 2008) associated with total and regional humidity change is computed as: 

𝑑𝑅𝑖 = 𝐾𝑞𝑑𝑇𝑖 

Where, 

𝑑𝑇𝑖 =
𝑑𝑞𝑖

𝑞0

𝑅𝑣

𝐿𝑣
𝑇0

2 

Here, the subscript i denotes each tagged region (1-54), dqi is the trend in total specific 

humidity minus the trend in specific humidity from each tagged region, q0 and T0 are baseline 

or climatological specific humidity and temperature based on the 1981-1999 reference period, 

Rv is the gas constant for water vapor (J), and Lv is the latent heat of vaporization for liquid 

water at 0° C for water vapor (J kg-1). The local feedback is then computed by dividing by the 

trend in surface temperature (Ts) at each latitude (ϕ): 

𝜆𝑞𝑖 = 𝑑𝑅𝑖/𝛥𝑇𝑠(𝜙) 

Note that after computing the local feedback, the sum of the individual regions (1.70 W m-

2 K-1) is not equal to the total feedback parameter (1.83 W m-2 K-1) (Feldl and Merlis 2023). 

The vertically integrated feedback parameter is computed from 1000 hPa to the tropopause, 

estimated as 100 hPa in the tropics then linearly decreasing to 300 hPa in the polar regions.  

We also provide additional radiative feedback calculations to place our traditional fixed 

relative humidity kernel approach into a broader context of the established feedback 

framework. Following the relative humidity framework detailed in Held and Shell (2012), we 

first compute the traditional total water vapor (LW+SW), Planck, and lapse rate feedbacks, 

using trends in specific humidity and temperature from the iCESM1 simulations convolved 
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with the ERA5 radiative kernels (Supplementary Fig. B10). We then compute the alternative 

Planck, lapse rate, and relative humidity feedbacks (Supplementary Fig. B10). Note that if 

comparing the feedback magnitudes from our nudged simulations, a La Nina-like trend in the 

eastern tropical Pacific generates negative water vapor and temperature feedbacks in the 

tropics that would likely not be seen in the traditional approach that differences pre-industrial 

control and abrupt doubling or quadrupling CO2 simulations.  

During JJA, the surface longwave water vapor radiative feedback (2.92 W m-2 K-1) is 

dominated by the response to departures from fixed relative humidity (1.79 W m-2 K-1), with 

the required adjustment to maintain fixed relative humidity in response to uniform (alternative 

Planck minus Planck, 1.09 W m-2 K-1) and nonuniform warming (alternative lapse rate minus 

lapse rate, 0.03 W m-2 K-1) being second order (Supplementary Fig. B10). In contrast, the 

opposite conclusions can be drawn using TOA radiative kernels due to the dominance of the 

Planck TOA radiative response (Supplementary Fig. B10). The results do not change the 

relative radiative impacts of the moisture transport from each tagged region, however this 

suggests that future studies should more thoroughly consider the impacts of relative humidity 

trends in Arctic climate change. Additionally, future examination of other seasons as well as 

cloud radiative effects and their interactions with these feedbacks would also be beneficial. 

We also test the radiative impacts of moisture transport on the Arctic surface using 

radiative kernels derived from both ERA5 and CAM5 (Supplementary Fig. B3,B8). Examining 

the zonal mean patterns of the summertime WV radiative effect, we find good agreement when 

using either ERA5 or CAM5 surface radiative kernels. Both show a negative feedback in the 

tropics due to cooling SSTs in the eastern equatorial Pacific and a strong positive feedback in 

the subtropical midlatitudes. The primary differences in the patterns occur within the central 
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Arctic. Specifically, the radiative kernels computed using a single-year simulation with CAM5 

show a much stronger positive magnitude from 850 to 600 hPa, north of 75°N (Supplementary 

Fig. B3, B8). In contrast, the ERA5 kernels use the average of 5 years (2011-2015), that 

provides a relatively broad sampling of the variability in the Arctic, with 2011-2012 and 2015 

being dominated by strong anticyclones and 2013-2014 being dominated by strong cyclonic 

patterns. Anticyclonic circulation over the Arctic, similar to the trends examined in this study, 

are known to induce cloud increases along the periphery of the anticyclone and in the lowest 

model layers, but decreases in the mid-troposphere where there is strong subsidence in ERA5. 

The cloud component generates a cooling effect during boreal summer that dampens the net 

warming in the all-sky WV radiative effect (Supplementary  Fig. B8). Therefore, the 

differences between ERA5 and CAM5 are likely the result of a combination of internal 

variability driven atmospheric processes (e.g., subsidence over the central Arctic) and model 

physics. Ultimately, we find small differences between the two products, and therefore focus 

on results using the ERA5 kernels. 

 

3.3 Historical and model simulated trends  

The iCESM1 simulations with atmospheric nudging yield nearly identical replays of 

anomalous JJA atmospheric WV within the Arctic from ERA5 (Fig. 3.1a, black and magenta 

lines), with moistening trends of 0.35 kg m-2 decade-1 in iCESM1 and 0.27 kg m-2 decade-1 in 

ERA5. The 40-member ensemble mean from the Community Earth System Model version 2 

Large Ensemble (CESM2-LE) with smoothed biomass burning exhibits a slightly enhanced 

trend over 1981-2022 (0.53 kg m-2 decade-1) relative to iCESM1, though the nudged 

simulations largely fall within the envelope from CESM2-LE members (Fig. 3.1a). While there 
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is an increasing trend over the satellite era in both atmospheric WV and precipitation, total 

precipitation in the CESM2-LE, iCESM1, and ERA5 do not increase as strongly as 

observations from the Global Precipitation Climatology Project (GPCP, green curve in Fig. 

3.1b, Huffman et al. 1997). Unlike GPCP, other observational products, such as CPC Merged 

Analysis of Precipitation (CMAP, Xie and Arkin 1997), Global Precipitation Climatology 

Centre (GPCC, Schneider et al. 2014), and the University of Delaware Terrestrial Precipitation 

product (UDel-TS, Willmott and Matsuura 1995), do not show a rapid increase in Arctic 

precipitation around 2000 and have insignificant trends consistent with iCESM1 and ERA5 

(Fig. 3.1b). Detrended total precipitation over the Arctic in nudged iCESM1 strongly correlates 

with detrended observational precipitation products from 1981-2022: CMAP (r=0.79), GPCP 

(r=0.59), GPCC (r=0.58), and UDel-TS (r=0.44, 1981-2014). The Integrated Multi-satellitE 

Retrievals for NASA-JAXA Global Precipitation Measurement (GPM-IMERG, dashed brown 

curve in Fig. 3.1b) shows a similar peak in Arctic precipitation during the early 2010s but 

rapidly decreases thereafter, and the product is not significantly correlated with any of the other 

products examined. Despite the large spread in the magnitude of JJA Arctic precipitation 

amongst our model simulations and observation-derived datasets, the iCESM1 simulations 

generally agree well with the observed year-to-year variability and trends of most products 

examined here. The large uncertainty of current precipitation data in reflecting long-term 

variability of Arctic precipitation indicates the necessity of the current modeling analysis to 

aide in better assessment of hydrological variability in high latitudes from a new perspective. 

During boreal summer there is significant moistening throughout most of the Northern 

Hemisphere below 400 hPa (Fig. 3.1d,f). The Arctic experiences moistening of the 

atmospheric column (0.35 kg m-2 decade-1, black curve in Fig. 3.1a), except for a small patch 
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over the Beaufort Sea and parts of the Pacific sector (Fig. 3.1c,e). Moistening trends follow 

circulation, occurring where there are increases in geopotential height and poleward integrated 

water vapor transport (IVT). There has been an increasing geopotential height trend extending 

from the North Atlantic, over Greenland, and into the Arctic that has transported WV poleward 

to the west of Greenland (16.8 m decade-1). Poleward WV transport has also occurred between 

a low-pressure center over the Northeast Atlantic and high-pressure center over Europe, as 

well as east of a low-pressure center over central Eurasia. Zonal mean trends show an increase 

in specific humidity focused ~800 hPa and throughout the entire Northern Hemisphere (Fig. 

3.1d,f). The only non-significant specific humidity trends occur near the surface in the tropics 

and Arctic and at upper tropospheric levels (Fig. 3.1d,f). Geopotential height trends show the 

strongest increases in the uppermost troposphere that extend downward closer to the pole 

(contours in Fig. 3.1d,f). Nudged iCESM1 simulations accurately simulate the long-term 

variability in humidity and precipitation within the Arctic when atmospheric fields and 

boundary forcing derived from reanalysis are imposed. This lends more confidence to the 

ability of the simulated water tagging results in the iCESM1 to reflect observed moisture 

trends, which will be extensively discussed in the following sections.  



  83 

 

Figure 3.1 Variability and trends in moisture transport from nudged iCESM1 

simulations and observation-based datasets. a,b, JJA total column precipitable water (i.e., 

vertically integrated specific humidity)  (kg m-2) within the Arctic (70-90° N) from CESM2-

LE (blue, grey shading), iCESM1 (black) and ERA5 (magenta) (a). JJA total precipitation 

(snow+rain, large-scale+convective) within the Arctic (70-90°N) from the spread across 

observation-based precipitation products (green shading), iCESM1 (black), ERA5 (magenta), 

and the CESM2-LE (blue, grey shading) (b). c,e, 1981-2022 linear trends in total precipitable 

water (shading, kg m-2 decade-1), 200 hPa geopotential height (contour, m decade-1), and IVT 

(blue vectors, kg m-1 s-1 decade-1) from ERA5 (c) and iCESM1 (e). d,f, 1979-2022 linear trends 
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in zonal mean specific humidity (shading, g kg-1 decade-1) and geopotential height (contour, m 

decade-1) from ERA5 (d) and iCESM1 (f). Gray stippling in panels (c-f) indicates insignificant 

trends (<95% confidence level) in total precipitable water or zonal mean specific humidity. 

 

3.4 Role of ARs in increasing Arctic moisture trend 

By definition, trends in JJA AR frequency show similar spatial patterns as the IVT trends 

(Fig. 2b). There are four primary pathways that transport large amounts of moisture into the 

Arctic: 1) Siberian, and 2) central Eurasian, 3) European, and 4.) western Greenland pathways. 

Each coincides with areas that have poleward trends in IVT driven by large-scale circulation 

(magenta polygons in Fig. 3.2b). These major pathways reside on the western flanks of 

anticyclonic circulation trends where poleward winds carry large amounts of moisture into the 

Arctic (Fig. 3.2b).  

The simulated Arctic moistening results in large part from an increase in AR driven 

transport. The JJA total precipitable water trends in the Arctic associated with ARs is 2.56 g 

m-2 decade-1 or 77.4% of the total trend (See Methods). Using JJA troposphere mean specific 

humidity or poleward zonally integrated IVT at 70° N yields contributions of 0.047 g kg-1 

decade-1 (80.0%) and 9.22 million kg m-1 s-1 (66.8%), respectively. Contributions to poleward 

IVT along 70° N over western Greenland, northern Europe, and central Eurasia is 3.16 million 

kg m-1 s-1 decade-1 (65.2%), 0.67 million kg m-1 s-1 decade-1 (73.0%), and 3.08 million kg m-1 

s-1 decade-1 (95.5%), respectively (magenta boxes in Fig. 3.2). 
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Figure 3.2 Atmospheric Rivers drive moisture transport into the Arctic. a, Area-weighted 

average of JJA atmospheric river (AR) frequency within the Arctic (70-90°N) from 2 members 

of the CESM2-LE with 40-yr trends greater than 1.5 standard deviations (dashed blue), 

CESM2-LE (ensemble mean: solid blue, gray shading), iCESM1 (black), and ERA5 

(magenta). b-d, Linear trends in JJA AR frequency (shading, % decade-1), 200 hPa 

geopotential height (black contours, m decade-1), and integrated vapor transport (purple 

vectors, kg m-1 s-1 decade-1) from 1981-2022 from iCESM1 (b). Gray hatching in panel (b) 

indicates statistically significant AR frequency trends at the 95% confidence level. Dashed 

purple boxes indicate primary moisture transport pathways into the Arctic.  

 

Previous Arctic water tagging studies have noted the importance of central Eurasian 

moisture transport, but none have mentioned the importance of transport from North America 

(Singh et al. 2016, 2017; Harrington et al. 2021). Therefore, to determine if this discrepancy is 

due to internal variability or the implementation of nudging to reanalysis winds, we examine 

trends in JJA AR frequency using a 40-member subset of the “free-running” CESM2-LE (see 

methods). The CESM2-LE shows a comparable frequency of JJA AR events within the Arctic 

to iCESM1 and ERA5 (Fig. 3.2a); however, the historical model simulation (without nudging) 

possibly lacks the decadal variability that contributes to the trend in the reanalysis. In the forced 

response, represented by the CESM2-LE ensemble mean, trends in AR frequency show a 

relatively uniform increase in AR occurrence across most of the Northern Hemisphere 
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(Supplementary Fig. B1c). This is consistent with previous research showing GCMs exhibit 

uniform moistening throughout the entire troposphere in response to greenhouse gas forcing 

(Simpson et al. 2024).  

Focusing on the missing transport from North America in free-running simulations, we 

find the CESM2-LE only captures the increasing AR frequency trends west of Greenland in 

two out of the 40 members analyzed in this study (magenta polygon in Supplementary Fig. 

B1d, 60-85° N, 90-50° W). In these members, the model replicates a slightly southeastward 

shifted wave train (with a high pressure center over Greenland) that contributes to increased 

AR frequency west of Greenland (black contours in Supplementary Fig. B1d). However, the 

free-running model lacks decreasing AR frequency trends in the North Atlantic and, therefore, 

does not reflect the observed redirection of ARs west of Greenland, but rather an increase 

coming from the west (Supplementary Fig. B1d). The IVT trends (red vectors in Fig. 3.2b vs. 

Supplementary Fig B1d) indicate strong zonally oriented transport from the North Pacific into 

the Arctic that is not observed in iCESM1 and ERA5. Rather, the nudged simulations display 

a redirection of North Atlantic moisture and ARs west of Greenland that has been linked to 

cyclonic wave breaking events that generate anticyclonic winds over Greenland (Liu and 

Barnes 2015) (Fig. 3.2b). It is likely that even when the CESM2-LE captures similar patterns 

in AR frequency and large-scale circulation, the moisture sources are different than in the 

nudged iCESM1 and ERA5. This highlights the need to consider the role of observed 

circulation variability on long-term changes in high latitude ARs.  
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3.5 Significance of land-sourced moisture for the Arctic summertime WV radiative 

effect 

By nudging to ERA5 winds, the model reveals that the four major vapor transport pathways 

are responsible for climatological poleward moisture transport and the recent Arctic 

moistening in summer (Fig. 3.1a-b). We determine the contribution to Arctic moisture changes 

from each tagged region by computing an Arctic mean (area weighted within 70-90° N) of 

total precipitable water evaporated from individual regions (see methods, contribution from 

each tagged region is also normalized by the area of each tagged region). 

To understand the contribution of each source region, we focus on the source contributions 

to both mean and trends in JJA Arctic averaged (70-90° N) total precipitable water. Consistent 

with previous water tagging studies, we find a leading contribution to the detrended mean being 

sourced from a narrow band between 50-70° N (7.50 g m-2, 46.6%) and in the long-term trends 

(1981-2022, 1.63 g m-2 decade-1, 41% when normalized by area) (Fig. 3.3). This 50-70° N band 

includes a large contribution from the North American land mass, contributing 7.67% (7.40% 

normalized) to the mean and 0.329 g m-2 decade-1 or 16.1% (9.73% normalized) to the 1981-

2022 trends (Fig. 3). This strong influence of North America has not been identified in previous 

free-running or historical simulations examining poleward moisture transport.  

The 44-yr trends in source-region contributions to Arctic WV show some similar 

relationships as their mean contribution, with the strongest contributions coming from 

Northern Hemisphere land masses, particularly northern Europe, central Eurasia, and 

northeastern North America (Fig. 3.3b). Remote sources account for 84.2% (62% of total from 

land) of the moistening trend over the Arctic in the last 4 decades. These trends show less 

emphasis on Siberia and Alaska, as well as a decreased importance of the midlatitude oceans, 
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especially northern extensions of these regions. Locally, there is a strong normalized increase 

in moisture coming from the Kara Sea and Canadian Arctic Archipelago regions. When 

considering the colder seasons, as temperature gradients can reach up to 40° C between the 

atmosphere and ocean, there is a greater contribution from the local (Barents Sea and Kara Sea 

to the mean and Laptev Sea and East Siberian Sea in long-term trends) and high latitude oceans 

(Supplementary Fig. B2). 

 

Figure 3.3 Sources of interannual variability and long-term trends in Arctic water vapor. 

a,b, Root mean square error (kg m-2) when each region is removed from JJA Arctic (70-90° 

N) total column precipitable water (a) and linear decadal trends (1979-2022, g m-2 decade-1) in 

JJA Arctic (70-90° N) total column precipitable water (b) sourced from each of the 54 tagged 
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source regions. Numbers indicate the source region number or tag. Shading corresponds to the 

magnitude of the RMSE (a) or trend (b) on the left side of the color bar and the relative 

contribution (% of total) on the right of the color bar. Contributions are standardized by the 

area of the source region (See Methods).  

 

We quantify the radiative impacts of moisture transport by applying the ERA5 (Fig. 3.4) 

and CAM5 (Supplementary Fig. B3) radiative kernels to the linear trends (1981-2022) in 

specific humidity from iCESM1 (Pendergrass et al. 2018; Huang and Huang 2023). The total 

summertime Arctic WV surface radiative feedback determined from the trends in the nudged 

iCESM1 simulations is 1.82 W m-2 K-1. Northeastern North America contributes 0.335 W m-2 

K-1 (18.4%) to the Arctic WV feedback in terms of the long-term change over the satellite era. 

Locally, moisture sourced through evaporation from the Arctic Ocean contributes to 15.9% 

(0.291 W m-2 decade-1) of the WV radiative feedback computed over the historical period, and 

remote sources account for the remaining 77%. This local contribution primarily results from 

a positive radiative effect originating from the Laptev Sea (region 50, 0.103 W m-2 K-1) and 

the Canadian Arctic Archipelagos (region 53, 0.128 W m-2 K-1). Though counterintuitive with 

global warming driving decreased sea ice cover over the Arctic, weak air-sea temperature 

gradients and lower tropospheric stability limit the local contribution to moistening and the 

WV radiative effect during summer, leaving remote transport the dominant contributor to the 

JJA Arctic WV radiative effect (Kay and Gettelman 2009; Morrison et al. 2019).  
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Figure 3.4 Regional contribution to the Arctic summertime surface water vapor radiative 

feedback. A, Total column integrated WV radiative effect (W m-2 K-1) computed by removing 

WV sourced from each region using the ERA5 radiative kernel approach (a) (Methods). 

Numbers indicate the source region number or tag. Shading corresponds to the magnitude of 

the JJA Arctic WV radiative response (W m-2 K -1) on the left side of the color bar and the 

relative contribution (% of total) on the right of the color bar. B, Vertical structure of Arctic 

(70-90° N) WV radiative (W m-2 K-1), computed by removing WV from each tagged source 

region (x-axis) (b). Region numbers on x-axis in (b) correspond to numbered labels in panel 

(a).   

 

Radiative feedbacks are typically examined using a column-integrated or surface 

perspective, but this can overlook the impacts of vertical changes in moisture and temperature 
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that modulate radiative fluxes. The radiative kernel approach used here reveals that the WV 

radiative effect within the column can be vertically uniform or unevenly distributed when 

considering changes over the satellite record. The strongest WV radiative effect occurs in the 

lower troposphere, between 850 and 1000 hPa, in the vertical range of the majority of poleward 

moisture transport (Fig. 3.4b). Moisture sourced from land sources over northeastern North 

America and northern Eurasia produce the strongest positive WV radiative effect throughout 

the atmosphere, with more remote, subtropical source regions affecting higher altitudes (~700 

hPa) and the local sources affecting lower altitudes (>900 hPa). The moisture transport from 

western Eurasia (regions 43) exhibits a strong moistening trend (Fig. 3.3), but this transport 

contributes unevenly to the vertical structure of the WV radiative effect, being positive at mid- 

to upper levels but negative at lower levels (Supplementary Fig. B4a). In contrast, the WV 

changes originating from central and eastern Eurasia (regions 44, 45) extend down to the 

surface, inducing a much stronger radiative effect, despite region 45 having a much weaker 

moistening trend than region 43. Northeastern North America, despite a small negative 

radiative effect near the surface, has the most extensive warming throughout the lower levels 

of the column, creating the strongest contribution to the positive Arctic WV radiative effect 

(Supplementary Fig. B5c).  

 

3.6 Diverse land capacitor effects between continental source regions  

Because central and eastern Canada (region 47) appears to be particularly effective in 

inducing the summertime WV radiative effect (16.0%, Fig. 3.4a), we run an additional 

simulation with 9 smaller regions within the area of interest (Supplementary Fig. B5d). The 

vertical structure of trends originating from region 47 suggest this radiative efficiency is likely 
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due to increased transport at throughout middle to lower levels (Supplementary Fig. B5c). 

Other regions (i.e., 41, 43) have much weaker radiative impacts because over recent decades 

their transport has been pushed to higher elevations (Supplementary Fig. B4a-b), reducing their 

capability to travel farther distances into the Arctic and influence surface radiative fluxes.   

The strongest source regions originating from central and eastern Canada (region 47) are 

from the southern and southwestern areas, just south of Hudson Bay (Supplementary Fig. B5d). 

These regions coincide with the strongest positive soil moisture trend (Supplementary Fig. 

B5e). Moisture sourced from the leading regions contributing to Arctic moistening generally 

leaves behind drying trends both globally and over midlatitude land masses (Supplementary 

Fig. B5e, Supplementary Fig. B6a). The one exception is over central and eastern Canada 

(region 47), where there is an increasing signal in soil moisture (red box in Supplementary Fig. 

B5e). This suggests that even though the region is a leading contributor to moisture 

redistribution from the midlatitudes to the Arctic, there is a capacitor effect, where recycling 

of moisture from the tropics or the buildup of soil moisture supplies transport into the Arctic 

over several decades. Land and soil processes in region 47 likely enhance moisture storage 

through time, which can then be transported to the Arctic and strongly influence summertime 

Arctic moistening and radiative feedbacks.  

The soil creates a land capacitor effect by storing incoming precipitation from remote, 

equatorward regions. During spring, much of the moisture originates and is evaporated from 

the Caribbean and tropical Atlantic (regions 35 and 36), accounting for 54% of the precipitation 

trends over northeastern North America (Fig. 3.5a). During summer, the source of this moisture 

shifts to the Caribbean and continental United States (regions 35 and 41, 35.6%). The 

Caribbean and tropical Atlantic are the key source regions supplying this increase in soil 
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moisture over central and eastern Canada via precipitation in May and June (Fig. 3.5a). A 

Bermuda high type anticyclonic circulation trend over the subtropical Atlantic, paired with an 

elongated ridge extending over Greenland, drives this poleward moisture transport over 

northeastern North America (Supplementary Fig. B5e). Much of the transport originating from 

these tropical sources continues into the Arctic, though precipitation along the way feeds land-

sourced moisture towards the end of the summer season. Changes in local recycling in both 

spring and summer can only explain as much as 18% of the precipitation trends driving 

increases in soil moisture, with most of the locally evaporated WV being transported and 

precipitated northward in the Arctic (Fig. 3.5d). Despite previous studies suggesting that land-

sourced moisture is most important for summertime Arctic WV increases and the associated 

radiative impacts, this moisture originally comes from the Caribbean Sea and tropical Atlantic 

before being deposited in the land surface in northeastern North America and ultimately being 

transported into the Arctic. This highlights the importance of accurately capturing land surface 

processes because they facilitate the interactions between the Arctic and lower latitudes, and 

therefore the rate of Arctic Amplification. These results also highlight the need for caution 

when interpreting tagging and backtracking approaches to understand the sources of Arctic 

moisture change.  
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Figure 3.5 A land capacitor effect mediating poleward moisture transport. a,c, Linear 

trends (1981-2022) in rainfall precipitation (mm day-1 decade-1) from regions in the Northern 

Hemisphere (regions 30-54) over region 47 (a) and regions 43 and 44 (c). Vertical dashed 

black lines denote region 35 and 36 (Caribbean Sea and tropical Atlantic) and region 47 

(central and eastern Canada) in panel (a), and region 43 and 44 (western and central Eurasia) 

in panel (c). b, Linear trends (1981-2022) in column-mean soil moisture over vegetated land 

surfaces (mm-3 cm-3 decade-1) over central and eastern Canada (region 47). Monthly mean 

trends (1981-2022) in evaporation (blue curve, cm day-1 decade-1), total precipitation (brown 

curve, cm day-1 decade-1), and total precipitable water (red curve, kg m-2 decade-1) over central 

and eastern Canada (region 47) (b). e, Linear trends (1981-2022) in rainfall precipitation (mm 

day-1 decade-1) over the Arctic from regions in the Northern Hemisphere (regions 30-54) (c). 

Horizontal (panel a, c, and e) and vertical (panel b and d) dashed black lines denote boreal 

summer (JJA). Black and red dots denote statistically significant trends at the 95% confidence 

level using a two-side t-test and Mann-Kendall test, respectively. 
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In contrast, moisture transport from western and central Eurasia (regions 43-44) exhibit 

decreasing precipitation trends in boreal summer (-0.033 mm day-1 decade-1) but increases in 

February (0.056 mm day-1 decade-1) due to increasing large-scale rainfall (0.048 mm day-1 

decade-1) (Fig. 3.5c-d). Between February and May, a South Asian high pattern over low 

latitude Eurasia contributes to rainfall over northern central Eurasia (Supplementary Fig. B4d). 

Sources of rainfall over the region primarily originate from lower latitudes, such as from the 

Mediterranean Sea (region 37, 16.8%) and local recycling (region 43+44, 24.4%). Decreasing 

precipitation from March through June coincides with increasing evaporation (0.0157 mm day-

1 decade-1), increasing moisture divergence (0.0158 mm day-1 decade-1), and soil moisture 

drying (-0.036 mm mm-3 decade-1) (Fig. 3.5d). These drying trends are associated with a 

strengthening anticyclonic circulation trend that is part of a high wavenumber feature along 

the jet over Europe and eastern/central Eurasia, which prevents transport to and precipitation 

in the region as well as induces subsidence-driven warming that enhances evaporation and soil 

moisture depletion (Supplementary Fig. B4). The Eurasian transport pathway shows an 

opposite influence, relative to that over North America, of large-scale circulation on the 

sources of moisture contributing to increasing WV in the Arctic. 

 

3.7 Summary & Conclusions 

Contrary to expectations, local open water and evaporation plays a relatively minor role in 

increasingly moistening the summertime Arctic atmosphere and the subsequent radiative 

impacts. Locally sourced moisture contributes to 15.8% (39% normalized for area) of total 

column WV trends and 17.1% of the WV radiative effect across the satellite era. Weak air-sea 

temperature gradients in the Arctic limit the surface’s ability to influence the atmosphere 
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through evaporation or latent heat fluxes during summer (Kay et al. 2016). Conversely, remote 

sources contribute to 84.2% (61% normalized) of the moistening trend and 82.9% of the 

summer WV radiative feedback in the Arctic over the last 42 years. The dominant contribution 

from sources outside the Arctic highlights the need to understand the importance of large-scale 

circulation in steering to the processes driving poleward moisture transport and its impacts on 

polar climate. In our simulations, we also find changes in moisture sinks, represented by a 

decrease in precipitation efficiency (defined as the change in precipitation divided by change 

in water path) through reduction of cloud ice in Arctic mixed-phase clouds, which increases 

the lifetime of water vapor in the atmosphere and its radiative impact (Supplementary Fig. B7). 

Thus, remote moisture sources may induce stronger Arctic Amplification through an efficient 

phase “partitioning” change of local clouds.  

Given that the WV feedback is a key component of Polar Amplification, more efforts 

should be spent to understand its significance. However, moisture transport over the historical 

period has shown a potentially strong response to internal variability, highlighting the need to 

understand changes in circulation over the historical record and into the future (Wills and 

Schneider 2016). In addition, models tend to be biased in their representations of large-scale 

SST trends (Wills et al. 2022). This is particularly evident in the negative tropical WV feedback 

from the iCESM1 simulations that use observed SSTs (Supplementary Fig. B7-8). Therefore, 

it is also important to consider large biases in simulated SSTs and their influence on moisture 

availability and atmospheric circulation when comparing observed trends from the satellite 

record.  

Results from the iCESM1 simulations suggest that land processes are especially important 

in mediating poleward transport, especially in boreal summer, despite this moisture originating 
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from the ocean or the tropics. Soil moisture over the satellite record shows drying trends across 

most of the Earth, except over central and eastern Canada, (Fig. 3.5b). However, northern 

North America (region 47) shows increasing WV directly above the region that likely helps to 

retain soil moisture, while region 41 shows drying throughout the local atmosphere and soil 

(Fig. 3.5). A similar land capacitor effect also operates in other regions (west and central 

Eurasia), with soil moisture being key to supplying increased poleward transport, as the only 

potential sources feeding the trends over Eurasia are associated with wintertime precipitation 

originating from the Atlantic. This indicates that the Arctic moisture sources are very diverse 

and poleward transport is complex, including direct and indirect pathways that rely on high 

latitude land-ocean-atmosphere interactions. This is understandable, since the average 

residence time of WV in the atmosphere is only a few days, making a land capacitor effect, 

such as that identified in central and eastern Canada, necessary to relay the stronger moisture 

influx originating from the lower latitudes to the Arctic. This analysis also suggests that a shift 

in the phase of atmospheric circulation trends could alter the sources and pathways of moisture 

transport to the Arctic and therefore the importance of WV in determining the rate of Arctic 

Amplification.  

Our new findings regarding the land capacitor’s role in mediating poleward moisture 

transport still needs to be further reconciled with conceptual frameworks built on the 

importance of the tropics for determining polar moistening, as the pole-to-equator moist static 

energy (MSE) gradient framework may oversimplify issues of sources and transport pathways. 

For example, the upward branch of the Ferrel cell (around 60-70° N) may play a key role in 

determining the moistening trend in the Arctic, as the large-scale zonal mean circulation cells 

are likely very important for determining poleward and upward moisture transport. In 
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particular, transport over this zone is dominated by the zonal mean component of eddy 

transport (𝑣′𝑞′, omega’q’) as indicated by the impact of ARs from 50 to 70° N. However, ARs 

are sensitive to circulation changes that are also driven by internal variability of the climate 

system. This suggests a scenario by which internal variability interacts with anthropogenic 

forcing. This is a potential mechanism that needs more attention in future model evaluations.  

It has been theorized that changes in the equator-to-pole temperature and moisture 

gradients could modify large-scale circulation patterns and storm tracks. It should be noted that 

during boreal summer these gradients are relatively small, and the anthropogenically forced 

response from climate models induces very weak regional changes, especially in atmospheric 

circulation. Therefore, with the impacts of wind-driven changes for moisture transport 

highlighted in this study, we emphasize the importance of understanding atmospheric 

variability and the pattern effect – which can simultaneously drive evaporation and transport – 

while also modulating meridional gradients and global temperature imbalances that are the 

foundation for simplified feedback frameworks. These results also highlight the importance of 

the fully-coupled atmosphere-ocean-cryosphere-land system in determining regional climate 

change impacts. In the future, better constraints on the interaction of the forced response and 

internal variability can help us better project changes in Arctic moisture and precipitation under 

increasing greenhouse gas concentrations. This understanding will also help us better simulate 

the forced response in global climate models and reduce the uncertainty in earth system model 

climate sensitivity resulting from changes in moisture availability and transport. In particular, 

the combined approach including water tagging, circulation nudging and radiation calculation 

developed in this study may serve as a useful tool to enable us better understand the global 

hydrological cycle in reality. 
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Chapter 4 

The role of atmospheric circulation in high latitude extreme 

aerosol transport events during the MOSAiC field expedition 

(2019-2020)  

I.T. Baxter 

In collaboration with: H. Wang, Q. Ding, H. Brown, Y. Huo, B. Guan, Y. Yang 

Abstract 

The role of atmospheric aerosols is a key uncertainty in the response of the polar regions 

to continued anthropogenic warming as aerosols can modulate radiative fluxes directly through 

absorption and scattering as well as indirectly through their interactions with clouds and 

surface albedo. In recent years, model development and analysis has highlighted an increasing 

importance of aerosols in determining simulated trends in Arctic climate change over the 

historical period. However, despite a strong sensitivity to aerosol forcing, global climate 

models, such as the Energy Exascale Earth System Model (E3SMv2), underestimate 

meridional transport and concentrations of aerosols at high latitudes relative to observations 

and reanalysis, degrading confidence in their ability to simulate historical and future changes 

in polar climate. To understand the causes and implications of this underestimation, we conduct 
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E3SMv2 simulations with winds nudged to those from the Modern Era Retrospective 

Reanalysis version 2 (MERRA-2) and aerosol source-region tagging. Our analysis focuses on 

the 2019-2020 Multidisciplinary drifting Observatory for the Study of Arctic Climate 

(MOSAiC) expedition period to utilize in situ measurements from the central Arctic. We find 

improved agreement between MOSAiC black carbon measurements and simulated transport 

events when specific large-scale circulation patterns determining key transport pathways are 

captured. Extending the concept of atmospheric rivers to extreme aerosol transport events, we 

also find a key role of aerosol atmospheric rivers (AARs) in contributing to extremely high 

concentrations during MOSAiC. We then compare AARs in the E3SMv2 to similar events 

simulated in E3SMv2-Arctic, which has regionally refined ocean and atmospheric horizontal 

grids poleward 45°N, to identify resolution sensitivity of the filamentary aerosol transport, 

finding improvement in AAR frequency but not transport with higher resolution.   

 

4.1 Introduction 

The Arctic has warmed at an accelerated rate compared to the global mean surface 

temperature, resulting the dramatic decline of snow and ice cover at high latitudes (Serreze and 

Francis 2006; Stroeve and Notz 2015; Comiso et al. 2008; Mouginot et al. 2019). This 

amplified warming has been attributed to complex interactions between the strong feedback 

processes in the region(Pithan and Mauritsen 2014; Goosse et al. 2018; Hahn et al. 2021). 

These processes, such as the surface albedo and cloud feedbacks, can be extremely sensitive 

to changes in black carbon (Serreze and Barry 2011; AMAP 2011). Black carbon (BC) can 

exacerbate this amplified polar warming through several direct and indirect ways (Flanner 

2013; Schmale et al. 2021). It can directly impact Arctic climate through changes in albedo, as 
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it is deposited on snow or ice, leading to large increases in absorbed shortwave radiation 

(Twomey et al. 1984; Clarke and Noone 1985; Warren and Wiscombe 1980; Brown et al. 

2022). BC and other aerosols can also influence climate indirectly, primarily through its 

interactions with clouds properties as cloud condensation nuclei or ice nucleating particles 

(Koch and Del Genio 2010; Ding et al. 2019). In addition, BC and the nutrients that are 

transported together have also shown a potential to modify the biogeochemistry, even being 

linked to large phytoplankton blooms, which then emit more aerosols and potentially create a 

feedback loop (Kramshøj et al. 2016; Nielsen et al. 2019). The redistribution and transport of 

BC and other aerosols is also very important for understanding Arctic Amplification because 

they can impact the polar regions remotely by modifying global heat and energy gradients, 

which can generate increased poleward heat and moisture transport into the Arctic (Sand et al. 

2013, 2017).  

Ultimately, the total climate impacts of aerosols is unclear due to large uncertainties in the 

representation of emissions, transport and aerosol-cloud interactions (Zelinka et al. 2013; 

Pithan and Mauritsen 2014). This has led to questions about model representations of key 

climate change metrics, such as  equilibrium sensitivity in Coupled Model Intercomparison 

Project Phase 6 (CMIP6) models, which increased a lot relative to its Phase 5 counterparts in 

response to aerosol forcing (aerosol-cloud interactions in the Southern Ocean) (Zelinka et al. 

2020). It was also shown that too strong variability associated with GFED biomass burning 

emissions from 1997-2014 also played a strong role in rapidly decreasing Arctic sea ice cover 

in the Community Earth System Model version 2 (CESM2) during the historical period 

(DeRepentigny et al. 2022). These studies have highlighted the need to better constrain what 

might be considered too strong climate responses to aerosol forcing. 
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Understanding the processes determining aerosol transport to high latitudes is, therefore, 

key in accurately simulating changes in polar and global climate. It has been difficult to 

validate model simulations because there is a lack of observations in the region. Satellites 

measuring aerosol properties generally have large pole holes over the central Arctic and unable 

to record observations during polar night. Reanalysis products, such the Modern Era 

Retrospective Reanalysis version 2 (MERRA-2; Randles et al. 2017), are susceptible to model 

biases and a lack of data to assimilate in. In situ measurements are incredibly sparse and 

sporadic, with the majority of these field studies occurring over short intervals far from the 

central Arctic, near the North Atlantic or over land. However, between October 2019 and 

October 2020, the MOSAiC field expedition was anchored in the Arctic sea ice, taking 

measurements of some aerosol species (Shupe et al. 2022; Heutte et al. 2023; Boyer et al. 

2023). The expedition noted several different types of intrusion events that influenced the field 

site, including one warm air intrusion that led to an extreme aerosol concentration events 

(Kirbus et al. 2023; Dada et al. 2022). This field expedition also coincided with the second and 

third leading high latitude biomass burning emission years since 1997, which has followed an 

increasing trend in recent years (Voronova et al. 2020; Ponomarev et al. 2021). 

Recent studies have highlighted the increasing importance and occurrence of extreme 

events determining changes in Arctic climate, such as wildfires as well as atmospheric rivers 

(ARs) (Overland 2022; Zhang et al. 2023; Gong et al.). Atmospheric rivers are narrow, 

filamentary ribbons of moisture that are responsible for as much as 90% of poleward 

propagating water vapor into the polar regions (Nash et al. 2018). Chakraborty et al. (2021) 

first adapted a commonly used global AR detection algorithm (Guan and Waliser 2015) to 

detecting transport of sulfate, dust, sea spray, organic carbon, and BC aerosols from reanalysis 
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data, calling them aerosol atmospheric rivers (AARs). Extending this approach, it was found 

that AARs contribute to 40-80% of global and more than 14% of poleward aerosol transport 

(Chakraborty et al. 2021, 2022; Lapere et al. 2024). Combining this importance of extreme 

aerosol transport on the redistribution of key species around the Earth and the uncertainties in 

the impacts of aerosols on global and polar climate we must understand how these processes 

are represented in climate models. 

Thus, in this study, we examine the relative impacts of large-scale circulation and 

emissions on Arctic radiative fluxes and cloud changes during the exceptional biomass burning 

year of 2019-2020. The following is organized as follows: 1.) We place 2019-2020 into the 

context of large-scale circulation changes and aerosol transport over the recent 30 years, 

identifying a consistent pattern modulating BC transport into the Arctic. 2.) The following 

section evaluates the ability of MERRA-2 and E3SMv2 to capture high latitude extreme 

transport events based on a composite analysis of anomalously large BC measurements by 

MOSAiC. 3.) The last section evaluates the representation of AAR frequency and BC transport 

into the Arctic across the reanalysis and model simulations. 

 

4.2 Data and Methods 

4.2.1 MOSAiC field measurements 

 The Multidisciplinary drifting Observatory for the Study of Arctic Climate (MOSAiC; 

Shupe et al. 2022) mission recorded several aerosol events that they traced back to both North 

America and central/eastern Eurasia using backward trajectory modeling (Engelmann et al. 

2021; Boyer et al. 2023). These events occurred primarily during winter (January-March 

2020). Studies generally use HYSPLIT backward trajectories to understand the sources of 
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these events, but the model makes several assumptions, such as there is no mixing of the air 

parcels with the surrounding environment.  

To make comparisons with surface black carbon concentrations from MERRA-2 and 

E3SMv2, we follow the conversion of black carbon to equivalent black carbon, trying to 

maintain consistency with the approach taken by the MOSAiC scientists. This entails 

converting black carbon mixing ratio to concentration by dividing by the density of air. We 

then convert black carbon mass concentration to equivalent black carbon using the ratios of 

the mass absorption coefficients (4.74 m2 g-1 and 7.77 m2 g-1) as well as dust mass 

concentration to reconstruct the approach taken using the measurements from the 

Photoacoustic extinctiometer (Momenimovahed et al. 2021). 

 

4.2.2 MERRA-2 reanalysis  

The observed AARs are detected using the Modern Era Retrospective Reanalysis version 

2 (MERRA-2) hourly vertically integrated u-wind and v-wind mass flux for black carbon 

(Randles et al. 2017). MERRA-2 has been assessed capture black carbon AOD reasonably well 

in the Arctic when evaluated against satellite and station measurements (Xian et al. 2022). In 

our analysis we also evaluate the ability of MERRA-2 to capture extreme black carbon 

measurements observed at the MOSAiC field site, finding good agreement in key properties 

of BC burden and BC-AARs. 

 

4.2.3 Maximum covariance analysis 

Maximum covariance analysis (MCA) is used to determine the primary covarying patterns 

of Arctic atmospheric circulation and tropical SSTs. MCA analysis uses singular value 
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decomposition of a covariance matrix between detrended, deseasoned 500 hPa stream function 

and total column integrated black carbon concentration (Bretherton et al. 1992; Wallace et al. 

1992). The leading patterns calculated using this method show the time series and spatial 

patterns of the two fields that are optimally coupled. 

 

4.2.4 Aerosol Atmospheric River (AAR) Detection 

We use two separate detection algorithms to detect AARs. The first is the tARgetv3 scheme 

by Guan and Waliser (2015, 2019). TARget3 uses both vIAT and uIAT to compute total 

integrated transport when determining both the percentile thresholds (85th percentile) and the 

total transport thresholds (Universal/vIAT). Chakraborty et al. (2021, 2022) previously tested 

sensitivity of AARs to the percentile threshold and found little difference in the detected events 

on a global scale.  

This approach has also been expanded upon to target polar AARs using another detection 

scheme employed is the Wille et al. (2021) algorithm (Lapere et al. 2024). This algorithm has 

often been used to detect high latitude ARs, specifically those traveling towards the Antarctic 

continent. It was found that ARs impacting West Antarctica travel predominantly in a 

meridional direction, so it was determined that using only vIVT -- or in this case vIAT-- more 

efficiently represented the observed events around Antarctica. A higher percentile threshold 

(98th percentile) is also used on only vIAT relative to tARgetv3's more global focus (85th 

percentile).  

Ultimately, we find that the differences in detection scheme are minimal when it comes to 

detecting specific AAR events. However, there are key differences in the structures of the 

AARs and the masks used to quantify related impacts. It should also be noted that tARget3 
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includes life cycle tracking, that could be included in the Wille et al. (2021) package. We find 

that when considering impacts, in terms of AAR statistics and their relationship with in situ, 

reanalysis, and satellite measurements, is it much more important to understand the life cycle 

of these events and how that changes conclusions.  

Because the MOSAiC-MIP E3SMv2 simulations are only run for 2019-2020, thresholds 

computed using MERRA2 3-hourly, total column-integrated BC fluxes are also applied to 

model output. There are possible model mean state biases that are necessary to consider in this 

context, but using MERRA2 thresholds also offers a more direct comparison of aerosol 

transport. We find that the differences between the mean states of meridional BC fluxes in 

MERRA2 and E3SMv2 are relatively small.  

 

4.2.5 Standard resolution E3SMv2 and aerosol tagging 

We use 30 regions based on the AR6 reference regions (Iturbide et al. 2020), modified 

based on GFED4.1 and HTAP2 regions for wildfire and anthropogenic emissions, respectively. 

We have a local Arctic region that is based on the E3SMv2 land mask and encompasses the 

Arctic Ocean north of 70° N and the Greenland landmass. We use 30 regions in total, including 

a single non-Arctic Ocean, with the remaining 28 being land-based regions (Fig. 1). Our 

control run uses the CMIP6-SSP245 forcing scenario for 2020 and interpolated from 2015 to 

2020 for 2019. 

The model is run in the AMIP-style configuration using the HadISST sea surface 

temperatures and sea ice concentration globally (Durack and Taylor 2016). There is likely 

some interaction between the ocean and atmosphere that contributes to discrepancies in 

transport that we are not able to address in this model configuration. 
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Global horizontal winds (u, v) are nudged to those from 3-hourly instantaneous MERRA-

2 reanalysis, using a 6-hour relaxation timescale. Nudging is limited to above ~850 hPa. The 

model is initialized on January 1, 2019 and the 9 months preceding the beginning of the 

MOSAiC field expedition can be considered spinup. In this setup, the large-scale circulation 

is well constrained both in the upper atmosphere and near the atmosphere-ocean-ice interface 

as the lower troposphere adjusts very rapidly to the nudging, despite it not being specified 

(Baxter and Ding 2022). 

 

Figure 4.1. Map showing the 30 black carbon tagged source-receptor regions from 

industrial and biomass burning emissions. We consider the dark blue region, north of 70° N to 

be the local Arctic region and everywhere else to be remote. 

 

4.2.6 E3SMv2-Arctic 

E3SM-Arctic uses the regionally refined mesh grid capability of E3SMv2, having 0.25° 

resolution north of 45° N. This configuration requires a 15-minute time step, as opposed to the 

30-minute time step of the standard resolution simulations. AARs are long, filamentary 

structures and therefore are expected to be sensitive to horizontal resolution. AARs are 
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typically 4000 km in length and 600 km in width and detection schemes generally use a xx km 

threshold as well as a 2.5 length-to-width cutoff. The purpose of comparisons using these runs 

is to quantify the sensitivity of extreme transport to resolution. We also examine the impacts 

of these AARs on Arctic climate, and their interactions with cloud processes are very sensitive 

to resolution and timestep. Winds are nudged to ERA5 reanalysis with a 6-hour relaxation 

timescale. The model is run in an AMIP-style configuration with the same sea surface 

temperature and sea ice specified as in the standard resolution simulation. The model also is 

forced with the same CMIP6-SSP245 scenario aerosol emissions and greenhouse gas 

concentrations as the standard resolution simulation.  

 

4.3 Atmospheric Circulation Pattern transporting BC to the Arctic  

We investigate the statistical connection between large-scale circulation and BC 

concentrations within the Arctic by first using Maximum Covariance Analysis (MCA) between 

MERRA-2 monthly detrend and deseasoned 500 hPa stream function in the Northern 

Hemisphere and total column BC burden with the Arctic (65-90° N) (Supplementary Fig. C1; 

see methods). The leading mode accounts for 63.2% of the covariance fraction and the spatial 

patterns show basin-wide decreases in BC burden coinciding with negative stream function 

magnitudes (cyclonic circulation) over the Arctic. The decrease in BC burden extends to over 

Siberia, where the magnitude becomes very large (Supplementary Fig. C1a). The negative 

circulation pattern covers the entirety of the Arctic and extends down over northeastern Canada 

and Greenland (Supplementary Fig. C1c). This is accompanied by an anticyclonic center in the 

midlatitudes over Europe, that can potentially divert pollution emitted from Europe westward 

rather directly north into the Arctic and leading to this negative BC pattern in the leading mode 



  115 

(Supplementary Fig. C1c). One notable spike in the BC time series occurs in August 2019, 

which is unfortunately just before the beginning of the MOSAiC mission (Supplementary Fig. 

C1b). 

To relate this change in Arctic BC to transport, we then project meridional BC flux from 

MERRA-2 onto the leading 500 hPa stream function mode to identify the leading pathways 

with the 500 hPa spatial pattern overlain (Fig. 4.1a). From this, we can more clearly see two 

anticyclonic centers – one over Europe and one over Siberia – that increase poleward transport 

on their western flanks and decrease transport on the eastern flanks. Again, this configuration 

reminiscent of a positive Artic Oscillation (AO; Thompson and Wallace 1998) coincides with 

lower concentrations of black carbon over the Arctic, and suggesting that to generate enhanced 

poleward transport this mode would need to be in its negative phase. 
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Figure 4.2 Optimal mode contributing to Arctic BC burden and its similarity with 2019-

2020: (a) Projection of meridional BC IAT (shading, kg m-1 s-1) and 500 hPa stream function 

(black contours) onto MCA1 500 hPa stream function time series. (b) Anomalous DJF 

meridional BC IAT and 500 hPa stream function relative to 1997-2018  

 

If we examine the anomalous (relative to 1997-2018) circulation pattern represented by 

200 hPa geopotential height anomalies, we find the 2019-2020 DJF, and to a lesser extent 

MAM, closely matches that from the leading MCA mode (r=0.87 for 30-90° N) 

(Supplementary Fig. C2a-b). 2019-2020 also saw a relatively strong positive AO during winter, 
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with cyclonic anomalies over the Arctic and anticyclonic structures over Europe and Siberia 

(Fig. 4.1b). In this year, there was stronger cyclonic circulation over the North Atlantic and 

Barents Sea and the high pressure over Europe and Siberia is displaced poleward. From its 

correlation with the leading MCA mode, circulation during winter and spring 2019-2020 likely 

worked to reduce transport of BC into the Arctic. Since the MCA signal is most representative 

of wintertime anomalies from 2019-2020, this might suggest that the basin-wide BC pattern 

might be linked to processes creating “Arctic haze” (Quinn et al. 2007; Engelmann et al. 2021).  

 

4.4 Extreme eBC Events Measured by MOSAiC 

Next, to link these changes in circulation, BC concentrations and transport to the MOSAiC 

expedition, we identify extreme BC events measured at the field site (Fig. 4.3). These extreme 

events are defined as equivalent BC (eBC) concentrations exceeding the 85th percentile per 

month, to maintain a definition roughly consistent with the AAR detection algorithm from 

Guan and Waliser (2019). Extreme events are identified and presented as time = 0, with the 5 

preceding and 5 lagging days on either side. When compositing, we find large increases in the 

MOSAiC eBC measurements exceeding 900 ng m-3 and lasting approximately two days in 

total. We follow the same approach compositing MERRA-2 and E3SMv2 eBC based on the 

events identified from the MOSAiC dataset. Surface BC is converted from mixing ratio (kg 

kg-1) to mass concentration (ng m-3) and then converted to eBC using the ratios of the mass 

absorption coefficients for BC and dust to emulate the measurements taken using the 

Photoacoustic extinctiometer (Momenimovahed et al. 2021). 
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Figure 4.3 MOSAiC, MERRA-2 and E3SM extreme surface aerosol concentration 

events: eBC from MOSAiC (black), MERRA-2 (red) and E3SMv2_tag (blue) composited 

based on MOSAiC measurements that exceed the 85th percentile in each month. The curves 

show the mean across the events and the shading shows the 15th and 85th percentiles of those 

events. 

 

MERRA-2 is able to capture coinciding increases in eBC that were observed by MOSAiC, 

though the reanalysis shows an increase 3 hours, or one time step, before observations (Fig. 

4.3). MERRA-2 is able to capture these extreme aerosol events from MOSAiC much better 

during the winter months rather than summer and did exceptionally well at capturing the events 

that occurred during February 2020 (Supplementary Fig. C3). This may suggest that MERRA-

2 is most appropriate for studies examining long-range transport of aerosols into the Arctic, 

but is not representing the local sources as well. E3SMv2_tag, on the hand, despite having the 
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same large-scale circulation via the nudging, does not exhibit any correspondence in increasing 

eBC concentrations relative to that from MOSAiC. 

To determine where BC is being transported into the Arctic, we composite spatial maps of 

anomalous (relative to 1997-2018) BC IAT from MERRA-2 during these events (Fig. 4.4). 

Increasing poleward (red shading) BC IAT traveling from eastern Europe, central Eurasia, and 

Siberia leads extreme measurements at the MOSAiC site (black line in Fig. 4.4). Transport 

over North America also occurs at lead times of 2-3 days, but this flux does penetrate deep into 

the central Arctic where it could be picked up by the field expedition. The transport pathways 

contributing to extreme aerosol concentrations over the central Arctic corroborate results from 

the tagging, which show a very dominant contribution from East Asia (23.5% of total Arctic 

BC concentration) and Siberia (11%). Not evident from the BC flux composite maps, is the 

second leading contribution coming from South Asia (15%). These regions have been shown 

to contribute to aerosol concentrations at higher elevations, owing to how far they are from the 

Arctic (Wang et al. 2014; Ren et al. 2020). These regions are also the major emitters of BC in 

the CMIP6 future scenario forcing dataset, adding to their large contributions in this 

simulation.  

From examining the extreme eBC events observed at the MOSAiC site, we are able to 

determine that aerosol transport in the colder seasons is well captured by MERRA-2, but 

E3SMv2 with CMIP6 emissions is not able to capture the observed events, despite constraining 

the circulation fields. 
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Figure 4.4 Composites of MERRA-2 aerosol transport and circulation during extreme 

MOSAiC events: Shading shows anomalous meridional BC flux composited based on 

extreme aerosol events measured by MOSAiC at time lags ranging from -3 to 3 days. The 

black line shows the MOSAiC drift track for Septmeber 2019 to August 2020. 

 

 

4.5 Arctic AARs in E3SMv2 

 The E3SMv2 simulated aerosol transport during times of extreme eBC readings at the 

MOSAiC field site are lower than that seen in MERRA-2 (Fig. 4.3). Therefore, to evaluate 

these transport events from a more case-by-case basis, we examine aerosol atmospheric rivers 
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(AARs) to leverage their ability to identify and characterize specific events (see methods). In 

this case, we also expand this analysis to include an additional set of nudged simulations using 

the E3SMv2-Arctic (see methods). This is to account for the potential influence of model 

horizontal resolution, as aerosol depositional processes are tightly coupled to cloud 

microphysics, which are themselves sensitive to resolution (Hobbs 1993). BC-AAR frequency 

and meridional integrated BC aerosol transport (IAT) are aggregated to monthly means to 

compare with the 85th percentile of MOSAiC eBC concentrations per month (Fig. 4.7).  

 

Figure 4.7 Comparison of AAR statistics in observations and models by month 

(a) Area-weighted mean monthly mean BC AAR frequency (% of timesteps) from MERRA-2 

(black), E3SMv2-Arctic (green), and E3SMv2_tag (orange) within the Arctic (70-90° N). (b) 

Monthly mean BC AAR associated meridional IAT at 70° N (kg m-1 s-1) from MERRA-2 

(black), E3SMv2-Arctic (green), and E3SMv2_tag (orange). Purple bars show the monthly 

85th percentile of MOSAiC eBC concentrations.  

 

We first evaluate BC-AAR frequency, finding that MERRA-2 has a higher occurrence of 

detected BC-AARs relative to E3SMv2 (Fig. 4.7a). There is an exception during July, when 

MERRA-2 registers a lower occurrence than E3SMv2-Arctic. This coincides with large 

concentrations in the observations. Overall, eBC corresponds very well with MERRA-2 and 
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E3SMv2-Arctic BC-AAR frequency (Fig. 4.7a). MERRA-2 captures the monthly variations 

marginally better during winter and spring, whereas E3SMv2-Arctic seems to show this 

correspondence with MOSAiC better during spring and summer. All three aforementioned 

products show peaks in eBC or BC-AAR frequency in March exceeding 300 ng m-3 and 35%, 

respectively. The standard 1-degree resolution E3SMv2_tag does not seem to be capturing the 

seasonal cycle of BC-AAR occurrence within the Arctic (Fig 4.7a). The E3SMv2 models 

struggle much more to capture the magnitude of poleward IAT into the Arctic relative to 

MERRA-2 (Fig 4.7b). MERRA-2 shows a close correspondence with the MOSAiC eBC 85th 

percentile measurements, with increased transport through winter that peaks in March and then 

again in July when there were large wildfires in northern Eurasia (Ponomarev et al. 2021). The 

magnitudes of poleward transport in MERRA-2 seem to better reflect the observations, 

whereas it is the opposite for E3SMv2-Arctic. This suggests that the winds and resolution play 

a more important role in capturing the occurrence of BC-AARs, while emissions are the 

dominant factor in determining the magnitude of aerosol transport. 
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Figure 4.8 Poleward Moisture Transport in Models vs. Reanalysis: (a) Zonally 

integrated total integrated meridional BC transport from MERRA-2 (black), E3SMv2_tag 

(green) and E3SMv2-Arctic (orange) averaged over 2019-2020, as well as from the 5 members 

of the E3SMv2 DECK simulations (ensemble mean: blue curve, spread: blue shading) 

averaged over the GFED historical period (1997-2014). (b) AAR associated zonally integrated 

total integrated meridional BC transport from MERRA-2 (black), E3SMv2_tag (green) and 

E3SMv2-Arctic (orange) averaged over 2019-2020. 

 

Approaching the differences between MERRA-2 and the E3SM simulations from a more 

global perspective, we lastly examine total integrated meridional BC transport at each latitude. 

When comparing the mean transport across 2019-2020, we find very little difference between 

MERRA-2 and both the nudged E3SMv2 simulations in Northern Hemisphere transport during 

the MOSAiC expedition (Fig. 4.8a). The free-running DECK simulations (blue in Fig. 4.8a) 

exhibit extremely weak meridional BC fluxes, with the 5-member ensemble spread not close 

to encompassing the fluxes with observed circulation, highlighting the importance of capturing 

large-scale circulation in order to capture the mean zonal pattern of BC redistribution.  

In contrast, even with the imposed circulation, the E3SMv2 and E3SMv2-Arctic 

underestimate the magnitude of meridional transport carried in BC-AARs (Fig. 4.8b). Both 

E3SMv2 simulations with identical emissions and surface and nearly identical winds still 

underestimate transport into the Arctic by half in the 2019-2020 mean (Fig. 4b.8) and by up to 

5/6 in certain months (Fig. 4.7b). The causes of this difference require future examination, but 

it is likely associated with some combination of emissions and depositional processes. Despite 

the need for ongoing research to continue to improve the representation of poleward aerosol 

transport in climate models, more accurate large-scale circulation, achieved here through 

nudging, shows potential. 
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4.6 Discussion and Conclusions 

 In this study, using a combination of wind nudging and BC aerosol source-receptor region 

tagging in the E3SMv2, we examine the large-scale circulation pattern contributing to extreme 

transport of BC to the Arctic and its correspondence with the MOSAiC field measurements. 

Through an MCA analysis, we find that a positive AO pattern is conducive to lower BC 

concentrations within the Arctic and that this pattern was very prominent during the winter and 

spring of 2019-2020, likely reducing BC transport to the MOSAiC site. Despite this prevailing 

wind pattern, in situ measurements still registered many instances of extreme BC 

concentrations which we use to examine the ability of MERRA-2 and a circulation constrained 

E3SMv2 simulation to capture these extremes. MERRA-2 shows a reliable ability to capture 

transport events along AARs that were observed in the central Arctic, while the E3SMv2 with 

nudged winds is not. Transport into the Arctic in MERRA-2 occurs along two narrow corridors 

over eastern Europe and Siberia and can be linked to the leading sources of BC in East and 

South Asia as well as Siberia using an online tagging capability in E3SMv2. Lastly, we find 

that constraining circulation yields large improvements in mean transport and the simulation 

of AAR occurrence but does alleviate underestimations of the magnitude of poleward aerosol 

transport. 

The atmospheric circulation patterns shown here that generate the strongest 

increases/decreases in BC within the central Arctic are not so much associated with the local 

circulation, but the midlatitude configuration. High/low pressure centers over the midlatitude 

Europe and eastern Eurasia are the most prominent patterns determining extreme aerosol 

transport into the Arctic. Throughout the recent decades, when this pattern enters its negative 

phase (high pressure over the Arctic, low pressure over Europe and Siberia) is capable of 
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exciting large bursts of BC into the Arctic, which can have profound impacts on albedo, clouds 

and biochemistry. These results emphasize the key role that large-scale circulation plays in the 

redistribution of aerosols from their sources to remote regions, that is generally underestimated 

in climate models. 

It should be noted that the modeling simulations presented here use the CMIP6 monthly 

aerosol emissions. This is not ideal for examining individual events and is likely a major cause 

of the differnce in the BC-AAR related poleward transport (Fig. 4.7b). Future work should 

focus on more faithfully representing emissions to what is observed in order to better capture 

these extreme transport events and their impacts on polar climate. This conclusion comes in 

contrast to some of the recent experiences with biomass burning variability and discontinuities 

in the forcing led to exaggerated sea ice decline in the CESM2 (DeRepentigny et al. 2022). 

The suggestion from this study opposite to smoothing biomass burning variability, instead 

advocating for increased variability through higher temporal and spatial resolution or 

prognostic representations of historical and future aerosol emissions.  
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Chapter 5 

Conclusions and Future Work 

 

5.1 Summary 

Arctic Amplification has very important implications for local communities and ecosystems 

within the Arctic, but also potentially for weather extremes in the lower latitudes. Currently, 

there is substantial uncertainty in the ability of climate models to capture the rate of polar 

amplified warming and sea ice decline. This dissertation demonstrates that large-scale 

circulation is key to understanding both historical Arctic climate change as well as reconciling 

biases between global climate model simulations and observations. The nudging and tagging 

approaches detailed in this dissertation, are used to investigate the influence of large-scale 

circulation on radiation, moisture and aerosols. Through a more comprehensive understanding 

of how circulation bridges the atmosphere, ocean and land as well determines the redistribution 

of energy we can make improvements to our extreme event and sea ice forecasting systems as 

well as future projections of Arctic climate change. This understanding can also aid potentially 

vulnerable communities that may need ever evolving adaptation strategies to combat shifts in 

food and water resources, weather extremes, coastal erosion or wildfire emissions as well as 

the potential destruction of infrastructure and relocation of communities.  

 

5.2 Key Results 

Chapter 2 shows the optimal large-scale circulation pattern generating enhanced sea ice 

decline, manifested as a “Figure-8”-like barotropic anticyclone with one lobe over the central 

Arctic and another extending over Greenland. Winds cause this melting through subsidence-
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driven adiabatic warming of the lower troposphere, which in combination with moistening, 

drives increases in downwelling longwave radiation. It is commonly believed that winds 

primarily impact sea ice change through export through the North Atlantic to lower latitudes, 

however the nudging simulations here show that sea ice decline caused by winds is primarily 

thermodynamically driven. By examining periods of the strongest sea ice decline in the 

CESM1 preindustrial control simulation with fixed anthropogenic forcing and paleoclimate 

reananlysis products far preceding industrialization, this study links the optimal large-scale 

circulation pattern contributing to enhanced sea ice decline over the satellite era to internal 

atmospheric variability. Thus, this research serves as comprehensive description of how 

internal variability could be contributing to differences in the rate of sea ice decline between 

models and observations. 

In Chapter 3, we use a novel nudging and water tagging approach in the iCESM1 to exhibit 

the importance of large-scale circulation in determining the amount and means by which 

moisture is transported into the Arctic. We then use radiative kernel approach to show the 

radiative impacts from this moisture transport that is a leading contributor to the positive 

warming feedback in the Arctic. Summertime moisture changes in the region are 

predominantly driven by remote transport that comes from the high latitude continents. We 

identify the common boreal summer pathways, such as over northern Europe and central 

Eurasia, however when considering the trend with observationally constrained circulation, we 

also note a large contribution from North America that has not been identified in previous 

water tagging studies. A key finding in this study, is that the increasing trend in moisture 

transported into the Arctic originates from the tropical Atlantic and Mediterranean Sea, often 

being evaporated in winter and spring, then precipitated over the continents before being 
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recycled and moved into the Arctic. The relatively short residence time of water vapor (~5-10 

days) supports the need for an intermediate step between the tropics and Arctic, mediating the 

connections between the tropics and polar regions that is so often the foundation of theoretical 

frameworks explaining poleward heat and moisture transport. Continued efforts to understand 

this land capacitor effect are necessary because it accounts for over 2/3 of the second leading 

contributor to summertime Arctic warming via the water vapor feedback.  

Chapter 4 showcases how large-scale circulation, in the form of an Arctic Oscillation-like 

pattern, with high/low pressure over the central Arctic and high/low pressure centers over 

Europe and Siberia can control black carbon transport into the Arctic. The winter of 2019-

2020, which coincided with MOSAiC field expedition, experienced the positive phase of the 

Arctic Oscillation, suggesting that there was potentially less black carbon transported into the 

region during this time. However, there were still several extreme black carbon transport events 

that were observed. In this study we show that MERRA-2 is able to capture these events 

reasonably well and link them to aerosol atmospheric river (AAR) events from over western 

Europe and Siberia. E3SMv2 simulations with constrained circulation show improvements in 

mean poleward transport and AAR occurrence (in the case of the high-resolution 

configuration). While the E3SMv2 with nudging still struggles to capture the magnitude of 

black carbon transport into the Arctic. In all, this study is another example of the importance 

of accurate simulations of large-scale circulations and its role in capturing meridional transport. 

 

5.3 Suggestions for future work 

We have shown the importance of large-scale circulation in contributing to heat, moisture, 

and aerosol extremes within the Arctic, however we have examined these processes 
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individually. The results that we have shown here highlight the need for future work to account 

for the role of circulation in linking the coupled interactions between all components of the 

Earth system. This is especially the case for the land surface, which is not often considered in 

studies focused on the Arctic. Going forward, increasing attention to large-scale circulation 

and the representation of variability in persistence, propagation and magnitude of these patterns 

in climate models versus observations is needed. The approaches taken in this dissertation, 

namely nudging and tagging, provide a unique opportunity to further bridge the gaps between 

models and observations as well as characterize the role of observed atmospheric circulation 

variability in contributing to changes in other regions and processes. These studies have taken 

steps toward better understanding of the response of Arctic sea ice, moisture and black carbon 

to circulation trends over the satellite era, but have also shown potentially promising 

applications related to the ocean, soil or precipitation in lower latitudes.  

Locally within the Arctic there are multiple aspects of physical processes in climate models 

and observational datasets that are still extremely uncertain. The primary uncertainty is related 

to the formation, persistence and interactions of low-level supercooled liquid containing clouds 

(Luo et al. 2023). In Luo et al. (2023) large-scale circulation, as well as interactions with 

aerosols, were implicated as important for the differences not only between observations and 

models, but also for the spread amongst models. Therefore, our lack of understanding in how 

cloud processes mediate the Arctic response to large-scale circulation and transport of moisture 

and aerosols requires further attention. Five more specific suggestions for future work are 

detailed below: 

1. The first two chapters employ nudging in the CESM1 model, which has since been 

superseded by the CESM2. This new version of the model has updated cloud physical 
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schemes that targeted more realistic supercooled liquid in polar clouds. Nudging 

simulations with the updated physics may yield new and interesting results related to 

cloud interactions with large-scale circulation, radiation and sea ice.  

2. Results from Chapter 1 suggest that the anticyclonic circulation pattern generating sea 

ice decline in the model is almost random, whereas in observationally constrained 

products there is some persistence from year-to-year. This suggests that we need to 

better understand the processes contributing to the persistence of atmospheric 

circulation patterns, because in this case it may be the cause of differences between 

longer-term changes in sea ice and climate between models and observations.  

3. The framework we have established in Chapter 3, using the nudging and moisture 

tagging, can be applied to many other different regions around the Earth, such as over 

the midlatitude continents where there are growing concerns about water resources and 

wildfires, or somewhere with exceptional recycling, like the Amazon.  

4. Chapter 3 also examines atmospheric river trends in the CESM2 Large Ensemble, 

finding that the free-running model struggles to capture the transport west of 

Greenland. When the model does show a similar circulation pattern, integrated vapor 

transport suggests that the moisture is coming from the Pacific, rather than the Atlantic, 

and moving very zonally. Therefore, future work should further investigate the trends 

in integrated vapor transport and atmospheric rivers with a focus on the causes of the 

spread amongst members and this zonal preference of transport. 

5. The aerosol study was restricted by limited computational and storage capabilities. The 

influence of natural variability and emissions sources over a longer period might result 

in intriguing and different conclusions compared to our study. In the future, examining 
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trends and year-to-year variability in poleward aerosol transport and aerosol 

atmospheric rivers is needed. 
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Appendix A 

Chapter 2 Appendix 

A.1 Supplementary Material 

 

  

Supplementary Figure A1. Sea ice volume and thickness in the nudged simulations  



  138 

(a) Monthly total sea ice volume (SIV), (b) monthly average sea ice thickness (SIT), (b) 
September SIV from each of the 10-yr nudged simulations, and (d) September SIT from each 

of the 10-yr nudged simulations. Red (a,b) shading and (c,d) curves represent the low sea ice 

cover group, defined as less than -1 standard deviation and blue indicates the high sea ice cover 

group, defined as greater than +1 standard deviation.  

 

 

 

  

Supplementary Figure A2. (a) Autocorrelation of monthly total Arctic SIA (x-axis) with the 

preceding months (y-axis) in the NSIDC sea ice concentration product. Black dashed lines 

denote June through September. (b) Correlation of NSIDC total September SIA with monthly 

Arctic-averaged (70-90°N) geopotential height.   
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Supplementary Figure A3. Regression of JJA and Jan-May atmospheric variables onto 

total September SIA  
Regression of JJA (a) Z200 and (b) zonal mean geopotential height (shading) and 

temperature (contour) onto total September SIA. Regression of Jan-May averaged (c) Z200 

and (d) geopotential height (shading) and temperature (contour) onto total September SIA.   
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Supplementary Figure A4. Differences in cloud cover in extreme sea ice years from 

perpetual simulations  

Regression of JJA (a) Z200 and (b) zonal mean geopotential height (shading) and 

temperature (contour) onto total September SIA. Regression of Jan-May averaged (c) Z200 

and (d) geopotential height (shading) and temperature (contour) onto total September SIA.   
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Supplementary Figure A5. Remaining surface radiative fluxes not shown in Figure 2  
(a) JJA TOA net longwave (blue) and net shortwave (orange) radiative fluxes from CERES 
EBAF.  (b) 10-yr mean JJA surface net longwave (blue) and net shortwave (orange) radiative 

fluxes from the nudged simulations relative to 2000-2018 mean. Thick outlines indicate years 

from the strong melting group in the 10-yr nudging simulations. Dashed outlines indicate years 

from the strong growth group in the 10-yr nudging simulations. Positive values indicate net 
outgoing radiation.  
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Supplementary Figure A6. PI control in preceding seasons  

Same as Fig. 1d-g, but with ERA-I and perpetual nudged Jan-May Z200 and zonal mean 

geopotential height (shading; unit: m) and temperature (contour; unit: K), composited on the 

same strong melting minus strong growth September sea ice years from the NSIDC record and 
perpetual nudging simulations, respectively.  
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Supplementary Figure A7. PI control in preceding seasons  

Same as Fig. 4, but with Jan-May Z200 and zonal mean geopotential height, composited on 

the same September sea ice years used in Fig. 4.  
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Supplementary Figure A8. Paleoreanalysis surface temperature-based composites   

Composites based on Arctic-averaged (70-90°N) JJA surface temperature from (a-c) EKF400 

and (d-f) PHYDA of (left column) EKF400 Z500, (middle column) EKF JJA surface 

temperature, and (right column) PHYDA JJA surface temperature.    
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Appendix B 

Chapter 3 Appendix 

B.1 Supplemental Material 

Supplementary Figure B1. Simulated extreme AR trends west of Greenland. a, Area-

weighted mean JJA total precipitable water (70-90° N, kg m-2) within the Arctic from the 

spread amongst 40 members from the CESM2-LE with smoothed biomass burning 

emissions (gray shading), the 40 member ensemble mean (black curve), 5 members with 

trends in area-weighted mean Arctic JJA total precipitable water exceeding 1 standard 

deviation (blue curves), and 2 members with AR frequency trends west of Greenland (60-

85° N, 90-50° W, magenta box in panel d) that exceed 1.5 standard deviations (a). b, Trends 

in JJA AR frequency (shading, % decade-1), IVT (red vectors, kg m-1 s-1 decade-1), and JJA 

200 hPa geopotential heights (black contours, m decade-1). The 40-member ensemble mean 

trends are removed from AR frequency, IVT, and 200 hPa geopotential height trends (b). 

Shading shown only for AR frequency trends that are statistically significant at the 95% 
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confidence level. c-d, CESM2-LE 40-member mean (c) and members from the CESM2-LE 

with AR frequency trends in the western Greenland region that exceed 1.5 standard 

deviations (dashed blue curve, dashed magenta box: 60-85° N, 90-50° W) (d). The 40-

member ensemble mean trends are removed from AR frequency, IVT, and 200 hPa 

geopotential height trends in panel (d). Shading in panels (b-d) only shows statistically 

significant AR frequency trends at the 95% confidence level. 
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Supplementary Figure B2. Annual mean contributions to Arctic moisture. a,b, Root mean 

square error (kg m-2) when each region is removed from annual mean Arctic (70-90° N) total 

column precipitable water (a) and linear decadal trends (1979-2022, g m-2 decade-1) in annual 

mean Arctic (70-90° N) total column precipitable water (b) sourced from each of the 54 tagged 

source regions. Numbers indicate the source region number or tag. Shading corresponds to the 

magnitude of the RMSE (a) or trend (b) on the left side of the colorbar and the relative 

contribution (% of total) on the right of the colorbar. Contributions are standardized by the area 

of the source region (See Methods).  
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Supplementary Figure B3. Regional contribution to the Arctic summertime water vapor 

radiative effect using CAM5 radiative kernels. a, Total column integrated WV feedback (W 

m-2 decade-1) computed by removing WV sourced from each region using the CAM5 radiative 

kernel approach (a) (Methods). b, Vertical structure of Arctic (70-90° N) WV feedback (W m-

2 decade-1), computed by removing WV from each tagged source region (x-axis) (b). Region 

numbers on x-axis in (b) correspond to numbered labels in panel (a).   
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Supplementary Figure B4. Eurasian sourced moisture transport impacts and land 

capacitor. a-c, Zonal mean JJA water vapor feedback (W m-2 K-1 decade-1) resulting from 

trends (1981-2022) in moisture sourced from region 43 (a), 44 (b), and 45 (c) as labeled in Fig. 

3 along the 50-70° N band along Eurasia. Black contours show trends (1981-2022) trends in 

zonal mean JJA geopotential heights within 0-60° E (a), 60-120° E (b), and 120-180° E (c). d, 

The linear trends (1981-2022) in January-May-mean snow cover (shading, mm3 cm-3 decade-

1) and January-May-mean 200 hPa geopotential height (black contours) (d). e, The linear trends 

(1981-2022) in JJA column-mean soil moisture over vegetated land surfaces (mm3 cm-3 

decade-1) and JJA 200 hPa geopotential height (black contours) (e). Brown and green/blue 

shading is only shown for trends that are statistically significant at the 95% confidence level. 

Red dashed lines indicate the western and central Eurasia regions (43 and 44) (d-e).  
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Supplementary Figure B5. Impacts and transport for key North American land 

capacitor. a-c, Vertical structure of zonally integrated moistening trends (shading, kg m kg-1 

decade-1) sourced from the tropical Atlantic (regions 35 and 36) (a), central and eastern United 

States (region 41) (b), and central and eastern Canada (region 47) (c). Contours show zonal 

mean geopotential heights within the North American corridor (60-120° W) (a-c). d, The linear 

trends (1981-2022) in Arctic total column precipitable water (kg m-2 decade-1) originating from 

the 9 subregions within central and eastern Canada (region 47) (d). e, The linear trends (1981-

2022) in column-mean (upper 10 m) soil moisture over vegetated land surfaces (mm3 cm-3 

decade-1) and JJA 200 hPa geopotential height (black contours) (e). The red dashed box 

indicates central and eastern Canada (region 47). All brown and green/blue shading shown in 

panel (e) is statistically significant at the 95% confidence level. 
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Supplementary Figure B6. Observed soil moisture trends.  

(a) Linear trends (1981-2022) in JJA SSMV-Passive total column soil moisture from the 

SSMV-PASSIVE product (shading, mm3 mm-3 decade-1). Shading only shown for trends that 

are statistically significant at the 95% confidence level. Dash red boxes indicate regions of 

interest: 43, 44, and 47. (b) Linear trends (1981-2022) in JJA CMAP total precipitation 

(shading, mm day-1 decade-1). Grey stippling indicates statistically significant trends at the 95% 

confidence level. 
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Extended Data Figure 7. Decreasing Precipitation Efficiency with Warming. a, Linear 

trend (1981-2022) in area-weighted Arctic average (70-90° N) snowfall (blue), rainfall 

(orange), and total (black) precipitation efficiency (precipitation divided by total water path, s-

1 decade-1) by Northern Hemisphere tagged region. The inverse can be considered the trend in 

residence time (a). b, Linear trend (1981-2022) in area-weighted Arctic average (70-90° N) 

liquid (blue) and ice (orange) cloud number concentration (kg-1 decade-1) (b).  
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Supplementary Figure B8. Zonal mean water vapor radiative effect in ERA5 and CAM5 

radiative kernels.  

(a) The zonal mean clear-sky water vapor radiative effect (W m-2 decade-1) in the iCESM1 

simulations using the (a) ERA5 or (b) CAM5 radiative kernels and (c) the difference between 

the two approaches. (d-f) The zonal mean cloud water vapor radiative effect (W m-2 decade-1) 

in the iCESM1 simulations using the (d) ERA5 or (e) CAM5 radiative kernels and (f) the 

difference between the two approaches.  
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Supplementary Figure 9. Role of the ocean and winds in zonal mean JJA WV radiative 

effect. a-c, Zonal mean all-sky surface WV radiative feedback resulting from the 1979-2015 

linear trends in the 10-member ensemble mean from CESM1-GOGA (a), iCESM1 AMIP or 

prescribed SST simulations (b), and iCESM1 fully-coupled simulations. d-e, The difference 

in the zonal mean all-sky WV radiative feedback response from the 1979-2015 linear trends 

from CESM1-GOGA minus iCESM1-AMIP (d), CESM1-GOGA minus iCESM1 fully-

coupled (e), and iCESM1-AMIP minus iCESM1 fully-coupled (f).  
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Supplementary Figure 10. Global and radiative feedbacks derived from nudged iCESM 

simulation. a, Surface (black) and TOA (blue) global mean local feedbacks (water vapor, 

relative humidity, Planck, lapse rate, alternative Planck, and alternative lapse rate) (a). b, 

Surface (black) and TOA (blue) Arctic (70-90° N) mean local feedbacks (water vapor, relative 

humidity, Planck, lapse rate, alternative Planck, alternative lapse rate) (b). Blue and orange 

circles correspond to monthly means. Filled and empty circles correspond to JJA and annual 

means, respectively.  
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Appendix C 

Chapter 4 Appendix 

C.1 Supplementary Material 

 

Supplementary Figure C1. Coupled Arctic BC and circulation mode: Spatial pattern of the 

leading MCA mode of monthly deseasoned and detrended (a) total column BC burden and (c) 

500 hPa stream function over the Northern Hemisphere. Panels (b) and (d) are their respective 

time series. This leading mode accounts for 63.2% of the covariance fraction and the time 

series are significantly correlated (r=0.24). 
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Supplementary Figure C2. 2019-2020 Atmospheric Circulation patterns determining 

poleward aerosol transport: 2019-2020 anomalies of 200 hPa geopotential heights relative 

to 1997-2018 for (a) DJF, (b) MAM, (c) JJA and (d) SON. 
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Supplementary Figure C3. Extreme aerosol events from MOSAiC during February: 

Same as Fig. 4.3 but only February extreme events. 
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Supplementary Figure C3. Source region contributions to Arctic BC: Percent contribution 

of each of the 30 tagged source regions to 2019-2020 mean BC burden within the Arctic (70-

90° N).  
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