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ABSTRACT

Dynamic Allostatic Modulation During Appraisal, Cognitive Challenge, and Across the

Menstrual Cycle

by

Viktoriya Babenko

Unlike males, naturally menstruating females undergo a distinct hormonal monthly
cycle, in which hypothalamic-pituitary-gonadal (HPG) sex hormones undergo drastic
concentration changes across a single menstrual cycle. Furthermore, major regions of the brain
are packed with receptors for both HPG and stress hormones. For these reasons, both HPG and
stress hormones have numerous direct as well as indirect effects on the brain and body. The
present research seeks to enhance the measurement of stress by developing definitive
sympathetic drive measurement techniques to then record dynamic fluctuations of allostatic
processes in relation to performance feedback and quantitative concentrations of HPG

hormones within menstruating females.

Current methods of measuring allostatic dynamics include the electrocardiogram
(ECG) and impedance cardiography (ICG), which are typically combined to estimate actions
of cardiac sympathetic nervous system (SNS); an indicator of stress responses mediated by the
autonomic nervous system (ANS). Current methods of ICG are time intensive in subject

preparation and analysis, and the measurements are vulnerable to non-reproducible subject-



specific electrode configuration. With the present research, we present alternative state-of-the-
art methods for tracking actions of the SNS. In Experiments 1 — 3, we present evidence of an
electro-resonator, an accelerometer, and a trans-radial electrical bioimpedance velocimetry
device (TREV) appropriately tracking SNS responses to physical stress tasks known to induce
disruptions of allostatic processes. We further determine that the TREV device (Experiment 3)
has the capacity to replace the need for ICG and ECG in estimating ANS activity, proving to
be a reliable and capable method that is robust, time efficient, and readily accessible to

researchers.

In Experiment 4, we demonstrate the ability of false and predetermined performance
appraisals to modulate dynamic allostatic responses, regardless of the individuals’ actual
performance. Specifically, we find that the SNS acts as a perturbation-tracking system, in
which compounding negative performance appraisal following a trend of positive feedback
actuates a sympathetic drive. Conversely, we find that states of challenge and threat function
at a grander, state-tracking level, in which any negative performance appraisal elicits a
physiological response categorized as a “threat”, while only excessively outstanding
performance feedback elicits a ‘“challenge” response. Previous research has observed
individual differences in challenge and threat states. However, the present findings
demonstrate dynamic trial-by-trial changes within an individual, altering between states of

challenge and threat.

In Experiment 5, we examine the relationships between the concentrations of
fluctuating cyclic HPG hormones at unique phases of the menstrual cycle and the modulation

of behavior, allostasis, brain function, and brain morphology within individuals. We find that

xi



progesterone and follicle-stimulating-hormone (FSH) are related to a slower response time on
hard arithmetic problems, while progesterone alone is related to a decrease in allostatic
efficiency (i.e. SNS recovery) following feedback from hard trials. Furthermore, we find that
estradiol is associated with an increased SNS response to both the onset of arithmetic problems
and to the accompanying feedback that follows. In the brain, estradiol is found to be positively
associated with the volume of the CA2/3 hippocampal subregion, yet negatively associated
with resting-state functional coherence across the whole brain. Furthermore, both estradiol and
luteinizing hormone (LH) are positively linked to white matter integrity across the brain.
Ultimately, we believe that allostatic processes and the role of HPG hormones are at the core
for understanding stress and well-being. We hope that the present combination of studies will
provide better methods for tracking health within individuals, from moment-to-moment

dynamics, to monthly cycles, and throughout the lifespan.
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Chapter 1

Dynamic Allostatic Modulation During Appraisal, Cognitive Challenge, and Across the

Menstrual Cycle

1.1  Introduction

Mechanisms of the central and autonomic nervous system (ANS) are fine-tuned to
assist the human body in quickly and efficiently responding to the constant needs of, not only
our physical environment around us, but also to the delicate intricacies of social interactions,
and even further to the constantly fluctuating state of our very own bodies. The present research
aims to examine the degree to which these dynamic mechanisms are influenced by both
exogenous and endogenous factors. We use the term “exogenous” to define elements that are
external to our immediate biological functions, such as social pressure and performance
feedback, while we define “endogenous” factors as internal, biological mechanisms that are
fundamental to human existence, such as the fluctuating hormonal state of the female
menstrual cycle. For instance, both hypothalamic-pituitary-gonadal (HPG) sex hormones and
hypothalamic-pituitary-adrenal (HPA) stress hormones have numerous direct as well as
indirect effects on the brain and the body, from structural and functional plasticity of the brain
to actions on the mitochondria and brain metabolism, affecting daily mood, decision making,
and bodily functions (Mahmoodzadeh & Dworatzek, 2019; McEwen, 2006, 2018). While the
effects of these mechanisms are well documented and supported in animal models, there
remains a gap in the literature in credibly understanding the intricate and directional effect that

these two mechanisms have on each other, and consequently, on the human body and behavior

(Handa et al., 1994; Kawata, 1995).



Firstly, in Chapters 2 — 5, we aim to enhance the psychophysiological methods used to
interpret the stress response by zoning in on the dynamic moment-to-moment behavior of the
ANS. In Chapter 6, we examine the effects of exogenous factors on the ANS by asking whether
fine-tuned dynamic regulations can be manipulated by predetermined, false performance
feedback, regardless of the behavior that is being judged. Furthermore, in Chapter 7, we
examine the degree to which these ANS processes are influenced by “endogenous” factors, as
we investigate the interactions between the regulation of the ANS and cyclic endogenous
fluctuations of HPG sex hormones occurring in menstruating females across their menstrual
cycles. Given the supremely intertwined relationships between HPG hormones, HPA axis
regulation, and neural circuitry, we further our investigations to determine how these naturally-
occurring changes in HPG hormone concentrations may present dynamic cognitive effects,
extending into brain morphology and functional activity.

1.2 The Stress Response and Autonomic Nervous System (ANS)

Stress is traditionally thought of as a variety of mechanisms engaged by the body in
response to external and internal threats to homeostasis, which is a state of balanced
equilibrium (Chrousos, 2009). At homeostasis, the two branches of the ANS, the
parasympathetic and sympathetic nervous system (SNS), are constantly running in balance
with each other (McCorry, 2007). The parasympathetic system is known as the constant
“brake” on the system, responsible for “rest and digest” functions such as dialing down blood
pressure (BP), constricting our lungs, and increasing blood flow toward systems that govern
long-term functions within the body, such as reproductive organs and the digestive system. As
stressors occur, the parasympathetic system will mitigate its control of the “brake”, and the

SNS, often referred to as the “fight or flight” system, increases its functioning. The SNS is



responsible for preparing our bodies for action by influencing heart contractility, dilating our
pupils, activating our adrenals to produce catecholamines (such as epinephrine; i.e. adrenaline),
and directing blood flow towards the lungs and muscles to assist in overcoming a demanding

situation.

The stress response consists of a highly coordinated interaction between the ANS and
the neuroendocrine system (McEwen, 2006; McEwen & Sapolsky, 1995). Some of the most
significant mediators of stress are stress hormones, such as SNS-modulated catecholamines
(including dopamine, norepinephrine and epinephrine), and HPA axis-modulated
glucocorticoids (GCs; such as cortisol), which are released from the adrenal gland.
Catecholamines act rapidly, often producing effects on the mind and body only seconds after
secretion, whereas GCs primarily function on timescales of minutes to even hours, often
enacting longer-lasting effects on the brain and body. In scientific research, the stress response
is often measured at acute time-scales by quantifying the SNS drive, or at longer time-scales

by quantifying saliva or blood GC concentrations.

The stress mechanisms discussed here began as an old evolutionary response to
promote survival — to surge when face to face with a predator. Yet, stress has a U-shaped “dose-
response” relationship when it comes to keeping the brain and body functioning properly
(McEwen, 2018; McEwen & Sapolsky, 1995). While small doses of stress are manageable and
can even be beneficial by aiding in the development of coping mechanisms for the future,
chronic doses of stress can cause wear and tear, acting as a slow drip of poison; the longer the
stress response acts, the more it can damage the body and become “toxic stress.” Sapolsky’s
“glucocorticoid-cascade hypothesis” states that chronic exposure to elevated levels of GCs are

associated with wear and tear on the hippocampus, leading to impairments in memory, mood,

3



and spatial ability. Furthermore, it can lead to an inability to shut off the production of GCs,

giving rise to a “vicious cycle” (Sapolsky et al., 1986).

For instance, previous research has identified long-term caregivers, such as mothers of
chronically ill children, as one of the most chronically stressed groups of people (Cohn et al.,
2020; Lovell & Wetherell, 2011). Investigations of caregiver well-being have determined that
chronic stress erodes telomeres (regions of repetitive nucleotide sequences at the end of each
chromosome), which are designed to protect the chromosome from deterioration (Epel et al.,
2004). In turn, the deterioration and shortening of these telomeres contribute to the aging
process and have been connected to an increased risk for developing illness, accelerated cell-
aging, and higher rates of inflammation (Blackburn & Epel, 2017; Calado & Young, 2009;
Zhang et al., 2016). Stress and telomeres have a negative dose-response relationship: as one’s
dose of stress increases and remains chronically high, telomeres shorten accordingly.

However, being under long-term stress does not necessarily mean one must escape their
difficult situation to avoid telomere erosion. In one study, caregiving mothers underwent a
classic stress-inducing task involving social-evaluative pressure (O’Donovan et al., 2012).
Some caregivers, despite working the same number of hours and facing similar demands as
other caregivers, reported experiencing less stress and had longer telomeres, demonstrating no
significant differences from the control mothers (non-caregiving mothers of healthy children).
This difference was attributed to the categorization of their stress response as either a
“challenge” or “threat” response, with seemingly resilient caregivers demonstrating a
“challenge” stress appraisal. Conversely, those participants who exhibited a “threat appraisal”
were found to have shorter telomeres and reported experiencing greater levels of stress.

Researchers have determined that the appraisal of one’s situation (i.e. as either a “challenge”



or a “threat”) has direct implications on one’s health (Blascovich, 2008b). In Chapter 6, we
take a deeper dive into the physiological differences between these responses of challenge and
threat, and we describe a study in which we examined the dynamic allostatic activity of both

the SN and states of challenge and threat within single individuals in response to performance

feedback.

Much is still unknown about the complex and delicate relationship between
“beneficial” and “toxic” stress and what bodily and neural processes lead to one or the other.
Fundamentally, “stress” is too broad of a term to tackle this question, as it is used in many
different scenarios to explain a broad variety of situations and processes. For the purpose of
the present research, it is simpler and more direct to refer to “stress” in the context of allostasis.
Allostasis is defined as the body's actions it takes to adjust to its environmental challenges and
to then return to homeostasis once the challenge has passed. When a "stressful" event occurs,
our body's mediators of allostasis (our ANS and central nervous system) must fluctuate
accordingly and eventually bring the body back to homeostasis (McEwen, 2006). In an ideal
situation, our body would increase catecholamine production and SNS drive when faced with
a challenge and then quickly return to homeostasis by attenuating those systems when the
challenge has passed. To simplify this concept, we will refer to this ideal response of the

nervous system as “high allostatic efficiency”.

“Allostatic efficiency” can have many implications on a person’s neural, physiological,
and metabolic health. For instance, when the allostatic response is excessive or extended
beyond when the challenge has subsided, it can become pathologic on multiple timescales. At
an acute scale, a single major physical or emotional stressor can lead to over-activation of the

SNS, causing a weakening of the heart muscles. This condition, defined as Takotsubo
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cardiomyopathy, also known as “broken heart syndrome”, is known to primarily affect
females, and can be fatal in extreme circumstances (Amin et al., 2020; Indorato et al., 2015).
On a longer timescale, these mediators can lead to "allostatic load" and in extreme cases
"allostatic overload" at chronically “toxic” stress levels. This type of chronic stress reactivity
can cause damage to the immune system and lead to prolonged changes in structural neural
architecture, neural function, and prolonged dysfunctions of cardiovascular reactivity
(Eskandari & Sternberg, 2002; Golkar, et al., 2014; McEwen, 2006; Steptoe & Kivimaiki, 2012;
Veer, et al., 2011). For instance, excessive stress may lead to pathophysiologies such as
gastrointestinal disorders, hypertension, cardiovascular disease, poor metabolism, or even the

inhibition of reproduction (Grundy et al., 2006; Whirledge & Cidlowski, 2010).

Furthermore, stress activates the HPA axis neural circuitry, which is essential in
maintaining homeostasis between the body and current situational demands, triggering
corticotropin-releasing hormone (CRH) from the hypothalamus, adrenocorticotropic hormone
(ACTH) from the pituitary, and GCs from the adrenals. Allostatic processes of the ANS are
largely intertwined in limbic regions and HPA circuitry, which are integral to emotional and
cognitive regulation. These regions, specifically the hypothalamus, hippocampus, PFC and
amygdala, are profoundly reciprocally interconnected both structurally and functionally to a
point where a change in one of these structures can impact the function of the others (McEwen,
2022; Mulkey & du Plessis, 2019; Thayer & Brosschot, 2005). Furthermore, they exhibit high
densities of both GC receptors and estrogen and progesterone (HPG sex hormone) receptors
(Donahue et al., 2000; Osterlund & Hurd, 2001). There are three major endogenous estrogens,
of which the most active and the most commonly discussed in the scientific literature is 173-

estradiol (E2; from here on referred to as “estradiol” for simplicity). These HPG hormones,



such as progesterone (P4), testosterone, and estradiol, have been shown to exhibit changes in
synaptic transmission, structure, and functional connectivity, and play integral roles in
mediating mood states and cognitive processes (Beltz & Moser, 2019; Jacobs et al., 2015;
Toffoletto et al., 2014). Unlike males, naturally menstruating females not only operate on a 24-
hour biological (circadian) rhythm, but undergo a distinct hormonal monthly cycle, in which
HPG hormones such as estradiol and progesterone undergo drastic concentration changes
across a single menstrual cycle. For instance, during ovulation, there can be a 12-fold increase
in concentrations of estradiol as compared to menses, and a nearly 800-fold increase in
progesterone concentrations during the premenstrual luteal phase (Figure 1; Taylor et al.,
2020). For this reason, behavior, allostasis, cognition, and brain structure are likely to be
modulated by the dominant HPG hormones present in a female’s body at different phases of

their menstrual cycle.
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Figure 1 A single female’s daily sex hormone concentrations across one menstrual cycle. At
menses, estradiol (E2), progesterone (P4), luteinizing hormone (LH) and follicle stimulating
hormone (FSH) are all low. During ovulation, E2, LH, and FSH are at peak concentrations.
During mid-luteal, E2 is high, and P4 is at peak concentrations. Figure adapted with author’s
permission from “Functional reorganization of brain networks across the human menstrual
cycle,” by Pritschet et al., 2019. Copyright 2019.

1.3 The Human Menstrual Cycle: Hypothalamic-pituitary-gonadal (HPG) Hormones

The human menstrual cycle consists of three main stages: the follicular phase,
ovulatory phase, and luteal phase, and typically ranges in length from 21 — 35 days, on average
(Bull et al., 2019; Lenton, Landgren & Sexton, 1984; Lenton, Landgren, Sexton, et al., 1984).
The follicular phase begins with the onset of menses and is initiated by the release of follicle-
stimulating hormone (FSH) from the hypothalamus and pituitary glands, which in turn
stimulates the production of estradiol (Baird, 1987). FSH acts by stimulating the growth of
follicles along the lining of the ovaries, where a mature egg resides until ovulation. The
follicular phase proceeds with a mid-level rise and peak of estradiol during pre-ovulation,
followed by a peak in luteinizing hormone (LH). When LH reaches its peak (the “LH-surge”),

it prompts the start of ovulation, during which the mature egg is released from the follicle on
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the ovary surface and it travels down the fallopian tube into the uterus where it can be fertilized
(Shupnik, 2003). Following ovulation, the luteal phase begins as progesterone levels rise and
LH, FSH, and estradiol levels begin to decrease. While estradiol levels remain heightened,
progesterone levels peak and surpass estradiol, stimulating the thickening of the uterus, which
is essential for giving a fertilized egg a location for implantation and development. If
fertilization does not occur, progesterone and estradiol levels will drop, the thickening uterine
lining will shed, and menstruation (i.e. menses) will occur, thus completing a full loop of the
menstrual cycle (Reed and Carr, 2015).
1.4  Stress and HPG Hormones: Animal Models

Research in animal models has provided evidence that HPG hormones have significant
effects on stress. One subset of findings links estradiol to the exacerbating effects of stress,
such as an increase in the release of stress-induced GCs (Shansky & Lipps, 2013). For instance,
across the rodent’s estrous cycle (i.e. their menstrual cycle), female rats in their proestrus phase
(during a time of high estradiol secretion) presented higher baseline GC levels than both female
rats within their diestrus phase (low-estradiol) and male rats. Another study linked stress
susceptibility and a decline in working memory performance to female rats high in estradiol,
and additionally found that ovariectomized rats (with removed circulating estradiol and
progesterone), were more susceptible to stress after they underwent estradiol replacement
therapy (Shansky et al., 2004). From this finding, it is feasible that females with high estradiol
levels may be primed for an amplified GC surge following exposure to lower levels of stress,

which may exacerbate working memory impairments.

In contrast, other animal models suggest neuroprotective capabilities of estradiol

during times of recurrent stress. One such study explored the benefits of aromatase, an enzyme



precursor for the biosynthesis of estradiol, in response to acute stress in female rats (Wei et al.,
2014). Following the administration of aromatase, female rats demonstrated stress resilience
compared to male rats. Furthermore, female rats presented higher levels of aromatase in the
prefrontal cortex (PFC) compared to male rats, likely associated with a greater quantity of
estrogen receptors within the PFC. Additionally, the blockage of aromatase in female rats
demonstrated significantly higher stress-induced glutamatergic deficits and memory
impairments. Further evidence in animal models suggests an attenuated allostatic response
during times of high progesterone, which is likely linked to its sedative and anxiolytic effects
(Landgren et al., 1987; Zhu et al., 2004). Additionally, across genders, progesterone therapy
has been found to dampen psychological and physiological responses to stress and anxiety in

both humans (Childs et al., 2010; Del Rio et al., 1998) and mice (Frye et al., 2006).

1.5 Stress, HPG Hormones, and the ANS: Human Models

In humans, several studies have shown sexual dimorphism in the incidence of
neuropsychiatric disorders regarding PTSD (Kessler et al.,1995), depression (Kessler et al.,
1993), and other affective disorders (Rapaport et al., 1995), as well as differences in therapeutic
responses (Kornstein et al., 2000; Simon et al., 2006). Moreover, sexual dimorphic differences
have been observed in the structure and function of brain regions regarding emotional
processing, such as the hippocampus and the amygdala (Goldstein et al., 2001). Within
females, evidence supports psychoneuroendocrine changes across the menstrual cycle,
regulation of the excretion of adrenaline and noradrenaline, and variability in mood (Collins
et al., 1985). Specifically, it is likely that estradiol plays a role in regulating the HPA, likely
by attenuating BOLD activation in neural stress circuitry (Albert et al., 2015; Jacobs et al.,

2015) perhaps via cortical-subcortical control within the HPA (Goldstein et al., 2005), or by
10



GC receptor mediation by estrogen-receptor activation. Previous findings suggest that estradiol
may have attenuating effects on autonomic activity, potentially via increasing oxytocin (Taylor

et al., 2000).

The presence of estrogen receptors (ERs) in the heart, vascular smooth muscle, and
autonomic brainstem centers (Perrot-Applanat, 1996) and hormone-mediated changes in
adrenergic receptor density (Wilkinson & Herdon, 1982) suggest a likely involvement of sex
hormones in the regulation of the cardiovascular system. For instance, some evidence reports
longer repolarization of the heart with estradiol, and shorter repolarization with progesterone,
leading to slower heart rate with estradiol and the opposite with progesterone (Salem et al.,
2016). Furthermore, the effects that these hormones have may be further influenced by the
ratio level between the two hormones, with some evidence from postmenopausal females
supporting estradiol’s role in decreasing blood pressure and cortisol responses to stress, and
other evidence showing that the combination of progestin (an artificial progesterone) may blunt

those effects (Lindhelm et al., 1994).

Not only has it proven challenging to separate the effects of estradiol and progesterone
on stress, but there also remains a gap in the literature regarding the effect that HPG hormones
may have on allostatic dynamics across the menstrual cycle. There has, however, been
evidence supporting a relationship between menstrual cycle phase and singular time-scale
measures of autonomics, such as baseline, mid-task blocks, or post-task recovery. For instance,
some studies have found heightened skin conductance (an estimate of the ANS) and decreased
allostatic efficiency (measured by prolonged muscle sympathetic nerve activity (MSNA)
following a stress task) during the luteal phase as compared to the early follicular phase,

suggesting that progesterone increases allostatic response and prolongs its recovery after stress,

11



hindering allostatic efficiency (Carter & Lawrence, 2007; Guasti et al., 1999). Furthermore,
another study found increased resting baseline levels of MSNA during the mid-luteal phase
when compared to the early follicular phase (Minson et al., 2000). Additionally, another study
periodically measured HRV data throughout a stress task and at recovery and found that a loose
estimate of SNS activity (low frequency HRV) was significantly higher in the luteal phase than
in the follicular, in which parasympathetic activity (measured by high frequency HRV) was

predominant (Sato & Miyake, 2004).

These results together suggest that hormonal concentrations during the luteal phase not
only contribute to an increase in autonomic engagement and a decrease in allostatic efficiency
following stress, but also to an increase in baseline levels of autonomic drive. However, while
the luteal phase contains peak-concentrations of progesterone, a confound in interpreting these
results is that it is also accompanied by high concentrations of estradiol, and thus it is possible
for either estradiol or the combination of progesterone with estradiol to be the cause. Therefore,
these results support either high levels of progesterone or estradiol (or a ratio of both) relating
to increased allostatic drive and decreased allostatic efficiency following stress, but fall short
in distinguishing between the two. In Chapter 7, we present a study in which we retrieved
blood plasma levels of HPG hormones across three well-differentiated times of the menstrual
cycle to directly quantify hormone concentrations in relation to robust dynamic allostatic

processes and help discern between the potential effects of estradiol and progesterone.
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Chapter 2

Psychophysiological Methods Review

2.1 Introduction

Research quantifying autonomic nervous system activity (ANS) and cardiac
mobilization is becoming increasingly important and prevalent - not only in medical domains,
but also in psychological and brain sciences (Cybulski et al., 2012; Thayer et al., 2010). These
measures provide insight into motivational states, stress reactivity, reward sensitivity, task
engagement, and decision making (Kuipers et al., 2017; Richter et al., 2008; Richter &
Gendolla, 2007, 2009). There are various methods in use to measure the psychophysiological
response of the ANS such as skeletomuscular activation, hormonal fluctuations, systolic blood
pressure dynamics, and assays of the immune response (Blascovich & Mendes, 2010). One
common noninvasive method to obtain measures of cardiovascular reactivity is the utilization
of electrocardiography (ECG) to estimate heart rate variability (HRV). High frequency HRV
is associated with parasympathetic tone. While low frequency HRV is claimed to be an
indicator of a sympathetic tone, recent work establishes that it is an unreliable index due to
influences by both sympathetic and parasympathetic activity (Berntson et al., 1997; Reyes del
Paso et al., 2013; Valenza et al., 2018). As an alternative to HRV, combining ECG with
impedance cardiography (ICG) allows for the extraction of temporal indices of cardiac
function sensitive to autonomic tone such as pre-ejection period (PEP) and left-ventricular

ejection time (LVET).
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PEP (Figure 2.1) is the sum of the electromechanical delay and isovolumic contraction
time (contraction of the ventricle prior to the opening of the aortic valve) (Kelsey et al., 2004;
Tomaka et al., 1997; Wright & Kirby, 2001). PEP in particular has been shown to be a reliable
indicator of sympathetic nervous system (SNS) activity, resulting in an inverse relationship
where a decrease in PEP represents an increase in sympathetic activity. PEP is sensitive to the
predictive effects of task manipulations (Kelsey et al., 2000, 2004), decision making (Dundon
etal., 2020, 2021), and individual differences in a variety of tasks (Kelsey, 1991; Kelsey et al.,
2001). LVET is defined by the time interval between the opening and closing of the aortic
valve, representing the interval during which the left ventricle ejects blood into the aorta
(Figure 2.1). LVET demonstrates a trend of decreasing duration with increased sympathetic
tone. However, it also provides insight into the preload effects on the heart (Uijtdehaage &
Thayer, 2000). As intrathoracic pressure is changed during baroreflex, the preload effects will
vary with LVET (Hassan & Turner, 1983). This mechanism is influenced by the Frank-Starling
effect (Spodick, 1979). Thus, unlike PEP, it is not considered to be a measure that represents
isolated SNS activity. When continuous blood pressure (CBP) is available, it is also possible
to combine LVET with models of the chest to estimate cardiac output (CO) and total peripheral
vascular resistance (TPR) (Kelsey et al., 2004; Kreibig et al., 2013; Matthews et al., 2003;
Seery, 2013; Wright et al., 1986). These model based measures have been used broadly to
study baseline levels of health (Kelsey, 2004) and to test the biopsychosocial model of
challenge and threat to distinguish between varying states of motivation (Blascovich, 2008a;

Tomaka et al., 1997).
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Figure 2.1 Pre-ejection period (PEP) and left ventricular ejection time (LVET) measures

extracted from impedance cardiography (ICG) and electrocardiogram (ECG) waveforms. The
characteristic ICG waveform (in blue) is displayed overlapping the ECG waveform (in green),
with the ICG B-point representative of the opening of the aortic valve and the X-point
representative of the closing of the aortic valve. The time interval between the ECG Q-point
and the ICG B-point represents PEP, the sum of electromechanical delay and isovolumic
contraction of the ventricle. The time interval between the ICG B- and X-point represents
LVET.

2.2 Advanced Impedance Cardiography and Electrocardiogram Methodology

The following procedure and materials were followed for the ICG data collection in
Chapter 4, the ICG and ECG data collection in Chapter 3, and the ICG, ECG, and CBP data
collection in Chapter 6. These psychophysiology techniques vary amongst different research
labs. In collaboration with Biopac Systems, Inc., the following methodology and protocol is
one that our lab has perfected over the years. We believe that our methodology produces the

most reliable signal, with the least signal-to-noise interference.
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2.2.1 General psychophysiology procedure

Upon arrival, a researcher described the general procedure of these studies. Participants
then completed consent forms and a screening form to ensure no history of cardiovascular or
related diseases. Each consecutive session (where it applies) began with the participant
initialing and dating each consent and screening form. Participants were taken into a private
room, in which a trained female researcher placed ICG and/or ECG electrodes on their neck
and torso (Figure 2.2). They were then taken to the experiment room and connected to the
appropriate hardware (described in Section 2.2.3) by carbon fiber leads. During
psychophysiology setup, the researcher reviewed the importance of minimizing all
unnecessary movements and vocal sounds throughout the course of the study in order to avoid
disruptions in the psychophysiology data. Once the setup (described in Section 2.2.2) was
complete, each session began with a non-recorded resting period of varying time per study for
the participant to become adjusted to the environment. Following this resting period, an ICG,

ECG, and/or CBP baseline recording was collected, shortly followed by the experimental task.

Figure 2.2 Impedance cardiography (ICG) and electrocardiogram (ECG) setup uses a
total of 10 electrodes. Eight ICG electrodes are shown in blue: two on each side of the neck
and two on each side of the torso. ICG electrodes in cyan are current-injecting electrodes, while
electrodes in dark blue are voltage sensing. These are paired with two total ECG electrodes:
one placed underneath the right collar bone (in white), and one placed underneath the left rib
cage (shown in red).

16



2.2.2 Psychophysiology protocol

Psychophysiological data was collected through noninvasive approaches to measure
ICG, ECG, and/or CBP. Researchers found that cleaning and exfoliating each area of the skin
where electrodes would be placed was helpful for minimizing signal noise. Prior to placement
of each electrode, an approximate 1-inch area of the skin was disinfected and exfoliated gently
with an abrasive pad, followed by the application of Nu-Prep gel (ELPREP, Biopac Systems
Inc.), a skin exfoliant. Once the area was fanned dry, a small dab of electrode gel (GEL100,
Biopac, Inc.) was placed on each of the 10 strong adhesive disposable foam electrodes (EL500,
Biopac, Inc.) before they were placed on the body. For psychophysiology experiments with
ICG and ECG inside a magnetic resonance imaging (MRI) scanner, MRI-safe carbon fiber
electrodes were used (EL509, Biopac, Inc.). For ICG (Figure 2.2, in blue and cyan), a total of
eight electrodes were placed on the torso and neck: two on each side of the neck, and two on
each side of the torso as suggested by Bernstein (1986). Electrodes on the upper neck and lower
torso (Figure 2.2, in cyan) were each injecting a 4 mA alternating current into the thoracic
cavity at 50 kHz, while the inner electrodes (Figure 2.2, in blue) were voltage sensing. In
combination, these electrodes provide basal trans-thoracic impedance (Z0) data and the first
derivative (dZ/dt) of the pulsatile changes in transthoracic impedance. Inter-electrode distances
between each pair of inner electrodes (Figure 2.2, in cyan) were measured and recorded for
analytic purposes. For studies where a total of two electrodes were used for ECG (Figure 2.2,
in red), one was placed just under the right collarbone, and one under the left rib cage. ICG
electrodes provided the necessary grounding. For CBP, participants’ index and middle fingers
of their left hand were placed in the accompanying finger cuffs, and a blood pressure cuff was

placed around their upper arms just above their brachial artery to provide occasional measures
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of systemic blood pressure. The finger cuffs provided continuous blood pressure data, which

was directly integrated into the Acgknowledge software.

2.2.3 ICG, ECG, and CBP equipment

ICG and ECG non-invasive psychophysiological recording equipment were used for
continuous real-time data acquisition. All physiology equipment and software was from
Biopac Systems, Inc. (Goleta, CA). Signals were integrated using the MP160 and collected at
a 2 kHz sampling rate. ICG data were collected using a NICO100C amplifier, ECG data were
collected using an ECG100C amplifier, and CBP data were collected using the CNAP monitor
500 and connected to a DA100C amplifier through a TCI105 transducer. The DA100C
amplifier settings were adjusted to a gain of 1000 and a low pass filter of 10 Hz — 300 Hz. The
ECG100C amplifier settings were adjusted to filter the incoming signal at 0.05 Hz— 35 Hz and
NICO100C amplifier settings were adjusted to filter at DC (no filter) — 10 Hz. For experiments
inside the MRI, the ECG100C-MRI and NICO100C-MRI amplifiers were used for ECG and
ICG, respectively. All signals were displayed and stored on a laptop running AcqKnowledge

software version 5.0.2.

2.3  Psychophysiology preprocessing: the Moving Ensemble Analysis Pipeline

(MEAP)

We worked in collaboration with Dr. Matthew Cieslak to implement a custom open-
source software tool, written in Python, for accelerating the analysis of dynamic sympathetic
changes (Cieslak, 2018). Previous literature has struggled to reliably define the location of the
B-point (estimation of the opening of the aortic valve), a highly valuable point for the
interpretation of the sympathetic nervous system. This has added to the lack of use of
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impedance cardiography across laboratories that aim to study autonomic responses. MEAP
presents a simple combination of user-friendly labeling of this point along with a machine
classifier to assist in reliably marking this point. Additionally, MEAP introduces the use of a
moving-ensemble averaging window rather than ensemble averaging. This allows for
capturing rapidly fluctuating cardiovascular dynamics that might be smoothed out by the

classic ensemble averaging method.

Psychophysiology data for all of the following research experiments were preprocessed
using MEAP. Data for studies in Chapters 3, 4, and six were moving ensemble-averaged along
a 15 second window, allowing for continuous estimations of the physiological measures of
interest as demonstrated by Cieslak et al. (2018). Trained researchers manually checked each

classification and edited out any artifacts.
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Enhancing the Collection and Preprocessing of Dynamic Allostatic

Responses

Chapters 3 -5

Current methods for recording ECG and ICG are generally time intensive for researchers. In
terms of apparatus preparation, the combined recording requires a total of 10 electrodes, placed
on the neck, chest, and abdomen of the participant (Figure 2.2). This procedure routinely
requires ~20 minutes and there can be significant variability in electrode placement by different
researchers. There is also the issue of data processing. Current preprocessing techniques of the
resulting time series have improved significantly with automated pipelines (Cieslak et al.,
2018; described in Section 2.3). Nevertheless, even with these software tools it can be difficult
to localize precisely the opening of the aortic valve (the B-point) within the ICG signal. These
software tools require the researchers to build a classifier based off of 20 or more hand labeled
B-points drawn from the full time series of data. For combined ICG-MRI experiments, the
location of B-points is even more challenging and time consuming due to MRI-induced noise;
100 or more points must be manually labeled for classifiers to model an extended time series
of data (Cieslak et al., 2018). Clearly, any technique that requires hand-labeling of the B-point,
even if for just a subset of heartbeats, runs the risk of researcher bias. To address these
challenges in subject preparation and data preprocessing, the following three experiments were
conducted in collaboration with Biopac Systems Inc. to create and test new devices for

measuring the dynamic moment-to-moment behavior of the ANS.
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Chapter 3

Experiment 1: A Wearable Heart Monitor For Measuring Changes Of The

Autonomic Nervous System Using an Electro-Resonator

3.1 Introduction

In the following experiment, a wearable heart monitor that directly records the opening
and closing of the aortic valve was created in collaboration with Biopac Systems, Inc. to bypass
the limitations of ICG in estimating ANS activity. An electro-resonator (a single round
electrode with a frequency of 2.4 GHz) transmits electrical energy directly into the human
body. In turn, the heart's mechanical motion influences the signal received by the resonator
during each heartbeat, producing a continuous waveform that estimates the opening and
closing of the aortic valve. During a single heartbeat, when paired with ECG, the time between
the Q-point of the ECG and the first pulse from the resonator waveform (the opening of the
aortic valve) provides us with a measure of the pre-ejection period (PEP; Figure 2.1).
Accordingly, the time between the two pulses from the resonator (the opening and closing of
the aortic valve) provide a measure of left-ventricular ejection time (LVET; Figure 2.1). PEP
and LVET are discussed in further detail in Section 2.1.

In Part One of the study, researchers determined the ideal placement of the resonator
that produced the most reliable signal. Afterwards, in Part 2, researchers tested whether the
resonator was capable of comparably capturing PEP and LVET measures when paired with
ECG as compared to ICG. Participants were fitted with the resonator, ICG, and ECG as they
completed classical physiological stressors known to trigger a complex cascade of autonomic

reflexes: the cold pressor task (CPT; Bullock et al., 2023; Kasagi et al., 1995; Kelsey et al.,
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2007) and Valsalva maneuver (VM; Blackburn et al., 1973; Ermishkin et al., 2007; Gorlin et
al., 1957; Levin, 1966; Novak, 2011). These stressors are typically accompanied by an initial
parasympathetic bradycardia and increase in peripheral autonomic tone, followed by increased
cardiac contractility that is based on sympathetic-related drive. The resulting measures of PEP
and LVET obtained from each method (the resonator and ICG, respectively), paired with ECG,
were confirmed to be comparable.

3.2 Methods

3.2.1 Participants

Ten healthy undergraduate and graduate students (4 females, average age 23 years +/-
4.5) at the University of California, Santa Barbara were recruited by word of mouth to
participate in these two experiments, for which they were compensated US $10/hour. All
participants provided informed consent in accordance with the Institutional Review
Board/Human Subjects Committee, University of California, Santa Barbara. They passed a
screening protocol for physiological recording experiments to exclude anyone with a
cardiovascular abnormality. Six participants partook in Part One of the study to determine the
placement of the resonator. In Part Two of the study, six of the participants were fitted with
psychophysiological sensors, and completed both a cold pressor task and the Valsalva
maneuver.
3.2.2 General procedure

In Part One of the study, the most reliable placement of the resonator was determined
following one minute of data collection from each of the five classic auscultation points
demonstrated in Figure 3.1a (Hanifin, 2010; Spiers, 2011). These five auscultation points are

commonly used regions on the chest to listen to the heart with a stethoscope: (1) aortic, (2)
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pulmonic, (3) Erb’s point, (4) tricuspid, and (5) mitral. In Part Two of the study, researchers
tested the resonator’s reliability in estimating activity of the ANS by having participants
complete both a 30 second VM and a one minute bilateral foot CPT. Each experimental
condition began with a 1-minute baseline recording of ICG, ECG, and resonator time series as
the participants were in a seated posture with their hands resting on their thighs, breathing
regularly. At the researcher’s signal, the participant engaged in one of the two stressors in a
randomized order across subjects. Following each task, participants began a two minute

recovery phase to allow sympathetic activity to return to baseline.

\7
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Figure 3.1 (a) The five classic heart auscultation points: (1) aortic, (2) pulmonic, (3) Erb’s
point, (4) tricuspid, and (5) mitral. In Part One, one minute of physiological data was collected
from each of these auscultation points, at rest. Results showed auscultation point 2 (the
pulmonic; circled in green) to be the most reliable. (b) The electro-resonator signal in red is
shown overlaid on the impedance cardiography (ICG) signal in black. In dark blue, the B-point
of ICG (representing the opening of the aortic valve) is lined up with the trough of the initial
strong resonator pulse. In cyan, the X-point of ICG (the closing of the aortic valve) is lined up
with the trough of the second resonator pulse.

3.2.3 Experiment protocol

For Part One of the study, six participants were recruited to determine the most reliable
placement of the resonator over the heart. For each participant, the resonator surface was
disinfected with an alcohol wipe and adhered to the skin with body tape at each auscultation

point listed in Figure 3.1a. The participant was seated at rest and asked to limit any movement
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while the researcher recorded one minute of data from each of the five auscultation points.
Researchers compared the resulting data and determined that the second auscultation point
produced the most robust waveform representing the closing and opening of the aortic valve
(Figure 3.1b).

For Part Two of the study, researchers recruited six participants to undergo a one
minute bilateral foot CPT and 30 second VM. Three of the participants from Part One of the
study also partook in this second portion. Each participant’s session was completed
independently from the others. For each participant, ICG and ECG electrodes were placed on
their neck, chest and torso following the procedure listed in Section 2.2. The resonator was
disinfected with an alcohol wipe and adhered to the second auscultation point with body tape
(Figure 3.2). In order to prevent the weight of the circuit board from interfering with the signal
from the resonator, the circuit board was placed in a sling that hung around the participant’s

torso. The sling had a hole at the base, allowing the wire from the circuit board to pass through.

Figure 3.2 The electro-resonator (demonstrated by a single black round electrode
connected to a circuit board) was placed on the pulmonic auscultation point on the chest, with
the wire pointed to the left. The resonator’s circuit board was placed inside a sling that wrapped
around the neck and under the right arm. Eight electrodes used for the impedance cardiography
(ICG) are shown in blue on either side of the neck and torso. Two electrodes used for the
electrocardiogram (ECG) are shown in red under the right collarbone and left rib cage.
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For each cold pressor task, the participant was seated barefoot in a chair with a large
metal bucket placed in front of their feet. The bucket was filled with ice water at a temperature
that varied between 33 °F — 36 °F. The participant sat at rest with both feet on a towel until a
researcher signaled for them to submerge both of their feet in the ice bucket. The participant
then swiftly moved their feet into the bucket, with their feet resting at the base and the water
covering several inches above their ankles. They were instructed to make every effort to refrain
from altering their position and to remain in their same relaxed and seated position with little
to no movement apart from breathing. After one minute, the researcher instructed the
participant to swiftly remove their feet from the bucket and place them back at their initial
position on the towel and rest for another two minutes for the recovery period. Following this
trial, each participant was given the opportunity to dry their feet with the towel and rest before
the next task began, or before the experiment was concluded.

Prior to the VM task, researchers gave participants instructions on how to perform the
VM: the participant was instructed to create pressure in their abdomen by holding their breath
and simultaneously trying to breathe out. Participants were instructed to do their best to remain
in the same resting posture during the VM and to refrain from any additional movements. Each
VM task began with the participant seated in a chair in a standard resting posture with their
hands resting on their thighs. After a one minute baseline period, a researcher instructed them
to begin the VM. After 30 seconds, the researcher informed them that they may stop the VM
and return to regular breathing for a two minute recovery phase.

3.2.4 Psychophysiology materials
All ICG and ECG materials and equipment were identical to those listed in section 2.2.

The electro-resonator consisted of a single round electrode (2.5 cm diameter) connected to a
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circuit board, which was then connected by a split cable to two DA100C amplifiers (Biopac
Systems, Inc.). Both amplifiers were set to a gain of 1000, filtering the incoming signal with a
low pass filter from 0.05 Hz — 300 Hz.
3.2.5 Resonator signal filtering and preprocessing

An initial infinite impulse response (IIR) bandpass filter of 10 Hz — 50 Hz was applied
to the raw resonator signal. Then, an additional comb band stop filter fixed at 60 Hz was
applied. Finally, an IIR bandpass filter was applied, fixed at 30 Hz. All of these filters were
applied to the raw resonator signal in real-time. For preprocessing of the data, resonator
detection algorithms were implemented into MEAP (described in Section 2.3) for
preprocessing. The resonator waveform was imported as “doppler”. At the “Label Waveform
Points” step, the opening of the aortic valve in the doppler waveform (“DB”) was set at the
trough following the first major peak in the first pulse (Figure 3.3a). The closing of the aortic
valve (“DX”) was set at the trough following the first peak in the second pulse (Figure 3.3b).

“DB” and “DX” align with the B- and X-points of the ICG waveform (Figure 3.4).
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Figure 3.3 Preprocessing of the electro-resonator was implemented into the open-source
Moving Ensemble Averaging Pipeline (MEAP) software (a) The opening of the aortic valve
(labeled “DB”) is marked at the trough of the first spike of the first pulse (in dark blue). (b)
The closing of the aortic valve (labeled “DX”) is marked at the trough of the first peak of the
second pulse (in cyan).
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Figure 3.4 Impedance cardiography (ICG), resonator, and electrocardiogram (ECG)
waveforms. The ICG waveform is in red, containing the opening of the aortic valve (the B-
point), labeled “B”, and the closing of the aortic valve (the X-point), labeled “X”. The resonator
waveform is in brown, with the opening of the aortic valve labeled “DB” and the closing of the
aortic valve labeled “DX”. The ECG waveform is in green, with each point of the complex
labeled.
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3.3 Results

In Part 1, both the directionality and physical placement of the electro-resonator greatly
affected the signal-to-noise ratio. The pulmonic auscultation point (point 2), with the wire
pointing directly to the left, was verified to be the most robust placement and directionality of
the resonator across all six of the participants in Part One (Figure 3.2). In Part 2, beat-to-beat
changes in PEP and LVET could be seen with the physical stressors across all participants
when combining the ECG and resonator waveforms (Figure 3.5). It is readily visible that the
resulting continuous PEP and LVET waveforms composed using the resonator are comparable

to those from the ICG.
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Figure 3.5 On the right, continuous data of pre-ejection period (PEP) for Valsalva and
cold pressor task (CPT) are displayed with the electro-resonator signals in blue. On the left,
continuous left ventricular ejection time (LVET) data for Valsalva and CPT are displayed, with
the electro-resonator signals in red. All impedance cardiography (ICG) signals are represented
in black. Beat-to-beat changes are seen comparably across both resonator and ICG signals
following the classic stressors.
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3.4 Discussion

With these findings, we introduced an innovative and additional method for acquiring
high-temporal resolution recordings of cardiac contractility as a means for tracking changes of
ANS activity, along with the accompanying software for preprocessing the data. The electro-
resonator provided a faster and simpler application method for tracking the opening and closing
of the aortic valve compared to the classic ICG application. In combination with a 3-lead ECG,
the resonator provided estimates of dynamic beat-to-beat ANS activity (PEP and LVET) in
response to two classic physical stressors. Limitations to the resonator included hyper-
sensitivity to signal-to-noise ratio, likely caused by a combination of movement from the
participant and sensitivity to the positioning of the device. Another limitation was the challenge
in preprocessing the resonator data, as it was difficult to consistently identify which spike in
the resonator signals to mark as the opening and closing of the aortic valves without the use of
the ICG waveform for assistance. Moving forward, we created a second wearable heart
monitor, with the goal that it may be more robust to signal artifacts and generate signals that

are easier to preprocess (Experiment 2, Chapter 4).
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Chapter 4

Experiment 2: An Accelerometer Based Heart Monitor to Measure Changes of

the Autonomic Nervous System

4.1 Introduction

After running into detrimental problems with using an electro-resonator to measure the
mechanical motion of the heart, researchers worked with Biopac Systems Inc. to create a
simple wearable and wireless heart monitor that includes a 3-lead ECG, but replaces the eight
electrodes needed for ICG with a single-lead accelerometer (ACC) (Figure 4.1b). The ACC is
placed flat in the suprasternal notch of the neck. Here, it senses motion orthogonal to the skin
surface associated with the abrupt onset and offset of blood flow in the region of the aortic arch
and great vessels. The resulting ACC waveform is composed of two smooth waves identifying
key physiological events for quantifying both PEP and LVET, where the first peak represents

the opening of the aortic valve, and the second peak represents its closing.

In this Chapter, we find that the ACC device can cut down on the time necessary for
subject preparation and provide wave forms that simplify the subsequent data analysis while
improving reliability. We also compare ACC based measures of PEP and LVET with measures
from conventional ICG, and demonstrate equivalence between the two apparatuses, both in
terms of event-related moment-to-moment fluctuations, and also in their estimation of the
latency of key events resulting from a well-known and strong physiological perturbation — the

Valsalva maneuver. The Valsalva maneuver is a classic physiological stressor known to trigger
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a complex cascade of autonomic reflexes, as described in Section 3.1 (Blackburn et al., 1973;

Ermishkin et al., 2007; Gorlin et al., 1957; Levin, 1966; Novak, 2011).

4.2 Methods

4.2.1 Participants

Twenty healthy young adults (12 females, average age 23.6 years, +/- 3.6) were
recruited to participate in this 1.5 hour study, for which they were compensated US $10/hour.
All participants partook in a stressor condition where they performed the Valsalva maneuver.
Nineteen participants performed a 2-minute seated baseline session (one participant was unable
to perform the seated baseline due to timing constraints). Following the first eight participants,
researchers were given the opportunity to add a third session, in which the remaining 12
participants partook in a 2-minute supine baseline session. All participants provided informed
consent in accordance with the Institutional Review Board/Human Subjects Committee,
University of California, Santa Barbara. They passed a screening protocol for physiological

recording experiments to exclude anyone with a cardiovascular abnormality.

4.2.2 General procedure

Upon arrival, a researcher described the general procedure of the study. Participants
then completed consent forms and the screening form of cardiovascular related disease.
Participants were taken into a private room where they changed into a surgical scrub top. A
trained female researcher placed eight ICG electrodes and three ECG electrodes on each
participant. The electrodes used, the skin preparation procedure, and the ICG electrode

placement, was identical to that described in Section 2.2.2. A total of three electrodes were
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used for ECG (Figure 4.1b, in white, black and red), one placed just under the right collarbone,

one under the left collar bone, and one on the upper left arm.

Participants were then taken to the experiment room and the ICG leads were connected
to the respective hardware by carbon fiber leads. The ACC sensor was wiped down with an
alcohol pad and allowed to dry between each participant. It was placed as flat on the
suprasternal notch of the neck as possible with the wire oriented vertically and secured with 2
— 3 pieces of body tape (Figure 4.1a). Placement of all leads/sensors was standardized across
participants and tasks. The ACC and ECG leads were permanently attached to an integrated
wireless transducer that was placed in the pocket of the scrub shirt. During cardiovascular
setup, the researcher reviewed the importance of minimizing any and all movements of the
seated posture throughout the course of the study in order to reduce noise in the cardiovascular
readings. Researchers estimated the time required to prepare each subject for the ACC method,
from the start of skin exfoliation until the placement of the third ECG electrode. They added
an estimate of the remainder of the time taken to apply the ICG electrodes, up until the
recording of the inter-electrode ICG measurement, with the ACC time to produce an overall
ICG preparation estimate. A minute was added to the ACC estimate to account for it being

secured to the neck.
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4.2.3

(a)(g
4 = a - Ac:celé;ometer (ACC)

[ - ECG

Figure 4.1 Impedance cardiography (ICG) and electrocardiogram (ECG) setup and the
accelerometer device (ACC) (a) Experiment setup of the eight ICG electrodes (in black on
either side of the neck and ribs), three ECG electrodes (white lead placed under right
collarbone, black lead under the left collarbone, and red lead on the left tricep), and the ACC
sensor (black rectangle secured in place with body tape at the suprasternal notch). ECG and
ACC sensors are all connected to the BioNomadix wireless transducer. (b) A Biopac Systems
Inc. BioNomadix wireless transducer with three leads for ECG (represented by white, black,
and red) and a single accelerometer (in green).

Experiment protocol

To test the ACC’s reliability, a validation study was completed with a 15 second

Valsalva maneuver. Each experimental condition began with a 2-minute baseline recording of

ICG, ECG and ACC time series as the participants were in a seated posture with their hands

resting on their thighs, breathing regularly. For each Valsalva trial, the participant was seated

in a chair in a standard resting posture with their hands resting on their thighs. After a one

minute baseline, a researcher instructed them to begin the Valsalva maneuver. The instructions

for this maneuver were standardized between participants to “bear down” on their abdominal

muscles as if they were lifting something very heavy, creating a large amount of pressure in

their gut region, and to hold this maneuver until the researcher told them to release. Prior to

this, each participant was instructed to do their best to remain in the same posture and to refrain

as much as possible from any additional movement. After 15 seconds, the researcher informed
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the participant that they may release the Valsalva and return to regular breathing for a 2-minute
recovery phase to allow autonomic activity to return to baseline. We had the opportunity to run
12 of the participants in an additional 2-minute condition in a supine position, lying flat on a

gurney with their arms at their sides in the same experiment room.

4.2.4 Psychophysiology materials

Non-invasive physiological recording equipment was used for continuous real-time
data acquisition throughout the study. All physiology equipment and software was from Biopac
Systems, Inc. (Goleta, CA). Signals were integrated using the MP160 and collected at 2 kHz
sampling rate. The ACC and ECG data were collected using a modified BN-RSPEC
BioNomadix Transmitter to create a new “Cardio-Seismic" wireless transmitter unit. This unit
employed a detachable +/- 2 G accelerometer containing very low noise (20uG/sqrt(Hz)). The
respiration input channel was modified to accommodate the accelerometer, while the ECG
channel was left as is. ACC raw data was filtered from 0.1 Hz — 100 Hz. The ECG channel
was filtered in real time from 1 Hz — 35 Hz (the default bandwidth setting for that amplifier).
However, additional filters were added using AcqKnowledge later in the processing chain
(detailed in Section 4.2.5). ICG was collected using a NICO100C amplifier, with settings
adjusted to filter at DC (no filter) — 10 Hz. All of these settings were kept constant across the
sessions and therefore any delay contributions would be stable. All signals were displayed and

stored on a laptop running AcqKnowledge software version 5.0.2.

4.2.5 ACC signal filtering

An initial finite impulse response (FIR) bandpass filter of 20 — 30 Hz was applied to

the ACC signal. The signal was then converted to its absolute value, after which an additional
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low pass filter of 15 Hz was applied. Finally, mean-value smoothing was applied at a
smoothing factor of 221 samples. All these filters were applied post-collection and pre-
processing. Following these filters, researchers were able to convert the original ACC signal
into two smooth waves, with the first wave’s peak indicating the opening of the aortic valve,
and the second wave’s peak indicating the closing (Figure 4.2a). Collectively, these measures
are capable of potentially replacing the entire ICG setup, as the main points necessary to

measure the SNS and other ANS perturbations are the mechanistic movement of the aortic

valves (Figure 4.2b).
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Figure 4.2 Extracting pre-ejection period (PEP) and left ventricular ejection time (LVET)
using characteristic electrocardiogram (ECG) and filtered accelerometer (ACC) waveforms.
(a) Original ACC waveform of a single heartbeat representing movement in the z-direction of
the mechanistic pulse wave moving through the trachea, displayed above the filtered waveform.
The first peak of the filtered waveform is analyzed as the opening of the aortic valve (the B-
point). The 2nd peak is analyzed as the closing (the X-point). (b) The filtered ACC waveform
(in blue) is displayed overlapping the ECG waveform (in green). The peak of the first waveform
of the ACC is labeled as the B-point (opening of the aortic valve), while the peak of the second
waveform is labeled as the X-point (closing of the aortic valve). The time interval between the
Q-point of the ECG waveform and B-point peak of the ACC is measured as PEP. The time
interval between the b- and x-peak of the ACC is measured as LVET.
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4.2.6 Psychophysiology preprocessing

Analysis of the ICG time series, including preprocessing and B-point and X-point
labeling using the open-source Moving Ensemble Analysis Pipeline (MEAP) has been
described in detail previously (Cieslak et al., 2018). The MEAP software was modified to also
import the filtered ACC time series where automated B- and X-point labels were applied to
the two peaks of the ACC signal. Trained researchers manually checked each classification
and edited out any artifacts in the ICG and ACC time series. The automation of ACC time
point classifications required little to no outlier edits, while the same time point estimations for
ICG required significant outlier detection and hand labeling. For this study, the ICG and ACC
data were each combined with the ECG times series and processed with a moving ensemble-
average along a 15 second window, allowing for continuous estimations of two physiological
measures of interest: PEP and LVET. Researchers estimated the time required to perform
manual checking of standard ICG and ACC time series. For ACC, this time was estimated
from the start of opening the file in MEAP, up until the completion of the correction of any
obvious outliers following the initial computation of moving ensembles. Following this step,
the researcher created an ICG B-point classifier based on 25 hand-labeled B-points, applied
this classifier to the data, and repeated the correction for outliers. This remaining time was
added to the previous ACC estimate to create an ICG analysis estimate. To control for
reliability across researchers scoring the data, the same researcher analyzed within-participant

trials.
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4.2.7 Statistical analyses

To compare the ICG and ACC derived physiology time series we conducted four
analyses. The first analysis estimated the overall similarities between moment to moment
fluctuations recorded by both sensors. We computed a summarized delta time series for each
measure: change in average activity across successive five second windows. For both PEP and
LVET, and in each of the seated, supine and Valsalva conditions, we tested the similarities
between the ICG and ACC delta time series across subjects. To this end, we used a linear
mixed effects (random intercept) model that tested for agreement between moment-to-moment
changes in our physiological indices (PEP, LVET) recorded with ICG and ACC. Given the
relatively small size of this exploratory sample, we also included a hierarchical Bayesian
analogue of the linear mixed effects model (hierarchical regression), to directly capture the
uncertainty of our estimated model parameters in a manner that accounts for between subject

variability.

In the second analysis we assessed whether both sensors would estimate similar latency
of event-related peak physiological change during our Valsalva stressor condition. For this, we
used a hierarchical Bayesian changepoint model; the model predicts the likelihood that the
summarized delta time series have two means. From these two distributions a switchpoint can
be identified. In theory, one side of the peak should be predominantly unidirectional and a
mean of one sign, while the return to baseline should be unidirectional in the opposite direction.
The switchpoint therefore estimates the critical point when there is a maximal change between
distributions, without assuming signal valence. If the ACC is similar to ICG then this

switchpoint should be at the same time.
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In the third and fourth analyses, we examined the internal consistency (i.e., within
session reliability) and criterion validity (i.e., cross-instrument), separately for each subject,
and for PEP and LVET values expressing the percentage change in the Valsalva condition,
relative to the baseline condition at each data point. To align baseline and Valsalva conditions
for meaningful percentage-change estimation, all sessions were cropped to the first 120
seconds worth of data and linearly resampled to provide one estimate of physiology (PEP or

LVET) at each second.

All linear mixed effects models were fitted using the ImerTest (Kuznetsova et al., 2017)
package in R (version 4.2.1, R Core Team, 2020). Bayesian hierarchical regression,
changepoint , internal consistency and criterion validity analyses were run using PyMC3
(Salvatier et al., 2016) libraries in Python 3. All other data preprocessing was carried out in

MATLAB version 2020a.

4.3 Results

We found that the ACC method cut down on human labor estimates from about 20
minutes for application/preparation and one hour for analysis per one hour of data collected,
to about five minutes of application and 20 minutes of analysis per hour of data. To compare
the results between the performance of the ACC and ICG, we examined the time courses of
two temporal features (PEP and LVET), using our two different methods (the ACC and ICG).
The following analyses were used to determine the validity of the ACC compared to the classic
ICG method for both PEP and LVET measures. Mean and standard deviation for both ACC

and ICG-derived PEP and LVET are summarized in Figures 4.3 and 4.4.
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1.

2.

3.

Linear mixed effects (random intercept) model. We tested the similarities between the
ICG and ACC delta time series across participants. For instance, as ICG’s PEP values
change, does the ACC’s PEP change with it? We fitted separate models for PEP and
LVET, in each case modeling the signals measured by ICG as a function of the signals
measured from ACC. The model fitted a single parameter ACC and a separate intercept
for each subject (random intercept model).

Hierarchical Bayesian delta regression. The concern with the random intercepts model
(which only fits a single ACC beta to account for all subjects) is that significant effects
may be driven by a single outlier participant. To mitigate the effects of individual
participants, we ran a Bayesian regression as a group-based analysis. This analysis
method estimates the parameters (mu and sigma) of a hierarchical Gaussian
distribution, from which each subject’s ACC beta is drawn. Significance at the group
level is determined by the posterior distribution of the hierarchical distribution’s mu
parameter exceeding 0, using a 94% highest density interval (HDI). In other words,
allowing for individual differences, the mean of the distribution that characterizes betas
across all subjects is confidently above or below 0.

Hierarchical Bayesian changepoint in delta time course. While the previous two
analyses were performed for all three trials (seated baseline, supine, and Valsalva), this
changepoint analysis was only performed on the Valsalva condition. For these Valsalva
trials, we assume that the physiologic measure (either PEP or LVET) will undergo a
significant change at some time point after the initiation of the maneuver. Thus, we
assume deltas in the time series of each measure can be best categorized by two

distributions, one distribution for a change in one direction (e.g., with a positive mean
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4,

delta if measure increases) and another, with an opposite signed mean when the
measure returns to baseline. We also estimate the changepoint, i.e., the point in time
that most likely reflects when the observed deltas transition from being best
summarized by one distribution to the other. In other words, this model determines
when the critical point of an event-related change in deltas occurs in both LVET and
PEP (peak max or peak min) in response to the Valsalva maneuver, without a priori
assumptions on the direction of change. This analysis was performed only on the
Valsalva trials.

Internal Consistency. We measured the consistency of each subject’s data recorded
across discrete moments in time. For each of the eight measurements - two conditions
(BL,V), two sensors (ACC, ICG) and two physiology measures (PEP, LVET) - we
computed a second-by-second estimate of the standard deviation (SD) of the
distribution for that measurement across subjects. We fitted these SD values using a
Bayesian model. By computing a posterior for each SD, we could compare the SD at
every timepoint, with the SD for each other time point for a given measurement. The
results confirm very strong internal consistency for all measurements. Within each of
the eight measurements, we saw no strong evidence that the SD across subjects at any
timepoint was credibly different to those at all other timepoints (See Supplementary
Materials for an exhaustive pairwise departure analysis). We conclude that both ICG
and ACC record consistent measures of both PEP and LVET across subjects at discrete
moments in time, in both the baseline and Valsalva condition (Figures 4.5b and 4.6b).
Criterion Validity. We assessed criterion validity between departures from the baseline

condition driven by the Valsalva condition. For both PEP and LVET, we computed the
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percentage difference between each timepoint of the Valsalva condition and the
corresponding timepoint in the baseline condition (% A V-BL), for both ACC and ICG
for each subject. We then used a Bayesian model to estimate the mean of the
distribution of subjects’ (% A V-BL) at each second in time for both ICG and ACC.
Sampling each timepoint's posterior for mean (% A V-BL — ICG) and mean (% A V-
BL — ACC), we computed a distribution of Pearson coefficients that quantified the
relation between ICG Valsalva-baseline departure and ACC Valsalva-baseline
departure across 120 seconds of data. For both PEP and LVET, this n = 10,000
simulation produced a distribution of all positive coefficients, confirming a strong
association between measurements derived by the ACC and ICG, using a procedure
that accounted for the random effects at each timepoint due to individual difference

(Figures 4.5a and 4.6a).
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Baseline - PEP Baseline - LVET

subject mu_icg sd icg mu_acc sd _acc mu_icg sd_icg mu_acc sd_acc

1 107 2.59 123 5.22 305 6.29 317 6.99
2 88 1.53 130 1.49 281 3.14 222 3.85
3 85 3.26 151 2.49 317 4.41 279 5.35
4 68 242 120 9.07 266 6.04 256 7
5 62 2.19 97 2.51 254 4.76 243 2.7
6 81 1.09 171 2.16 269 1.74 217 5.25
7 86 3.54 108 5.01 332 5.85 306 8.55
8 80 2.29 135 6.64 241 2.24 215 5.57
9 77 2.53 118 2.46 287 2.26 287 4.41
10 73 1.12 108 1.76 313 3.44 275 3.96
11 88 2.59 121 7.17 283 3.57 259 7.1
12 76 2.15 113 7.96 308 2.46 295 4.89
13 81 2.46 75 6.09 277 6.06 301 5.34
15 95 1.65 142 3.7 307 4.39 275 5.33
16 50 5.42 240 3.41 276 8.87 279 9.24
17 72 2.66 102 4.36 325 3.37 298 4.9
18 82 23 116 9.25 316 13.65 310 11.32
19 96 3.46 122 3.6 284 3.45 251 3.64
20 81 2 144 5.11 282 3.95 267 6.43
mu 80.42 25 12821 471  290.68 4.73 2712 5.9
sd 12.71 0.98 34.41 2.44 24.8 2.79 31.18 2.12
Figure 4.3 Summary data for pre-ejection period (PEP) and left ventricular ejection time

(LVET) for the baseline condition. Mean (mu) and standard deviations (sd) for both the
accelerometer (ACC) and impedance cardiography (ICG)-derived PEP and LVET (across the
entire session). Participant 14 did not have a baseline condition.
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Valsalva - PEP Valsalva - LVET

subject mu_icg sd_icg mu_acc sd_acc mu_icg sd icg mu_acc sd_acc

1 108 4.4 137 9.6 300 9.14 304 10.35
2 78 5.06 124 6.88 271 7.77 218 7.66
3 84 5.15 151 10.31 315 17.46 282 12
4 72 4.92 129 12.26 267 9.98 244 5.09
5 52 6.91 92 7.66 257 17.14 244 11.84
6 79 6.29 173 15.16 266 15.62 211 16.03
7 87 6.96 119 12.16 329 23.58 289 19.95
8 75 7.93 128 14.86 243 6.27 219 12.57
9 75 3.96 118 6.89 286 9.77 291 10.44
10 70 2.47 108 6.67 313 7.89 279 8.61
11 77 10.37 115 16.54 291 9.28 272 11.58
12 76 291 118 7.25 307 8.86 294 10.17
13 78 2.53 77 9.28 271 3.98 294 9.25
14 70 3.22 131 5.37 264 8.74 252 7.19
15 91 12.76 148 8.01 315 11.46 269 10.4
16 52 10.54 242 14.1 284 25.88 283 31.48
17 73 9.65 115 8.46 318 15.86 280 16.25
18 79 4.08 116 7.4 309 16.42 302 13.46
19 103 3.38 124 4.75 268 8.6 239 6.65
20 78 7.45 138 13.13 300 11.98 280 14.44
mu 77.85 6.05 130.15 9.84 288.7 12.28 267.3 12.27
sd 13.33 2.98 33.36 3.52 243 5.7 29.03 5.77
Figure 4.4 Summary data for pre-ejection period (PEP) and left ventricular ejection time

(LVET) for the Valsalva condition. Mean (mu) and standard deviations (sd) for both the
accelerometer (ACC) and impedance cardiography (ICG)-derived PEP and LVET (across the
entire session).

43



PEP agreement
®-cc

-

m

> | N

< 0.0 e , || @=AcC |
2 \

> _

S

0 50 100 0.25 0.50
time (s) B
icg_pep_BL acc_pep_BL

20 4
@2 2100 1
2 3.
g g
a1s 2 80| ol ————————— ®
S S
[} [}
(3] (]
o 10 © 60

0 20 40 60 8 100 120 0 20 40 60 80 100 120
time (s) time (s)
icg_pep_V acc_pep_V

301 120 1
@ @
[$] [$3
2251 2 100
3 3
2 20 P ?
8 50| "— e
S 151 Wyt S
o ° 604

10

0 20 40 60 80 100 120 0 20 40 60 80 100 120
time (s) time (s)

Figure 4.5 Pre-ejection period (PEP) PEP internal consistency and criterion validity. (a)
Criterion validity between departures from the baseline condition driven by the Valsalva
condition (% A V-BL). For impedance cardiography (ICG; blue) and accelerometer (ACC;
red) we estimated the mean (% A V-BL — dots) across subjects at each data point, with the
shaded region reflecting the HDI of each mean estimate. Agreement histogram on the right
represents the distribution of Pearson correlation coefficients from n = 10,000 draws from the
(% A V-BL — ACC) and (% A V-BL — ICG) posteriors at each data point. (b) Dots show the
mean of the posterior estimating the standard deviation across subjects at each data point, while
the shaded region depicts the HDI, i.e., the credible range of variability across subjects at each
moment in time.
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Figure 4.6 Left ventricular ejection time (LVET) internal consistency and criterion

validity. (a) Criterion validity between departures from the baseline condition driven by the
Valsalva condition (% A V-BL). For impedance cardiography (ICG; blue) and the
accelerometer (ACC; red) we estimated the mean (% A V-BL — dots) across subjects at each
data point, with the shaded region reflecting the HDI of each mean estimate. Agreement
histogram on the right represents the distribution of Pearson correlation coefficients from n =
10,000 draws from the (% A V-BL — ACC) and (% A V-BL — ICG) posteriors at each data
point. (b) Dots show the mean of the posterior estimating the standard deviation across subjects
at each data point, while the shaded region depicts the highest density interval (HDI), i.e., the
credible range of variability across subjects at each moment in time.

Pre-ejection period (PEP)

Overall, PEP measures collected using the ACC closely followed PEP measures from

ICG. Results of the linear mixed effects model for 19 participants in a seated 2-minute baseline

confirmed a positive relationship between the delta of the ACC’s PEP with the ICG's PEP (j3

=0.216, SE =0.059, p < 0.001). In the Bayesian delta regression of the same baseline period,
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the mean of the hierarchical posterior distribution of subjects’ beta values was 0.102 with a

94% HDI of -0.012, 0.218], indicating a marginally positive relationship between ACC and

ICG recorded PEP perturbations (Figure 4.7).
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Figure 4.7 Pre-ejection period (PEP) 2-minute seated baseline hierarchical Bayesian delta

regression model. (a) Summarized delta time series for each of the accelerometer’s (ACC) and
impedance cardiography’s (ICG) pre-ejection period (PEP), each time point reflects the change
(delta) in average activity across successive five second windows. Light gray lines represent
data from individuals, while dashed black lines represent the central tendency. (b) A Bayesian
estimate of the mean of a Gaussian distribution from which each subject’s beta parameter
(modeling ICG as a function of ACC) is drawn. The blue line denotes the 94% highest density
interval (HDI). Most of the HDI above 0 reflects a marginally positive relationship between
the deltas estimated with [CG and ACC.

Results of the linear mixed effects model for 12 participants in a supine 2-minute

baseline confirmed a positive relationship between the delta of the ACC’s PEP with the ICG's

PEP (B=0.216, SE =0.059, p <0.001). In the Bayesian delta regression of the same baseline

period, the mean of the hierarchical posterior distribution of subjects’ beta values was 0.079

with a 94% HDI of [-0.016, 0.182], indicating a marginally positive relationship between the

ACC and ICG recorded PEP perturbations (Figure 4.8).
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Figure 4.8 Pre-ejection period (PEP) 2-minute supine hierarchical Bayesian delta
regression model. (a) Summarized delta time series for each of the accelerometer’s (ACC) and
impedance cardiography’s (ICG) pre-ejection period (PEP), each time point reflects the change
(delta) in average activity across successive five second windows. Light gray lines represent
data from individuals, while dashed black lines represent the central tendency. (b) A Bayesian
estimate of the mean of a Gaussian distribution from which each subject’s beta parameter
(modeling ICG as a function of ACC) is drawn. The blue line denotes the 94% highest density
interval (HDI). Most of the HDI above 0 reflects a positive relationship between the deltas
estimated with ICG and ACC.

Results of the linear mixed effects model for 20 subjects performing Valsalva
confirmed a positive relationship between the delta of the accelerometer's PEP with the ICG's
PEP (B =0.688, SE = 0.097 p < 0.001). Additionally, in the Bayesian delta regression during
the Valsalva, the mean of the hierarchical posterior distribution was 0.168 with a 94% HDI of
[0.076, 0.259], indicating a positive relationship between ACC and ICG recorded perturbations
(Figure 4.9a). The Bayesian changepoint model estimated that peak ICG-recorded PEP change
occurred at 82.79 seconds (posterior mean; note that the Valsalva onset was at 60 seconds),
while the peak of ACC-recorded PEP change occurred at 80.75 seconds (posterior mean). In
both cases, the changepoints characterizing these peaks marked the point in time where the
delta of PEP went from a negative to a positive slope (Figure 4.9¢), consistent with the expected
increase in sympathetic drive following the Valsalva. Of note, the ICG's changepoint 94% HDI
[73.4, 92.3] fell 100% within the ACC's changepoint 94% HDI [69.15, 92.35]. We therefore

observe overall strong agreement between PEP measures recorded from the ACC and ICG in
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all trials (baseline, supine, and Valsalva), with the strongest positive relationship occurring in

the Valsalva condition.
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Figure 4.9 Valsalva pre-ejection period (PEP) hierarchical Bayesian models. The blue
line denotes the 94% highest density interval (HDI). Most of the HDI above 0 reflects a positive
result. (a) A Bayesian estimate of the mean of a Gaussian distribution from which each
subject’s beta parameter (modeling ICG as a function of ACC) is drawn. (b) Summarized delta
time series for each of the accelerometer’s (ACC) and impedance cardiography’s (ICG) pre-
ejection period (PEP), each time point reflects the change (delta) in average activity across
successive five second windows. Light gray lines represent data from individuals, while dashed
black lines represent the central tendency. (¢) A Bayesian model that estimated the latency of
peak event-related change driven by the Valsalva, separately for the ACC and ICG recorded
PEP. The latency of this peak is the modeled changepoint between two distinct distributions of
delta values (in this case mostly negative distribution and a mostly positive distribution).

Left ventricular ejection time (LVET)

Results of the linear mixed effects model for 19 participants during baseline recording

confirmed a positive relationship between the delta of the ACC's LVET with the ICG's LVET

(B =0.885, SE = 0.118, p < 0.001). In the Bayesian delta regression of the LVET recorded

during baseline, the mean of the hierarchical posterior distribution of subjects’ beta values was
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0.349 with a 94% HDI of [0.213, 0.499], supporting a positive relationship between ACC and

ICG recorded LVET perturbations during a seated baseline (Figure 4.10).
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Figure 4.10  Left ventricular ejection time (LVET) 2-minute baseline hierarchical Bayesian
delta regression model. (a) Summarized delta time series for each of the accelerometer’s (ACC)
and impedance cardiography’s (ICG) LVET, each time point reflects the change (delta) in
average activity across successive five second windows. Light gray lines represent data from
individuals, while dashed black lines represent the central tendency. (b) A Bayesian estimate
of the mean of a Gaussian distribution from which each subject’s beta parameter (modeling
ICG as a function of ACC) is drawn. The blue line denotes the 94% highest density interval
(HDI). Most of the HDI above 0 reflects a positive relationship between the deltas estimated
with ICG and ACC.

Results of the linear mixed effects model for 12 participants during supine recording

showed no relationship between the delta of the ACC's LVET with the ICG's LVET (B = -

0.014, SE=0.1, p>0.1). In the Bayesian delta regression of LVET recorded during the supine

condition, the mean of the hierarchical posterior distribution of subjects’ beta values was 0.178

with a 94% HDI of [-0.021, 0.401], indicating a marginally positive relationship between the

ACC and ICG recorded LVET perturbations while lying in a supine position (Figure 4.11).
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Figure 4.11  Left ventricular ejection time (LVET) 2-minute supine hierarchical Bayesian
delta regression model. (a) Summarized delta time series for each of the accelerometer’s (ACC)
and impedance cardiography’s (ICG) LVET, each time point reflects the change (delta) in
average activity across successive five second windows. Light gray lines represent data from
individuals, while dashed black lines represent the central tendency. (b) A Bayesian estimate
of the mean of a Gaussian distribution from which each subject’s beta parameter (modeling
ICG as a function of ACC) is drawn. The blue line denotes the 94% highest density interval
(HDI). Most of the HDI above 0 reflects a positive relationship between the deltas estimated
with ICG and ACC.

Results of the linear mixed effects model for 20 subjects performing Valsalva
confirmed a positive relationship between the delta of the ACC's LVET with the ICG's LVET
(B=3.581, SE =0.208, p <0.001). In the Bayesian delta regression of LVET during Valsalva,
the mean of the hierarchical posterior distribution of subjects’ beta values was 0.459 with a
94% HDI of [0.289, 0.631], supporting this positive relationship between ACC and ICG
recorded LVET perturbations during a Valsalva (Figure 4.12a). The Bayesian changepoint
model estimated that peak ICG-recorded LVET change occurred at 79.1 seconds (posterior
mean; note that the Valsalva onset was at 60 seconds), while the peak of ACC-recorded LVET
change occurred at 78.6 seconds (posterior mean). In both cases the changepoints
characterizing these peaks marked the point in time where the delta of LVET went from a
positive to a negative slope (Figure 4.12c), consistent with the expected increase in autonomic
drive following the Valsalva. Of note, the 94% HDI of the ACC's changepoint [69.1, 87.95]

fell 94.15% within the HDI of the ICG’s changepoint [70.25, 91.55]. We therefore observe
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strong agreement between LVET measures recorded from the ACC and ICG in both baseline

and Valsalva trials, with the strongest positive relationship occurring in the Valsalva condition.
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Figure 4.12  Valsalva left ventricular ejection time (LVET) hierarchical Bayesian models.
The blue line denotes the 94% highest density interval (HDI). Most of the HDI above 0 reflects
a positive result. (a) A Bayesian estimate of the mean of a Gaussian distribution from which
each subject’s beta parameter (modeling ICG as a function of ACC) is drawn. (b) Summarized
delta time series for each of the accelerometer’s (ACC) and impedance cardiography’s (ICG)
LVET, each time point reflects the change (delta) in average activity across successive five
second windows. Light gray lines represent data from individuals,while dashed black lines
represent the central tendency. (¢) A Bayesian model that estimated the latency of peak event-
related change driven by the Valsalva, separately for the ACC and ICG recorded LVET. The
latency of this peak is the modeled changepoint between two distinct distributions of delta
values (in this case mostly negative distribution and a mostly positive distribution).

Discussion

The main goal of the present study was to investigate whether a single contact

accelerometer device could sufficiently measure dynamic changes of the sympathetic nervous

system (PEP) and preload effects on the heart (LVET) as compared to the eight electrode ICG.

Overall, the results indicate a positive relationship between the ACC and ICG’s values of PEP
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and LVET. This study demonstrates that the simpler ACC could act as a complementary

method of quantifying event-related changes in both PEP and LVET.

Notably, the exact moment of opening and closing of the aortic valve within the raw
ACC waveform was not readily decipherable prior to the application of appropriate signal
filters (Figure 4.2). While two separate pulses are clearly visible (the first for the opening of
the aortic valve, and the second for the closing), it is not as apparent which peak/trough to
choose when analyzing the data. To solve this, we applied the filters described in the methods
(detailed in Section 4.2.5) post-collection to create two distinct and smooth peaks to place the
representative points in analysis. These filters were consistent and reliable across all
participants and trials. Following this filtering, the automated analysis pipeline, MEAP, was
able to consistently label the opening and closing of the valves with little to no outliers. While
these filters are likely to introduce a bit of delay, we found this to be acceptable considering
that the delay would be a fixed offset within participants. The delay effect should be considered
when these filters are applied to data in experiments that are not solely concerned with relative
changes of autonomic activity within individuals. If other researchers consider running these
filters in real-time, they should be mindful of an added delay, particularly from the FIR filter.
If researchers are concerned about the alterations that an FIR filter might make to the PEP and

LVET values, alternative filtering methods of choice can be readily applied.

While PEP measured by ICG during the baseline could be predicted from the ACC
with a linear mixed effect model (p < 0.001), the complementary Bayesian model resulted in
only marginal significance. This suggests that a subset of participants might be driving the
results in the linear mixed effects model. It is important to recognize that in the baseline resting

condition the natural variation of PEP is very low. Furthermore there may be sources of noise
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that are different in the two measures. This suggests that the ACC measure might not be
suitable for measuring minor fluctuations of baseline PEP within a given subject. Alternatively,
the difference between ACC and ICG measures of PEP at rest may also diminish with a larger
sample size. To help account for the limited sample size, Bayesian models provided the
addition of a more informative prior for studies that try to replicate or build upon our effect.

Future studies will need to test the robustness of our observed effects with a larger sample size.

In this study, we tested whether the ACC device is capable of acting as a reliable
complement to the ICG’s measure of the mechanistic movement of the aortic valve. While
calculating PEP required indices from two apparatuses (ICG and ECG), LVET is quantified as
the time period between the opening and closing of the aortic valve (requiring only ICG).
LVET therefore provides a more reliable comparison between ACC and ICG. Importantly, our
results indicate a strong positive relationship between the ACC and ICG’s LVET measures for
both baseline and Valsalva trials, suggesting that this device may be used to measure both

minor and major fluctuations in preload effects on the heart.

It should be noted that the ACC and ICG signals arise from different mechanisms,
resulting in differing lengths of PEP and LVET per method, as observed in Figure 4.3 and
Figure 4.4. While the ICG signal is an impedance measure of electrical activity driven by
change in the orientation of red blood cells with blood flow velocity, the ACC is a mechanical
effect of a pressure wave that the heart is generating. Light travels faster than sound, therefore
the electrical signal from ICG is faster than the mechanical signal resulting from the ACC.
This bias remains constant across both baseline and Valsalva conditions, suggesting that these
differences are resulting from slightly different physiological measures. Because of this

difference, researchers should put this under consideration when comparing raw PEP and
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LVET values resulting from ACC to the more typical ICG raw PEP and LVET. We recommend
the use of the accelerometer for measuring a relative change in PEP and LVET over time in
response to physiologic event changes, such as in detecting changes of sympathetic drive and

ANS stress response.

An alternative approach to derive measures of aortic movement is with a
phonocardiogram. In comparison to a phonocardiogram, which measures sound waves related
to valve closure or blood flow, the ACC isolates the acceleration of underlying tissue along
three spatial axes (X, Y, Z) simultaneously. By choosing the appropriate axes, cardiac valve
opening and closure activity can be reliably identified. An advantage of using acceleration is
that it has a flat frequency response at low frequencies whereas a phonocardiogram does not.
The ACC is more sensitive at detecting low frequency components associated with valve
closure. Furthermore, phonocardiograms come in many different masses, sizes and frequency
responses, and their “in-band” frequency response depends greatly on the coupling
(attachment) strategies from the phonocardiogram to the skin’s surface. Meanwhile, the ACC
technology can be configured to be highly repeatable over a range of ACC chips, assuming the

chips have similar acceleration ranges and signal-to-noise ratios (Durand & Pibarot, 1995).

The wireless nature of the ACC device discussed in the present study provides the
potential to be used to measure ANS changes in ambulatory tasks, such as with the use of a
virtual reality system. For ambulatory or other active performance tasks, an ECG configuration
with the red ECG at a more stable body location (e.g. rib cage) as opposed to the triceps, may
produce results that are more resilient to movement artifacts. The use of other ECG placements

are to the discretion of the investigator, as this ACC method should be stable across any reliable
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ECG configuration. Future experimentation is required to determine the reliability of this

application in this manner.

55



Chapter 5

Experiment 3: Trans-radial Electrical Bioimpedance Velocimetry for Detecting

Cardiac Contractility

5.1 Introduction

In Experiments 1 and 2, we discovered that a wearable electro-resonator (Experiment
1), and a single accelerometer (Experiment 2), were each able to detect cardiac contractility in
response to reliable physiological perturbations. However, these devices also had their
constraints, such as difficulties in preprocessing, and limitations in their abilities. Here, we
present the trans-radial electrical bioimpedance velocimetry device (TREV), a recently-
developed state-of-the-art device that is capable of non-invasively estimating cardiac
contractility from the radial and ulnar arteries of the human forearm (Macy and Bernstein,
2020). In this experiment, we demonstrate TREV’s ability to capture expected event-related
SNS data in response to a maximum-grip task, known to elicit allostatic activity (Richter, 2015;

Richter, Gendolla & Wright, 2016; Stanek & Richter, 2016, 2021).

TREYV is capable of continuously measuring the impedance of blood flow through the
arm by estimating the drop in resistance that results from intraluminal red blood cells aligning
in response to a pressure wave transmitted through the arteries in association with the opening
and closing of the aortic valve (Bernstein et al., 2015). This raw impedance waveform provides
an estimate of the velocity of this pressure wave, from which the derivative provides the
acceleration. A subsequent derivative of the acceleration waveform provides the strength with

which the acceleration is generated, otherwise known as “jerk”, or contractility: a direct and
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unobscured index of the sympathetic drive. Similarly to the combination of impedance
cardiography (ICG) and electrocardiogram (ECG), the TREV device is not only capable of
estimating SNS activity, but also provides estimates of the left ventricular ejection time
(LVET) and stroke volume (SV). In addition, TREV requires only four strip electrodes placed
on the arm, as compared to the ten electrodes that ICG and ECG require placed throughout the
neck and torso. We believe the TREV device is capable of replacing the use of ICG and ECG
in estimating dynamic ANS activity, and provides a simpler and quicker application process

with easily analyzable data output.

5.2 Methods

5.2.1 Participants

Thirty one healthy young adults (19 females, average age 23.4 years, +/- 7.9) were
recruited to participate in this study, for which they were compensated US $10/hour, plus a
potential additional $10 bonus, depending on their task performance (described in Section
5.2.2). One participant was excluded from data analysis due to excessively noisy data, leaving
a final sample of n = 30. All participants provided informed consent in accordance with the
Institutional Review Board/Human Subjects Committee, University of California, Santa
Barbara. They passed a screening protocol for physiological recording experiments to exclude
anyone with a cardiovascular abnormality. All participants were fitted with psychophysiology

recording electrodes and took part in a grip task, and each session lasted about 45 minutes.
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5.2.2 General Procedure

Upon arrival, the participant completed a consent form and screening form of
cardiovascular related disease. The participant was then taken to the experiment room and
seated in front of a table with the experiment computer. Researchers then trained the participant
on how to properly hold and squeeze the grip bulb, with the tubing facing down, and squeezing
with their whole hand, rather than with only their fingers. The researcher then “calibrated” the
participant’s maximum grip threshold, by asking the participant to grip the bulb as hard as
possible with each hand, recording each value. Afterwards, the researcher described the general
procedure of the study, and participants were fitted with the TREV device, ECG, and a
respiration belt, which were all connected to the respective hardware via carbon fiber leads
(Figure 5.1; as described in Sections 5.2.4 and 5.2.5). A three minute baseline recording was
collected while the participant was at rest. Afterwards, the participant completed two blocks
of a maximum-force grip task, consisting of three trials each, and gripping with a different
hand per each block. Initial grip hand order was randomized to produce an even split across
participants. To incentivize participants to grip with their maximum strength throughout the
task, we imposed a bonus system, in which participants were informed that if they reached a
threshold of + 0.04 Kgf/m2 of their hand-specific max-thresholds on all six of the grips, they
would win a $10 bonus. The researcher disclosed this rule to participants after recording the
max thresholds and did not inform participants if they had achieved the bonus until after all

testing was completed.
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Figure 5.1 Psychophysiology setup, with the trans-radial electrical bioimpedance
velocimetry device (TREV; represented by three strip electrodes) placed either on the left or
right forearm. TREV was always placed on the opposite arm from the gripping hand.
Electrocardiogram (ECQG) electrodes (in red) were placed below the right collar bone and where
the left deltoid meets the chest. Respiration belt (in blue) was secured around the waist via a
hook and loop strap.

5.2.3 Experiment Protocol

The participant was seated in front of a table, so that both their arms (the one containing
TREV electrodes, and the opposite arm holding the grip bulb) were positioned with their
elbows and forearms resting comfortably and relaxed on the table. They were instructed to
loosely hold the grip bulb in their hand, with their arm completely relaxed, until a “GO” cue
on the screen informed them to squeeze for two seconds. Prior to the start of each block,
psychophysiology recordings and the experiment task were started, and the researcher would
leave the room. During the task, a 2-minute countdown timer would count down until the “GO”
cue appeared (Figure 5.2). At the cue, participants squeezed the grip bulb as hard as they
possibly could for two seconds, until the next 2-minute count-down immediately began. The
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third grip of each block resulted in a final 2-minute count-down, after which the task would
instruct the participant to ring a bell positioned on the table to inform the researcher that they
had completed the block. After completing the first block, the researcher transferred the TREV

electrodes to the opposite arm, and the next block would begin.

RING

120 GRIP 120 GRIP 120 GRIP 120 BELL

rest 1 (120 s) grip1(2s) rest 2 (120 s) grip 2 (2s) rest 3 (120 s) grip 3 (2s) rest 4 (2s) final screen

T T T

120 240 . 360
time (s)

Figure 5.2 An outline of the grip task, per each block (i.e. per each hand). Following an
initial two min rest period, participants completed a total of three grips with either their left or
right hand, with a two min rest break following each grip. Afterwards, researchers switched the
same trans-radial electrical bioimpedance velocimetry device (TREV) electrodes to their
opposite forearm and the same protocol was completed with the other hand.

5.2.4 Psychophysiology Protocol

Prior to beginning the behavioral task, the participant was fitted with the TREV device
and a respiration belt to collect measures of SNS, heart rate and respiration rate. Prior to the
placement of electrodes, the participant was asked to wash their left forearm, from their elbow
to their hand, with soap and water, and then to thoroughly dry it with paper towels. Afterwards,
four TREV strip electrodes were placed on the participant’s forearm, such that two of the
electrodes were positioned ventrally on the distal part of the forearm, just above where the
wrist meets the hand, and the other two were positioned on the proximal part of the forearm,
just below where the elbow meets the forearm (Figure 5.1). The pairs of electrodes were spaced
apart by approximately one cm, and the two outer-most electrodes (closest to the upper arm
and hand), were current-injecting electrodes, while the two inner electrodes were voltage
sensing. Additionally, two ECG electrodes were placed on the participant’s chest, one under

the left collar bone, and one where the left deltoid meets the chest (Figure 5.1). Lastly, a
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respiration belt was secured around the waist with a hook and loop strap to measure respiration
rate. During psychophysiology setup, the researcher reviewed the importance of minimizing
any and all muscle activity or movement from their arm containing the TREV electrodes

throughout the course of the study.

5.2.5 Psychophysiology materials

The trans-radial bioimpedance velocimetry (TREV) device was composed of four
carbon fiber bioimpedance strip electrodes (16.5 cm in length) with carbon fiber leads (EL526,
Biopac Systems Inc.), connected to a NICO100D smart amplifier (Biopac Systems Inc.). ECG
electrodes (EL509, Biopac, Inc.) were connected to the ECG100D smart amplifier (Biopac
Systems Inc.). Both NICO100D and ECG100D were connected to the AMDI100D amplifier
input module (Biopac Systems Inc.). A TSD221-MRI respiration belt (Biopac Systems Inc.)
was connected to a DA100C amplifier (Biopac Systems Inc.) through a TSD160A differential
pressure transducer. The DA100C amplifier settings were adjusted to a gain of 1000, filtering
the incoming signal with a low pass filter of 10 Hz — 300 Hz, and a 0.05 Hz high pass filter.
The respiration belt was secured around the waist with a hook and loop strap. Force exerted in
the Grip Task was recorded using a SS56L (Biopac, Inc.) precision transducer grip bulb. All
continuous signals were integrated using an MP160 (Biopac, Inc.), collected at 1 kHz sampling
rate, and displayed and stored on a laptop running AcqKnowledge software version 5.0.2

(Biopac, Inc.).

5.2.6 Psychophysiology signal filtering and preprocessing

In real-time, a number of filters were applied to the raw data by the AcqKnowledge

software. An online lowpass filter fixed at 15 Hz (Q = 0.707) was applied to the raw impedance
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waveform (velocity; Z0), and an infinite impulse response (IIR) bandpass filter of 0.5 Hz — 20
Hz (Q = 0.707) was applied to the raw acceleration signal (dz/dt), after which another 40 Hz
(Q = 0.6) lowpass filter was applied to the filtered acceleration signal. Following data
collection, the contractility (“jerk”) waveform was computed within the AcqKnowledge
software by taking the derivative of the final acceleration waveform, using a frequency cutoff
of 20 Hz, and fixed at 201 coefficients. This contractility waveform (the 3rd derivative of the
raw TREV impedance waveform), provided a continuous estimation of SNS activation
(Bernstein et al., 2015). Within this waveform, the amplitudes of the contractility epochs
represent the degree/strength of SNS activation, while the distances between epochs provides

a continuous estimate of heart rate (Figure 5.3).

For preprocessing, contractility, ECG, and respiration timeseries were imported into
MEAP software (described in Section 2.3). First, MEAP automatically labeled the R-peaks of
the ECG timeseries, which provided estimates of heart rate at each beat. Next, R-peak time
indices were used to extract epochs spanning 700 ms around each heartbeat from the raw
contractility timeseries. Next, MEAP outputs were transferred to MATLAB, where the
maximum amplitude of each contractility epoch was computed as an estimation of each
heartbeat’s contractility (providing a continuous beatwise contractility timeseries). Then,
separately for each subject, and for each block, an additional regression procedure was
conducted to remove the additional confounding effects of heart-rate and respiration from the

beatwise contractility timeseries (Dundon et al., 2020).

62



. Heart Rate
Contractility Contractility || SNS
strength —/——

/\/\/\/\O\J
Contractility || SNS

Figure 5.3 An example of two contractility (“jerk”) epochs. The amplitude of each epoch

represents the “contractility strength”, which in turn represents sympathetic nervous system
(SNS) activation at that moment-in-time. The greater the amplitude, the greater the SNS
response, and vice versa. The contractility timeseries as a whole provides a continuous
estimation of SNS activity. Additionally, the distance between epochs provides continuous
estimates of heart rate.

In a multiple regression model, we regressed the vector beatwise contractility as a
function of an intercept and three regressors. The first regressor was the phase of respiration at
each heartbeat, the second was the amplitude of respiration at each heartbeat, and the third was
the heart rate at each heartbeat. Next, we used the value from the raw timeseries closest to the
time of each R-peak to down-sample each regressor into beatwise estimates. We then removed
the three regressors and added the new estimated intercept to the residuals from this model as
the "residualized” contractility timeseries. Given both between-subject and within- subject
variation in heart rate, we next applied temporal resampling of each block’s residualized
timeseries to allow for meaningful comparisons across participants. For this, we used a 1-
dimensional linear interpolation across-time to recreate residualized timeseries, sampled at
equal time intervals. Specifically, we took 479 estimates, spaced exactly one second apart,
from two seconds post-block-onset, to 480 seconds post-block-onset. Finally, we took each
interpolated contractility estimate expressed as a t-statistic relative to the timeseries’ remaining

478 values, to normalize the interpolated contractility timeseries as a t-statistic. The resulting
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t-statistic-normalized timeseries provided us with our final “contractility” timeseries. Finally,
a grand-averaged contractility timeseries across participants was estimated, separately for each

block (Figure 5.5).

5.3 Results

Our findings demonstrate that the TREV device is sensitive to dynamic underlying
physiological processes. As expected, beat-to-beat fluctuations in contractility were easily
detected at the expected times in-respect to maximum grip force. For instance, in the example
shown in Figure 5.4, contractility estimates derived from the TREV device remain low prior
to grip-onset, and are visibly elevated following that grip. Specifically, a pre-grip low-
amplitude heartbeat is extracted, representing an expected low contractility (low SNS activity),
followed by an example of a high-amplitude heartbeat after the grip, representing an expected
SNS activation. Furthermore, a grand-averaged contractility timeseries depicts a clear dynamic
beat-to-beat increase and decrease in contractility (i.e. SNS recovery), following each grip

(Figure 5.5).
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Figure 5.4 An example of a participant’s contractility timeseries following a right handed

grip. Within the overall timeseries, two example epochs are depicted: one at low contractility
(prior to the grip), and one at high contractility (following the grip). The low contractility epoch
has a blunted tip (representing low SNS drive), while the high contractility epoch has a sharp
high-amplitude peak (representing high SNS drive). Each epoch spans 700 ms relative to the
electrocardiogram (ECG) R-peak, and depicts the third derivative of impedance (the “jerk™; i.e.
contractility).

left-hand grips right-hand grips
30 grip 1 grip 2 grip 3 grip 1 grip 2 grip 3
201 = : : ; 500
time (s) time (s)
Figure 5.5 Grand-averaged beatwise contractility timeseries from the trans-radial

electrical bioimpedance velocimetry device (TREV), representative of continuous contractility
values averaged across participants, for left and right hand grips. The shaded areas depict the
standard error of the mean across subjects at each timepoint.

Discussion

The present experiment demonstrated that the trans-radial electrical bioimpedance

velocimetry (TREV) device could reliably measure dynamic fluctuations of the sympathetic

nervous system (SNS; via “contractility”) in response to a task that is known to elicit allostatic

reactivity. These results suggest that the TREV device could act as a complementary, or even
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alternative, method of quantifying event-related changes in SNS activity, as compared to the
use of impedance cardiography (ICG) and electrocardiogram (ECG). The TREV device has a
simple and fast application process, and provides easily analyzable output data, making it
accessible to more researchers, as compared to the time-extensive ICG procedure and complex
analysis.

Additionally, the SNS response is subject to a predictive “top-down” cognitive control,
making it especially interesting to examine simultaneously with functional magnetic resonance
imaging (fMRI) activity (Critchley, 2005; Shoemaker et al., 2012). The combination of ICG
with fMRI has recently been introduced and is gaining increased interest (Cieslak et al., 2015;
Dundon et al., 2021). Given that the composition of the TREV electrodes is already MRI-
compatible, they are readily accessible for simultaneous use during MRI experiments. Early
experimentation in our lab has seen promising results obtaining contractility signals via the
TREV device from within the MRI, when this device is paired with a NICO100C-MRI
amplifier (Biopac, Inc.), and is used in place of the ICG set up, as described by Cieslak et al.
(2005). We encourage further research to be conducted to compare TREV output data in
response to psychological and other physical test conditions that are known to elicit SNS
effects, both inside and outside of the MRI. In conclusion, with this experiment, we witness a
clear and reliable dynamic contractility response in coordination with a reliable physiological
perturbation. As a result, we believe that the TREV device introduces a simple procedure, with
easily analyzable output, and contains the potential to be used at a greater capacity than current

ICG methods, while providing comparable psychophysiological estimates.
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Exogenous and Endogenous Influences on Dynamic Allostatic Regulation,

Cognition, and Brain Structure and Function

Chapters 6 & 7

The following two chapters were conducted to examine the degree to which dynamic allostatic
processes are influenced by both exogenous and endogenous factors. In Chapter 6, we ask
whether these fine-tuned allostatic regulations can be dynamically manipulated by the
exogenous factor of social-pressure and performance appraisal, even when the appraisal is
false, pre-determined, and incongruent to the judged behavior itself. Furthermore, in Chapter
7, we examine the degree to which these allostatic processes are influenced by cyclic
endogenous fluctuations of hypothalamic-pituitary-gonadal (HPG) sex hormones in females
across their menstrual cycle. Furthermore, we extend this question to ask whether these
fluctuating concentrations of HPG hormones are associated with cognitive abilities, or with the
structure and function of the brain. In particular, we examine changes in behavior, medial
temporal lobe (MTL) volume, cerebral white matter integrity, and functional resting state

connectivity, across the menstrual cycle.
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Chapter 6

Experiment 4: Dynamic Autonomic Nervous System Response Following

Performance Feedback

6.1 Introduction

The biopsychosocial model (BPSM) of challenge and threat postulates that when an
individual is engaged in a self-relevant goal, various psychological processes will correspond
to specific physiological responses that can be characterized as either a “challenge” or a
“threat” (Blascovich, 2008a; Seery, 2013). Task engagement is dependent upon the relevancy
of the task to the individual and can be determined by factors such as monetary incentive,
social pressure, or fear of comparison among peers (i.e. social pressure) (Matthews et al., 2002;
Matthews et al., 2010). Once an individual is engaged in the task and pursuing a self-relevant
goal, the extent of the experiences of challenge and threat depend on the individual’s
assessment of their personal resources and situational demands. Personal resources may
include but are not limited to ability, skills, or knowledge. On the other hand, demand refers
to situations such as potential danger, required effort, or uncertainty and fear of the unknown.
A state of challenge occurs when personal resources meet or exceed situational demands,
leading to an increase in oxygenated blood flow to the brain and heart. With this, the body
enters a heightened state of awareness (Blascovich, 2008a). The converse is the threat state, in
which personal resources do not meet situational demands. This leads to the restriction of
blood flow to major organs including the brain and heart, the withdrawal of vagus nerve
activity, an overall increase in blood pressure, and the release of cortisol from the adrenal

glands (Gaab et al., 2005; Schlotz et al., 2011). The challenge response is associated with
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increased performance on tasks and tends to be associated with highly successful people, while
the threat response is associated with anxiety, shame, anticipatory worry, poor decision
making, avoidance behaviors, and decreased performance outcome (Blascovich & Mendes,
2010; Hase et al., 2019; Kassam, et al., 2009; Kreibig, 2010; Peters & Jamieson, 2016).
However, both challenge and threat responses are adaptive. For instance, it’s not difficult to
imagine that evolutionarily, people who wielded a threat response to stressful situations (e.g.
those high in anticipatory worry) may have aided in the survival of their tribe by alerting others
of danger. Nonetheless, the threat response is linked to HPA activation which triggers the
release of cortisol, a hormone that can linger in the body even after the stressor ceases to exist.
When this state of threat is repeatedly prolonged for extended periods of time, it can mimic the
negative effects of chronic stress. As discussed in Chapter 1, although stress is an adaptive
response to dynamic situations, chronic stress can incite a variety of physiological problems
such as impaired growth, cardiovascular symptoms, and autoimmune disorders, as well as
behavioral and psychological disorders (Chrousos, 2009; Eskandari & Sternberg, 2002;
Kemeny, 2003).
6.1.1 Physiological markers

The BPSM is determined by physiological responses of total peripheral resistance
(TPR), which controls arterial constriction and dilation and is estimated from cardiac output
(CO) and continuous blood pressure (CBP) (Seery, 2013). Both challenge and threat states
generally cause an increase in ventricular constriction (measured by decreased PEP), and HR,
while TPR and CO show distinctive directions of activation depending on the individual's state
assessment. In the context of describing the physiological reactions as an evolutionarily

adaptive response, the body prepares for physical trauma as an individual enters a threatened
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state. In response, TPR increases and CO decreases such that blood flow is constricted and the
likelihood of quickly bleeding out decreases, not unlike a hose being squeezed to allow less
water to flow out of it. Conversely, in a challenged state, TPR decreases, CO increases, and
increased blood flow is directed towards the muscles and brain, mobilizing the body towards
either fighting or escaping the situation at hand. To summarize, states of threat are correlated
with increased TPR and decreased CO, while states of challenge are correlated with decreased
TPR and increased CO. For the purposes of this study, the primary physiological markers that
were appraised were PEP to estimate responses of the sympathetic nervous system, and TPR
to distinguish between states of challenge and threat.

While HRV has been the most common method of studying the sympathetic stress
response thus far, such a single-measure index is limited as a peripheral measure that is
vulnerable to a variety of psychological and physiological states (Cacioppo & Tassinary,
1990). Alternatively, the use of a combination of multiple measures (ICG, ECG and CBP)
hones in on the subtle changes that occur in vasomotor fluctuations produced by the SNS,
mainly observed by PEP (Figure 2.1). PEP is related to the ventricular contractility of the heart
muscle before blood is ejected and is a dynamic estimate of sympathetic drive (Kelsey et al.,
2004; Tomaka et al., 1997; Wright & Kirby, 2001). Further information on PEP and the SNS
is provided in Chapter 2.

6.1.2 Allostatic responses to performance feedback

The present study aimed to determine whether the SNS, along with states of challenge
and threat, could be dynamically manipulated within single individuals on a trial-by-trial scale
through the use of performance feedback. Social pressure can have detrimental effects on

performance outcome, sometimes leading to choking under pressure (Cappuccio et al., 2019;
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Yu, 2015). Interestingly, there is evidence that those that are most highly suited to perform
well (individuals with high working memory capacity) tend to have a higher susceptibility to
choking under pressure than those with less working memory capacity (Beilock & Carr, 2005).

One way in which social pressure can present itself is in performance feedback. For
instance, androgens, such as dehydroepiandrosterone (DHEA), testosterone, and cortisone, are
responsive to threat, sensitive to social status and opportunities, and have been shown to
modulate with verbal performance feedback (Phan et al., 2017). In fact, even fake performance
feedback on a cognitive task, regardless of performance, can manipulate an individual’s
emotional state (Besser et al., 2004; Frings et al., 2014; Venables & Fairclough, 2009). Even
in those who perform well on a cognitive task, negative feedback can lead to rumination,
irrational task importance, and performance dissatisfaction.
6.1.3 Stress appraisal

There are many theories that postulate whether there are strong individual differences
in response to stress with either a challenge or threat reaction (Schlotz et al., 2011). Further
research is expanding into the theory that individuals may have a propensity to respond with a
specific BPS state, and that the state outcome not only depends on the stressor they experience,
but also on the context in which the stressor appears (Moore et al., 2019; Moore et al., 2013).
This theory is supported by the BPSM, which states that the evaluations, or appraisals, of
personal resources and situational demands depend on both internal and external factors
(Blascovich et al., 2009; Seery, 2011). External factors, such as gain-framing and loss-framing
conditions, can potentially affect states of challenge and threat (Frings et al., 2014; Seery et

al., 2009). Gain-framing conditions (e.g. focusing on monetary gain based on performance) are
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associated with the challenge response, while loss-framing conditions (e.g. avoiding monetary
loss) are associated with the threat response.

Furthermore, Schachter and Singer's two-factor theory of emotion postulates that
individuals perceive an emotional event based on the cognitive interpretation of internal
physiological cues (Mattarella-Micke, 2011). Therefore, given a stressful situation such as a
math problem, whether someone chokes or thrives might depend on their interpretation of their
physiological state (Maloney & Beilock, 2012). For instance, someone with high math anxiety
may have a heightened physiological response (higher cortisol, greater SNS activation,
elevated HR), and interpret their physiological state as fear, which may lead them to perform
poorly. Conversely, someone with low math anxiety may interpret the same heightened
physiological arousal as a state of challenge/excitement and thus perform better (Hase et al.,
2019).

Moreover, challenge and threat states exist on a spectrum, rather than two distinct
states. A simple change in an individual's perception of their internal resources (i.e. their own
physiological state), can have significant effects on their cardiovascular activity, mindset and
behavior. During a stressful task, individuals re-appraising their physiological arousal as
“functional and adaptive" or “exciting” have demonstrated increased states of challenge
(decreased TPR), an increased perception of available resources, a decrease in threat-related
attentional bias, and increased performance outcome (Brooks, 2014; Jamieson et al., 2012).
However, evidence as to whether an experiment paradigm is able to dynamically oscillate

individuals’ states of challenge and threat has yet to be introduced.
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6.2 Methods

6.2.1 Participants

Twenty five young, healthy adult undergraduates (14 females, average age 20.2 years,
+/- 1.7) at the University of California, Santa Barbara were recruited by word of mouth to
participate in this two hour study, for which they were compensated US $10/hour in addition
to a $5 bonus. All participants provided informed consent in accordance with the Institutional
Review Board/Human Subjects Committee, University of California, Santa Barbara. They
passed a screening protocol for physiological recording experiments to exclude anyone with a
cardiovascular abnormality. All participants completed questionnaire assessments, were fitted
with materials to record psychophysiological measures, and partook in a modular arithmetic
task, after which they completed more assessments and were debriefed by a semi-structured
interview process on their perception of the study as well as the modes of deception used.
6.2.2 Experiment Paradigm

Prior to beginning the task, participants completed a variety of assessments for future
analyses, including state questionnaires, menstrual cycle and birth control history, as well as
assessments of math anxiety, challenge and threat personality characteristics, and current stress
levels. Participants then underwent a combination of classic stressors: Gauss’s modular
arithmetic (Beilock, 2008; Bogomolny, 1996) and social evaluative threat (Dedovic et al.,
2005; Dickerson & Kemeny, 2004; Pruessner et al., 1999). This combination of math tasks
with social evaluative threat have been continuously and reliably used in many experiments
investigating stress and its functions at a relatively fast time scale to look at beat-by-beat
responses, including in the commonly used Trier Social Stress Task (TSST) (Kirschbaum et

al., 1993; Pruessner et al., 1999). The aim of the present study was to oscillate responses of the
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SNS and states of challenge and threat within single individuals as a function of performance
feedback. Every participant received the same predetermined feedback, regardless of their
performance, to account for individual differences in math performance or anxiety. Following
the task, participants re-took assessments of challenge and threat personality characteristics
and stress.

6.2.2.a Modular Arithmetic (MA)

In MA, the participant is given an equation such as: 10 = 2 (mod 4). In this example,
they have to answer whether or not 4 is wholly divisible by the difference of 10 - 2. Here, the
answer would be true; the difference of 10 - 2, 8, is wholly divisible by 4. Whereas, in a
problem such as 54 = 17 (mod 9), the answer would be false, as the difference between 54 -
17, 37, is not wholly divisible by the mod number 9. MA is a useful tool for studying the stress
response while controlling for task familiarity and learning effects due to its unique equation
format, with which none of the present participants had any past experience.
6.2.2.b Experiment Task

Following task instructions, participants were given 16 practice trials. To induce social
evaluative pressure, participants were falsely misinformed of the following: (1) their
“speed/performance ability” has been estimated based on their performance on practice trials,
(2) that performance on the task trials will be compared with an estimate of their “speed
ability”, and (3) that a time penalty will be applied for incorrect responses. Details on how
these aspects are accomplished are purposely not described to allow for conceptual gaps in the
experiment format, in an attempt to prevent participants from recognizing that the feedback
they are receiving is fake. Participants were informed that their feedback on their performance

will be shown by a feedback bar (Figure 6.1). The closer they perform to their estimated
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“maximum ability”, the closer a blue cursor would be to the right of the bar. Conversely, the
worse they perform, the closer the cursor would be to the left of the bar. Furthermore, a
monetary and social pressure paradigm was established as participants were encouraged to
perform in the top 25% of their “speed ability” (to the right of a designated red zone) by
instructions stating that if they finished on average in the red zone, the researchers would not
be able to use their data and the participant would not receive an additional $5 bonus (bringing
their total bonus to $0) (Figure 6.2). However, if they performed exceptionally well and
finished in the green area on the right, they would receive an additional $5 bonus (bringing
their total bonus to $10). In reality, all the participants received the same feedback and a total
$5 bonus, regardless of their task performance. Performance feedback was predetermined to
follow a sinusoidal wave with some added jitter within the gray region of the feedback bar
nearing between both red and green zones (Figure 6.3). Participants received a total of 96 trials,
with a feedback screen given every three trials, for a total sum of 32 feedback bars.
Furthermore, as an added complexity to prevent participants from realizing the feedback
manipulation, participants were reminded of the time penalty given for wrong responses when

the false feedback would offset significantly with participants’ real performance (Figure 6.4).

(a)
(b)
(c)

Figure 6.1 (a) The feedback bar participants see (b) Participants are told that the closer
they perform to their estimated maximum ability, the closer a blue cursor will be to the right of
the bar (c) Participants are told that the closer they perform to their estimated minimum ability,
the closer the cursor will appear to the left of the bar.
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Aim for right of red
region (top 25% ability)

Can’t use data and $0
bonus

Additional $5 bonus
($10 total bonus)

$5 total bonus

Figure 6.2 The instructions given to participants describing how their average
performance feedback will relate to the monetary reward they receive.

Hil

Time

Figure 6.3 Sinusoidal wave with added jitter to demonstrate how predetermined false
feedback was delivered. Higher up from the center of the wave (middle of the y axis) represents
increasing positive feedback, moving the blue cursor from the center of the gray zone closer to
the green. As feedback moves down from the center of the wave, it represents increasingly
negative feedback with the blue cursor moving closer to the red zone.
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I— | T

Your performance vs. our estimate Your performance vs. our estimate

Remember incorrect responses
result in a time penalty

80 = 24 (mod 7) 36 = 15 (mod 9) 56 = 18 (mod 9)

Figure 6.4 An example of the feedback provided to participants once every three trials.

6.2.2.c Psychophysiological Measures

Psychophysiological equipment, materials, protocol, preprocessing, and analysis were
identical to those outlined for ICG, ECG, and CBP in Chapter 2. Once the psychophysiology
setup was complete, each session began with about a five minute resting period for the
participant to become adjusted to the environment while researchers described the task
instructions. Following this resting period, a three minute ICG, ECG, and CBP baseline
recording was collected. Experiment triggers were collected via Digital I/O using a LabJack
U3-LV (LabJack, Inc.) connected to a UIM100C amplifier (Biopac Systems Inc.).

6.3 Results

For analytic purposes, the data was divided into separate macro- and micro-states.
Assuming a center zeroing of the sinusoidal feedback wave, the macro-states were divided into
high macro-states (the positive portions above the centerline), and low macro-states (the
negative portions below the centerline). A measure of “feedback change” was determined
within the macro-states by either declining (moving closer to the red portion of the feedback

bar), or as improving (moving closer to the green portion of the feedback bar) (Figure 6.5).
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Macro-states were then further divided into extreme and mid micro-states (Figure 6.6). The
extreme micro-states were set to the extreme outer ends of the feedback received, whereas the

mid micro-states were closer to the neutral center of the feedback.

- = High Macrostate
- = Low Macrostate

* = Declining
*= Improving

Figure 6.5 Macro-states are shown in green and red, with high macro-states above the
centerline of the sinusoidal wave and low macro-states below the centerline. Feedback change
is shown as declining feedback (in pink) moving closer to the red left end of the feedback bar,
or improving feedback (in blue) moving closer to the right green end of the feedback bar.

. = High Macrostate
- = Low Macrostate

. = Extreme Microstate
. = Mid Microstate

Figure 6.6 Macro- and micro-states. The macro-states (outlined in green and red), were
divided further into extreme (pink) and mid (blue) micro-states.

All linear mixed effects models were fitted using the ImerTest (Kuznetsova et al., 2017)
package in R (version 4.2.1, R Core Team, 2020). TPR values were normalized and scaled on
an individual basis due to other extraneous factors affecting TPR between individuals, since
TPR is a ratio estimate. We fitted four separate models for high vs. low macro-states of

sympathetic drive (set to the inverse of PEP) and TPR, in each case modeling these values
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during the extreme vs. mid feedback micro-states, their feedback change (represented by pink

and blue arrows in Figure 6.5), as well as their interactions.

There was a significant negative main effect of sympathetic drive in the high macro-
state following perturbations in feedback (beta = -0.69, t = -2.92, p = 0.005), such that when
feedback was in the positive range, receiving negative feedback caused greater sympathetic
drive (low PEP) (Figure 6.7). While no significance was found as a function of feedback
change within TPR values, there was a significant negative main effect of TPR in the extreme
feedback micro-state within the high macro-state (beta =-0.12, t =-2.22, p = 0.031), such that
TPR values were significantly low (reflecting a challenge state) in the extreme high micro-

state (when feedback is extremely positive) (Figure 6.8).

An independent samples t-test determined that TPR was significantly greater during
the low macro-state feedback (M = 0.13, SD = 0.35) than during that of the high macro-state
(M =-0.07, SD = 0.36), t(98) = 2.72, p = 0.004, d = 0.54. Additionally, TPR levels in the low
macro-state of feedback were significantly different from zero as confirmed by a 1-sample t-
test, t(49) =2.57, p = 0.01, d = 0.63. Thus, on average throughout the overall experiment, all
negative feedback was associated with high TPR values, reflective of a state of threat (Figure
6.8). Task performance was estimated from a combination of accuracy and response time. No

significant effects were observed with task performance across all conditions.
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Figure 6.7 Feedback-change results from the sympathetic drive within the macro-states.

Results represent the significance of increasing sympathetic activation with more increasingly
negative feedback within the high macro-state.

Micro-states
Within Macro-states

@ =Mid @ = Extreme

Th

TPR

= Significance from zero

Low Macro High MACI'O El = Significantly different from each other
Figure 6.8 Total peripheral resistance (TPR) results showed significance from zero in the

low macro-state, in which negative feedback was associated with an increase in TPR (threat
response). Within the high macro-state, results showed significant differences between mid and
extreme micro-states, such that very positive feedback (in the extreme micro-state) was
associated with low TPR (a challenge response).
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Figure 6.9 (a) Overall sympathetic drive results, showing an increase in sympathetic drive
with increasingly negative performance feedback within the high macro-state (b) Overall total
peripheral resistance (TPR) results showing an increased challenge response within the extreme
high micro-state and an overall threat response in the low macro-state.

6.4  Discussion

The present study investigated whether predetermined fake performance feedback
could dynamically activate an individual’s sympathetic drive, or shift their stress response
between states of challenge and threat, regardless of their true task performance. Our results
suggest that an increase in sympathetic drive follows declining fortunes in an otherwise
successful state, where a trend of continuously compounding feedback depicting poor
performance following a trend of feedback depicting successful performance actuates
sympathetic drive (Figure 6.9). On the other hand, TPR results support a state-tracking system
rather than perturbation-tracking for states of challenge and threat, suggesting that it is
relatively easy to push a person into a state of threat with “poor performance” feedback,
whereas pushing them into a state of challenge requires extreme levels of “outstanding
performance” feedback. With these results, the study demonstrated a trial-state rather than

trial-wise dynamic. Previous research has observed individual differences in challenge and
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threat states. However, with the present findings, we are detecting dynamic trial-by-trial
changes within an individual, altering between states of challenge and threat. While these
results may still suggest individual differences, they certainly show a state-based difference
within an individual that can fluctuate rapidly.

Previous research has supported the ability of BPS states to modulate with the
manipulation of situational demands. For instance, altering task instructions to influence
resource appraisal has been shown to influence states of challenge and threat (Turner et al.,
2014). The presentation of solely challenge-based instructions (such as focusing on approach
goals and high perceptions of control) have shown to induce lower TPR and better performance
in a group of individuals. Alternatively, solely receiving threat appraisals (such as focusing on
avoidance goals and a low perception of control) were shown to significantly increase TPR. In
some respects, the present study’s conditions of high (positive) and low (negative) macro- and
micro-states of feedback can be related to “challenge” or “threat” appraisal conditions. In this
way, our findings are similar to those repeatedly witnessed in previous literature where the
challenge condition (feedback depicting outstanding performance) was associated with
decreased TPR, while the threat condition (feedback depicting poor performance) was
associated with increased TPR. A growing area of literature supports the ability of an
individual to change their appraisal between challenge and threat at larger time scales.
However, the present research provides evidence that individuals can dynamically oscillate
between states of challenge and threat in response to a given situation.

Furthermore, similar to literature that observed individuals exhibiting a challenge
response to gain-framing conditions and a threat response to loss-framing conditions (Frings

et al., 2014; Seery et al., 2009), our study has a manipulation of instructions that allows for an
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alternation between avoiding losses and reaching for gains. For instance, when the feedback
bar is set towards the border of the red region (the low micro-state), participants may be
focusing on potential losses (avoiding the social embarrassment of being excluded from the
study and wasting the experimenters’ time, as well as avoiding the loss of all monetary bonus
gain). Conversely, when they are in the high micro-state, they may be focusing on potential
gains (social status and the ability to double their bonus reward). In this regard, our study would
suggest that individuals may be inherently quicker to enter a state of threat when in loss-
framing conditions, whereas the switch to a challenge state requires a condition where the gain
is nearly-guaranteed.

Regarding the SNS, previous research supports sympathetic drive activation following
the decline in profitability as a prosperous environment becomes scarce (Dundon et al., 2020).
As this is essentially a response to losses, and these losses are most exaggerated when going
from a state of doing well to accumulating losses, it is not surprising that our study observed
sympathetic activation in response to a declining feedback state (performance accuracy
continuously declining) following a strong and steady positive feedback trend towards a
lucrative gain.

Another study used skin conductance level (SCL) to estimate sympathetic engagement
in response to performance feedback (Venables & Fairclough, 2009). Similar to the present
study, experimenters gave participants predetermined feedback regardless of their
performance. However, they separated participants into either a “failure” or “success” group.
The “failure” group received consecutive block-by-block feedback that their performance was
decreasing in accuracy, while the “success” group received consecutive feedback that their

accuracy performance was increasing. Both groups demonstrated decreasing SCL
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(representing decreasing sympathetic drive) with each block, which is typical as participants
adjust to the allostatic response to starting a new task. However, the “failure” group’s SCL
levels remained higher and more stable across the sessions, suggesting a sustained increase in
sympathetic drive following negative feedback that is resilient to habituation. Our study did
not observe such state-based effects of the sympathetic drive, although this may be due to the
continuously changing states between “failure” and “success” inherent to our study design.
Yet, this result may be reflective of the increased sympathetic engagement we observed in
response to a trend of increasingly negative feedback. These observations may be suggestive
of sympathetic reactivity towards an increasing “trend” of negative feedback.

Prior literature has connected increases in performance outcome with states of
challenge (Hase et al., 2019; Turner et al., 2014). However, the present study did not observe
any significant correlations in performance with either TPR (challenge and threat state) or PEP
(sympathetic drive). This may suggest that performance outcome is resilient to dynamic
fluctuations of stress states within an individual. Future directions will explore whether any
data from our state questionnaires, math anxiety, stress scales, or challenge and threat
personality assessments may provide further insight into our findings.

When external circumstances such as fake performance feedback that in actuality has
nothing to do with our actual performance has the ability to quite easily push us into a state of
threat and stress, it is abundantly clear that encountering stress is an inevitable part of life, and
thus impossible to avoid. However, individual differences in stress reactivity and reappraisal
methodology from prior literature suggests that one does not need to avoid stress to live a
healthy lifestyle. Future expansion on the current experiment design could observe the

interaction between reappraisal methodology and dynamic state-shifting. For instance, the
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experiment design can include a “growth mindset” reappraisal condition (such as goal-
directing and increasing the participant’s perception of control) during feedback depicting
negative performance. If this reappraisal can shift an individual away from a state of threat and
towards a state of challenge, then there may be significant implications for stress management
stemming from this area of research, such as providing an effective coping strategy for stress-

inducing circumstances.
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Chapter 7

Experiment 5: Behavioral, Allostatic, and Cerebral Changes Across the Human

Menstrual Cycle

7.1  Introduction

Given the highly interconnected relationship between hypothalamic-pituitary-adrenal
(HPA) stress hormones, hypothalamic-pituitary-gonadal (HPG) sex hormones, and
fluctuations in neuronal structure, the present research examined whether there is a relationship
between routine cyclic HPG hormone changes and cognition, allostasis, brain morphology, or
functional connectivity (Jacobs et al., 2015; Mcewen et al., 2018). We examined concentration
levels of estradiol, progesterone, luteinizing hormone (LH), and follicle stimulating hormone
(FSH) in relation to dynamic allostatic reactivity and efficiency in response to motivating
environmental triggers. Estimates of contractility, which are directly controlled by the
sympathetic nervous system (SNS), were collected, such that greater contractility signifies
greater sympathetic drive, and vice versa. Additionally, allostatic efficiency was measured by
the rate at which contractility decreases following the presentation of task performance
feedback (i.e. feedback recovery). For instance, once the feedback was presented, a slower rate
of change from high to low contractility, represented by a smaller slope in the signal change,
signified a low rating of allostatic efficiency. Whereas a high negative slope signified a faster
rate of contractility decrease, hence a quicker feedback recovery, representative of high
allostatic efficiency. Furthermore, given the density of HPG hormone receptors within major
brain regions and recent studies discovering functional and structural effects related to

hormone concentration, we examine brain functional connectivity, structural gray matter
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volume within the medial temporal lobe (MTL), and whole-brain white matter integrity
(WMI). A review on the relationship between HPG hormones and the ANS can be found in
Chapter 1, Section 1.5.
7.1.1 Hypothalamic-pituitary-gonadal (HPG) Hormones and Brain Morphology and
Function

Evidence in the animal and human model literature suggests that HPG hormones may
influence the structure and volume of both gray and white matter in the brain via processes of
synaptic plasticity (Barth et al., 2016; Brann et al., 2007; Curry & Heim, 1966). In rodents,
estradiol has been shown to have a positive relationship with dendritic growth, synaptogenesis,
and myelination in the brain (Haraguchi et al., 2011). In particular, the hippocampus, a brain
region implicated in a number of important memory functions (Rubin et al., 2014), has well-
characterized high densities of estrogen and progesterone receptors, and has been shown to be
especially susceptible to structural changes in response to HPG hormones (Adams et al., 2001).
Across the rodent’s estrous cycle (i.e. their menstrual cycle), increased levels of estradiol were
associated with increased dendritic branching within hippocampal subregions, while low
estradiol levels were associated with decreased synaptic density (Woolley & McEwen, 1992).
Estradiol’s role in synaptic plasticity extends as far as containing the potential to restore
synaptic profiles in aged rats or to attenuate depressive symptoms linked to postpartum
depression (Adams et al., 2004; Galea et al., 2001). While both estradiol and progesterone have
been implicated in promoting synaptic density in the hippocampal structures of rodents, the
effects of progesterone may be shorter-acting and may have the ability to attenuate the effects

of estradiol (Wooley & McEwen, 1993).
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To understand the effect that HPG hormones have on human gray matter structures,
researchers have begun to study changes occurring within human females. One such study on
pregnant females observed a significant pattern of long-lasting gray matter volume reductions
within regions of the cortical midline and the prefrontal, and temporal cortices, which were
surprisingly correlated with metrics of infant-bonding (Hoekzema et al., 2017, 2022). These
findings were likely linked to changes in HPG hormones that occur in pregnancy. Furthermore,
many study results suggest that HPG hormones increase the gray matter volume of
hippocampal subregions. For instance, right anterior hippocampal gray matter and
parahippocampal density have been found to increase during the late-follicular phase, when
estradiol levels are high and progesterone remains low (Lisofsky et al., 2015; Protopopescu et
al., 2008). Conversely, estradiol concentrations during the luteal phase (when estradiol levels
are high, but progesterone is dominant), have been shown to have a negative relationship with
the volume of the anterior cingulate cortex (ACC), a brain region integral to cognitive and
affective control (De Bondt et al., 2013). Furthermore, a recent study investigated changes
within a single female’s medial temporal lobe (MTL) gray matter and observed both positive
and negative relationships between progesterone and various subregions of the hippocampus
(Pritschet et al., 2020).

Based on findings from animal models, it is possible that white matter integrity (WMI)
in humans may be susceptible to changes in HPG concentrations as a result of modulation of
synaptic connectivity (e.g. by mechanisms of myelination, fiber density, and/or synaptic
proliferation). Human WMI is commonly estimated by characterizing the diffusion of water
molecules along white matter tracts, and the present literature largely employs the use of

diffusion tensor imaging (DTI), estimating fractional anisotropy (FA). As of yet, few studies
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have employed methods of examining WMI in response to HPG hormones in humans. Sexual
dimorphism studies have indicated that HPG hormones directly impact white matter
microstructural developments in both male and female brains (van Hemmen et al., 2017). For
instance, female brains have been associated with higher levels of FA in the corpus callosum,
while male brains have been associated with higher levels of FA in the superior longitudinal
fasciculus (Kanaan et al., 2012). In studies on transgendered individuals, credible longitudinal
changes have been observed in FA values across multiple brain regions following both female-
to-male and male-to-female hormone transition treatments (Kranz et al., 2017; Rametti et al.,
2012).

It is likely that these changes in WMI are due to differences in HPG hormone
concentrations. Recent research is beginning to employ methods of examining fluctuations in
white matter microstructure across the menstrual cycle and in response to changes in HPG
hormone concentrations within females. One such study conducted a dense-sampling of a
single subject across two menstrual cycles while estimating microstructural integrity within
the hippocampus. Researchers observed a likely positive relationship between estradiol and
bilateral hippocampus integrity, as FA values peaked around the time of ovulation (Barth et
al., 2016). Another study employed voxel-based-morphometry techniques to estimate white
matter density and discovered a positive correlation between estradiol concentrations and white
matter density of the whole cortex, most prominently within the left parietal cortex (Meeker et
al., 2020).

Modulation of neural activity within the hippocampus, hypothalamus, amygdala, and
other regions via estrogen and progesterone receptor activation may impact communication

between these regions as a functional connectivity network. Functional connectivity can be
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assessed using fMRI to measure the degree to which brain regions interact and communicate
with one another in a coherent, patterned manner (Van Den Heuvel & Pol, 2010). Recent
research suggests that brain regions are not isolated units, but rather work together to process
information and determine appropriate outputs. Particularly, the resting brain exhibits
organized patterns of correlated activity in what is called resting-state functional connectivity
(Greicius et al., 2003). For instance, the default mode network (DMN) displays higher levels
of activity during rest and has been linked to executive function, becoming more or less
attenuated during tasks dependent upon task demands (Fox et al., 2005, Raichle, 2015b,
Raichle et al., 2001). Consequently, changes within the communication between the DMN and
the executive control network (ECN) may have important consequences to an individual’s
attentional state and/or emotional affect. Abnormalities in the coherence of functional
networks, including the DMN, are characteristic of attentional disorders such as attention-
deficit/hyperactivity disorder (ADHD) (Konrad & Eickhoff, 2010; Uddin et al., 2008).
Additionally, disruptions to the anterior cingulate cortex (ACC) within the ECN can result in
difficulties in regulating one’s attention and ability to shift between tasks (Petersen & Posner,
2012). Accordingly, increases in ACC connectivity with other brain regions have also been
reported in ADHD patients (Tian et al., 2006) and in severely depressed patients (Horn et al.,
2010).

Evidence suggests that the DMN, along with whole-brain resting state dynamics, is
modulated by HPG hormones, with oscillations in connectivity found during pregnancy
(Hoekzema et al., 2022) and across the menstrual cycle (De Filippi et al., 2021). However, a
conclusive answer as to the directionality and specifics of this modulation with HPG hormones

has yet to be established given the variability of results in the literature. While some studies
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have failed to find any discernible menstrual cycle effects on resting-state functional network
activity (De Bondt et al., 2015; Hjelmervik et al., 2014), other literature suggests a negative
relationship between high levels of HPG hormones and connectivity. For instance, one such
study found that high circulating levels of HPG hormones appear to correlate with reduced
coherence and connectivity between brain regions within the DMN, and consequently the
DMN appears more connected when hormone levels are low (Petersen et al., 2014). For
instance, females in their early follicular phase presented greater connectivity between regions
within the DMN and ECN as compared to the mid-luteal phase, or to those on oral
contraceptives. Additionally, an increase in connectivity between the DMN and other brain
regions has also been found in females during times of low estradiol (the early follicular) as
compared to high estradiol (late follicular/ovulation) (Weis et al., 2019).

Alternatively, other evidence supports an increase in functional connectivity within
DMN and control networks during the mid-luteal phase, when levels of progesterone and
estradiol are high (Arelin et al., 2015; Pletzer et al., 2016). For instance, one study examining
resting state connectivity across one participant’s menstrual cycle found a positive relationship
between progesterone and connectivity between the dorsolateral PFC, sensorimotor cortex, and
hippocampi (Arelin et al., 2015). Conversely, one recent study investigated changes within a
single individual’s functional connectivity and endocrine levels across the menstrual cycle
(Pritschet et al., 2020). The researchers observed a positive relationship between estradiol and
resting-state functional connectivity coherence within networks, while progesterone was found
to exhibit an inverse relationship with coherence (greater progesterone levels associated with

reduced network coherence).
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7.1.2 Study Overview

Naturally-cycling female participants underwent a repeated-measures study for a total
of three sessions per participant, once per three distinct phases of their menstrual cycle
(menstruation, ovulation, and the premenstrual mid-luteal phase). Starting phases were
staggered across participants to account for session order effects (e.g., some participants came
in for their first session during ovulation, while others came in during menstruation).
Researchers tracked participants’ menstrual cycles to gain an intimate understanding of each
participant's cycle in order to schedule their sessions during these three distinct phases. The
goal of the menstruation session was to bring participants in during a time of low hormone
concentrations across estradiol, progesterone, LH and FSH (Figure 1), while the ovulation
session was scheduled to bring participants in during a time of peak LH, estradiol, and FSH.
Ovulation is triggered by an LH-surge, which begins the release of a mature egg from the ovary
~24 — 36 hrs following the surge (Zeeman et al., 2003). This LH-surge is marked by a peak-
concentration of LH (and accompanying peak-levels of estradiol and FSH), and therefore was
the goal timing for the present study’s ovulation sessions. Lastly, the mid-luteal phase served
to bring in participants during peak concentration of progesterone and high estradiol, and were
scheduled half-way between ovulation and the upcoming predicted start of menstruation,
following cycle predictions.

Per session, participants completed state questionnaires and underwent a task to induce
mental stress (described in Section 7.2.6.a) simultaneously with psychophysiological
recordings estimating SNS activity from a trans-radial bioimpedance velocimetry (TREV)
device (Section 7.2.6.b). Afterwards, a blood sample was collected by a licensed phlebotomist

(Section 7.2.6.c) and participants completed a magnetic resonance imaging (MRI) brain scan
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protocol to estimate functional connectivity coherence, volumetric gray matter of their medial
temporal lobe (MTL), and white matter integrity (WMI) (Section 7.2.6.d).

Numerous conflicting findings exist in the previous literature regarding the
relationships between HPG hormones/the menstrual cycle and cognition, allostasis, and effects
on brain structure/function. While the majority of previous research did not use dynamic
allostatic metrics, but rather singular time scales, such as baseline, mid-task blocks, or post-
task recovery, they did provide insight into potential mechanisms of HPG hormones on
allostasis. This literature contributed to our expectations that progesterone would be associated
with a positive relationship with contractility in response to MA trials and following
performance feedback, meaning increasing concentrations of progesterone would be
associated with a greater SNS response. Furthermore, we predicted that progesterone would
have a negative relationship with allostatic efficiency. Hence, greater concentrations of
progesterone would be associated with a lag in contractility recovery (i.e. decrease) following
performance feedback. Contrarily, we believed it was possible that estradiol would present
protective neurogenic properties and have the opposite effect: demonstrating a negative
relationship with contractility following MA presentation and performance feedback, along
with a positive relationship with allostatic efficiency. This would mean higher concentrations
of estradiol would be associated with an attenuated allostatic response, and higher allostatic
efficiency. Furthermore, we predicted to observe a positive relationship between progesterone
concentrations and response time on the MA task such that greater concentrations of
progesterone would be associated with slower response time, given its relationship to fatigue
and drowsiness (Andersen et al., 2006). Consequently, this may be associated with a decrease

in performance accuracy.
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With regard to monetary reward, some evidence points toward a modulation of reward
sensitivity with estradiol, given the influence that gonadotropin hormones have on
dopaminergic reward systems (Creutz & Kritzer, 2004; Dreher et al., 2007; Jacobs &
D'Esposito, 2011). Alternatively, other evidence points towards heightened responses to
reward in females taking oral contraceptives (Bonenberger et al., 2013). Ultimately, we
predicted a positive relationship between estradiol and contractility specific to high reward MA
trials, such that higher concentrations of estradiol would be related to an exaggerated SNS
drive and a quicker response time following the motivation for successfully completing high
reward MA problems. Yet, we did not believe that this effect would be great enough to affect
performance accuracy on these trials.

In line with the current trends in both animal and human models, we predicted to
observe positive estradiol modulation of hippocampal subregion gray matter volume and WMI
across the brain. In regards to resting-state functional connectivity, we predicted to observe
HPG hormone concentration-modulated fluctuations of functional connectivity coherence,

particularly within the DMN.

7.2  Methods

7.2.1 Participants

Following pre-screening procedures (described in Section 7.2.2), a total of 36 female
participants (average age 21.3 years, +/- 2.8) were recruited via digital flyers emailed to
students and faculty at the UC Santa Barbara campus and prescreened on health and birth
control history. None of the participants were on any hormonal birth control during the three

months preceding the study or throughout the entire study duration. Furthermore, 11 of the 36
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participants reported having no history of hormonal birth control (e.g. pills, patches, or
implants). Four participants dropped the study prior to completing all three sessions due to a
loss of interest, and the remaining 32 completed all three sessions. Of these participants, one
reported having a current physical ailment of an asymptomatic case of fibroids. Furthermore,
three participants ingested an emergency contraceptive (morning-after pill), two participants
contracted the SARS-CoV-2 virus, and 34 participants were vaccinated for the SARS-CoV-2
virus between study sessions. One complete menstrual cycle (menses-to-menses) was required
to pass prior to returning for any sessions following SARS-CoV-2 vaccines, diagnoses, or
ingestion of emergency contraceptives. Notably, two of the final participants did not take part
in the behavioral or psychophysiological portion of the study due to familiarity with the
behavioral task and study goals, and two other participants did not complete the MRI portion
of the study due to MRI contraindications. Of the remaining participants with behavioral and
contractility data, one participant’s data were excluded from analyses due to an interruption
during the study session that deemed the data-quality to be unusable. Given these exceptions,
there were 30 total participants providing MRI data, and 29 total participants providing

behavioral and contractility data.

All participants provided informed consent in accordance with the Institutional Review
Board/Human Subjects Committee of UCSB, and were paid $50 upon completion of the pre-
session cycle tracking, and $60 per in-lab session. Additionally, they were awarded a total
bonus of up to $75 across all three sessions depending on task performance. All bonuses were
calculated and awarded at the end of the third and final session for two reasons: 1) to prevent

any session-to-session residual effect of bonus money received on task performance, and 2) to
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serve as an incentive to complete all three sessions. Cumulatively, participants received a total

of $180 — $255 for completing all three in-lab sessions.

7.2.2 Pre-screening

In order to be accepted into the study, candidates had to pass several phases of screening
to ensure that they met all eligibility requirements and were aware of the study’s extensive
activities. As an initial measure of eligibility, 68 female candidates were interviewed on a
video-call in which the study’s purpose, eligibility prerequisites, and activities were discussed.
Exclusionary criteria included current use of hormonal or implanted birth control, abnormal
menstrual cycle, any history of cardiovascular, neurological or psychiatric abnormalities or
disorders, or current usage of medication (i.e. antidepressants or anxiolytics; with the exception
of over-the-counter pain relievers or allergy medications). The eligibility requirements
included that they had to be female, between the ages of 18 — 30, have a regular menstrual
cycle (between 21 — 40 days), and have no plans of beginning birth control or getting pregnant
for a minimum of four months. Those interested and with no obvious conflicts with the
eligibility requirements were sent consent forms and screening forms for cardiovascular
abnormalities via Docusign. Fifty-eight individuals were deemed eligible after completing the
screening form and were further asked to complete a health history questionnaire. The
reproductive health questionnaire assessed their demographics and any history of medication
usage, marijuana or nicotine usage, mental health conditions, menstrual cycle patterns, birth
control usage, reproductive health surgeries, and related topics. If they were deemed ineligible
for recruitment, participants received $10 compensation for completing the consent, screening

form, and health questionnaire.
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Following screening, 35 participants were recruited for the pre-study remote cycle
tracking, after which 10 participants terminated their participation due to scheduling
difficulties or a loss of interest. Therefore, a total of 25 participants completed > three cycles
of remote tracking and ovulation testing, after which a second video-call interview was
conducted to gauge interest and continued eligibility for enrollment in the remainder of the
study. Due to study-completion time constraints, an additional 11 participants were fast-
tracked directly to the in-lab sessions of the study without a full 3-cycles of pre-study remote
tracking, after completing all pre-screening requirements. Five of these participants had > two
cycles of pre-study tracking, and two had one cycle of pre-study tracking completed prior to

their first session.

7.2.3 Experiment Protocol

Three total sessions were completed (with as many staggered starting sessions as
scheduling constraints would allow) for each participant: during the menses, ovulation, and
mid-luteal phases of their cycle. Each session lasted ~3 hours and was typically scheduled for
any day of the week, between 11AM — 4PM, with a few exceptions made due to unavoidable
scheduling conflicts. Researchers informed participants to make their best efforts towards
sticking to their typical routine, whatever that may be, for each day of their sessions. For the
menstruation session, participants informed researchers of the first day of their menses and
were brought in typically within the first 1 — 4 days of active-menstrual bleeding. For ovulation
sessions, participants took daily ovulation tests (as described in Section 7.2.5), and came in for
their session on the same day as their positive test result. Lastly, participants were given a 3 —
5 day range within which they could schedule their mid-luteal session, following data collected

from ovulation testing completed ~7 days prior. These mid-luteal sessions were scheduled to
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occur in a predicted window half-way between ovulation and their upcoming first day of
menses. If there were any scheduling conflicts that interfered with accurate cycle-phase
scheduling for any of the sessions, then the scheduling of that cycle phase was postponed until
the next cycle opportunity.

Upon arrival for each in-lab session, researchers verified participant’s proof of SARS-
CoV-2 virus clearance status, following the University of California, Santa Barbara guidelines.
Afterwards, participants signed and dated their previously-completed consent and screening
forms and noted any changes to the researchers. They then completed a state questionnaire to
assess their mood and disposition for the day, evaluating factors such as caffeine intake,
exercise, and consumption of OTC painkillers (collected for future analyses). Participants were
then guided into a private changing room, where they were given scrubs to change into and a
locker in which to leave their belongings. Once they were in their scrubs, researchers guided
them to an experiment room in which the behavioral and psychophysiology task took place.
Participants were fitted with psychophysiology sensors (described in Section 7.2.6.b) and took
part in a 1-hour long modified version of a classic stressor task: Gauss’s modular arithmetic
(Section 7.2.6.a) (Beilock, 2008; Bogomolny, 1996). Following task completion, all
psychophysiology sensors were removed, participants were allowed to use the restroom to
wash off excess electrode residue from their arm, and a blood sample was collected by a
licensed phlebotomist. Lastly, participants completed a 1-hour MRI brain scan protocol
(Section 7.2.6.d). Following their final third session, participants continued to track their
menses for one last cycle (without ovulation testing). For potential future analyses, as well as

data collection towards describing any variations or irregularities detected in their data,
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participants completed a final questionnaire reviewing their medical, physical, and

psychological disposition throughout the time of the study.

7.2.4 Menstrual cycle tracking

Most participants took part in remote pre-study ovulation testing and menstrual cycle
tracking for > three cycles prior to their first session, and all participants completed cycle
tracking throughout the study and into one cycle following their final third session. This
tracking assisted researchers in predicting upcoming menstruation and ovulation dates based
on cycle history, which was essential to scheduling the in-person sessions. Participants were
instructed to inform the researchers of the start and end dates of their menses either via email,
text, or the “Clue Connect” data sharing feature of the mobile application “Clue”. Menstruation
data was recorded into a spreadsheet, in which researchers manually calculated the average
length of each participant's menses and menstrual cycles. Additionally, participants were asked
to share any prior menstrual cycle history from before beginning the study that they may have
from personal use. Using all tracking data, the researchers made predictions of future

menstruation and ovulation dates (as described in Section 7.2.5).

Furthermore, over the course of the pre-study tracked cycles, participants completed a
total of nine ovulation self-tests (three days/cycle for three cycles). For these, participants were
informed of a 3-day peak within the “fertile window” and were asked to complete ovulation
self-tests by 8PM for each of those three days, and around the same time for all nine tests.
After concluding ~3 cycles of tracking and ovulation testing, participants completed a survey
reviewing their medical, physical and psychological conditions throughout the time of tracking

(such as the use of emergency oral contraceptives). Ovulation testing was repeated prior to
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ovulation and luteal sessions, with a varying range of 3 — 15 daily tests per cycle, depending

on their “fertile window” during which their ovulation was likely to occur.

7.2.5 Ovulation testing

Ovulation test kits were mailed or dropped off at the participant’s residence, consisting
of 12 — 15 ovulation testing strips (Easy@Home, Premom) and 13 — 16 40 mL disposable
plastic urine cups. Detailed instructions of how to properly complete the ovulation tests were
sent to participants following recommendation from Premom. Researchers informed
participants of their dates of ovulation testing by phone or email. On each day of testing,
participants took the test by dipping the strip into a urine sample to detect the presence of the
“LH surge” that triggers ovulation. After completing the test, the participant sent a clear photo
of the test strip results to the researcher and reported the time at which the test was taken.
Ovulation data received was associated with the participant’s subject ID number and stored for
future analyses. For ovulation sessions, participants were asked to complete ovulation tests
prior to 9 AM, and to complete their in-lab session on the same day as their positive test result.
Specifically, when an ovulation result was positive, the researcher would immediately contact
the participant and schedule a time for them to come into the lab for their session that same
day. Furthermore, they completed one ovulation test the day after their ovulation session, to
track whether the session occurred on their “peak’” LH-surge (i.e. whether the post-session test
was more or less positive than the test from the day of the session). When an ovulation session
was impossible to schedule due to any conflicts, then the session would be postponed to their

next viable cycle, and a new round of ovulation testing would be repeated.
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To predict which day(s) participants were beginning ovulation (i.e. had their “LH
surge”), researchers used all gathered menstrual cycle data, in conjunction with the most recent
menses start date to estimate a 12-day “fertile window” during which ovulation was likely to
occur. For the first cycle of tracking, if researchers did not have any previous tracking data,
predictions were initially made based on a guiding trend that ovulation typically occurs
anywhere from 12 — 14 days from the first day of the cycle (i.e. the first day of their menses).
All ovulation predictions following the first cycle were adjusted to account for individual
differences based on test results. A positive result was depicted by the “test” line being as-
dark-as or darker than the “control” line. To assist in test result monitoring, researchers used
the Premom mobile application to upload test result images and extract an LH-to-control line
“ratio” that determined the presence or absence of an LH surge. A ratio > 0.80 was considered
positive, with the higher the ratio, the more positive the result. An example of an accurate
prediction of LH surge occurring on day two of testing would be if day one of ovulation testing
resulted in a ratio of 0.56, followed by a peak 0f 0.93 on day 2, and 0.52 on day 3. Alternatively,
if the results were negative or not strong-positives (i.e. a ratio of 0.78, hence no LH surge
detected), then future predictions were adjusted towards the closest direction of positivity.
Researchers’ prediction accuracy increased over time as more cycle and ovulation data was
collected. For instance, while a participant’s ovulation test ratio might never have reached >
0.80, their highest peak ratio throughout a full cycle was considered a positive result for the

next round of testing.

If researchers had data from at least three or more menstrual cycles, then the average
menstrual cycle length of all tracked cycles was used to predict the ovulation dates.

Alternatively, if less than three menstrual cycles had been tracked, then researchers would use
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an average of participants’ self-reported menstrual cycle length with any tracked menstrual
cycle data. However, if no previous menstrual cycle data was collected yet, a combination of
participants’ self-reported average menstrual cycle length and any ovulation test results were
used to inform predictions of future ovulation dates. Depending on the individual, our estimates
led us to predict that the fertile window would most likely occur within days 10 — 16 of the

cycle.

7.2.6 Assessments and Measures

7.2.6.a Behavioral Task

The behavioral task served the purpose of measuring the relationship between
fluctuating levels of HPG sex hormones and allostatic responses of the SNS, cognitive
performance in response to a motivated task, response to monetary reward sensitivity, and how
the interaction between allostatic load and cognition might alter across hormone
concentrations. This modular arithmetic (MA) task consisted of a 2x2 design in which
problems varied in difficulty (easy or hard), and the amount of monetary reward (low or high)
that was possible to gain from each problem (Figure 7.1; MA is described in Section 6.2.2.a).
Throughout the task, participants had to respond accurately to MA problems before their trial
time ran out, with challenging time limits personalized to the individual for each session. All
responses were made using their right hand on a keyboard, selecting “n” with their index finger
if they believed the MA problem was divisible, or “m” with their middle finger if they believed
it was indivisible. Depending upon their task performance, participants were able to make a

bonus of up to $75 across all three sessions.
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Four separate MA conditions were formed: hard problems with high monetary reward,
hard problems with low reward, easy problems with high reward, and easy problems with low
reward. Additionally, a blank gray screen (a “rest screen”) that lasted four seconds was
included as a fifth condition. For the purpose of pseudo-randomizing the trial order, trials were
m-sequenced with a base value of five (4 conditions + “rest”) and a power of three (allowing
no repeated sequences higher than 3) (Buracas, 2022). MA problems were split evenly between
either hard or easy difficulty levels. Easy problems contained more single digits, and did not
require numerical carry-over (e.g. 10 =2 (mod 4); 15 =4 (mod 3)). Conversely, hard problems
contained double digits and did require carry-over analysis (e.g. 54 = 17 (mod 9); 82 =26 (mod
8)). Regarding reward levels, high reward problems were set at $2.50, while low reward
problems were set to $0.10, with high reward values occurring more infrequently (30% of MA
problems) for the purpose of increasing the stakes of high reward opportunities. Across all five
trial conditions, 20% of trials were “rest” screens, 30% were low reward x hard, 30% were low

reward x easy, 10% were high reward x hard, and 10% were high reward x easy.

Each session’s MA task began with instructions and a block of 30 practice trials. The
last 10 practice trials were all hard problems, from which a median response time was recorded.
To individualize the difficulty level per participant, as well as to account for possible learning
effects across sessions, response time limits for the remainder of the task were adjusted per
session to 75% of this median response time. Participants were kept unaware of how time-
limits were set throughout their participation in the study, which was confirmed by self-report

to the researchers after participants completed their third and final session.

The instructions familiarized participants with the format of MA and informed them

that their goal was to complete these problems as quickly and as accurately as possible.
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Furthermore, they were notified that trials were “worth” either $0.10 or $2.50, and that trials
of $2.50 were rare. Additionally, the instructions stated that they are capable of making a bonus
of up to $75 across all three of their sessions, and that how much money they received was
dependent upon their performance: the better they performed, the more money they would get.
Instructions further described that their performance was measured by correctly answering an
MA problem quickly, before a set time limit. While they were made aware of this time-limit,

they were not told how long the time limit would be or how it would be calculated.

They were also informed that when they conclude their third session’s task, a number
of random problems that they completed would be chosen from across their three sessions
(worth up to $75). Of these chosen problems, they would receive the reward value attached to
each problem that they answered accurately and before their time ran out. However, for the

problems that they did not get correct or timed out for, they would receive $0.

The task order consisted of a four sec screen that informed participants of the trial’s
reward value presented in red large and bold font, after which the MA problem would appear,
followed by a four sec feedback screen. The feedback screen would appear either immediately
after the participant’s response or once the MA problem timed-out prior to receiving a
response. Feedback consisted of the following responses, accordingly: “CORRECT” (in
green), “WRONG” (in red), or “TOO SLOW!” (in black). The “rest screen” consisted of a
three sec blank gray screen that would appear between feedback and reward value screens. The
overall task consisted of two blocks of 124 trials for a total of 248 trials. After the first block,
a “break screen” would appear, informing participants that they can take a mental rest and to
press the spacebar key when they were ready to continue the remainder of the task. Prior to the

start of the task, they were informed that the break was purely meant to rest their mind, and
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that they should continue to refrain from any movement throughout the break in order to avoid
disruptions to the psychophysiology data. Once the second block was completed, a screen
would appear instructing participants to ring a bell placed on the table to inform researchers

that they had finished the task.

—
CORREQ TOO SLOW
WRONG
4s K ...
$2.50 | 10-=2(mod4)| CORRECT | . | $0.10 |s0-24(moan| WRONG
4s “n” 4s N, 4s “m” 4s

$0.10 | 56=18(mod9) | TOO SLOW!

4s 4s

Figure 7.1 An example of four consecutive trials of the task. First, a reward value of the
upcoming modular arithmetic (MA) problem is presented for four seconds. Then the MA

[{3% 2] (TR 1]

problem is presented, to which the participant either responds “n” or “m”, or the trial times out
prior to receiving a response. This is followed by a four second feedback screen, which informs
the participant if their response was correct, wrong, or too slow. From left to right, the three
trial types shown here are: a high reward x easy trial, a “rest screen” trial (4 sec duration), a
low reward x hard trial, and lastly another low reward x hard trial.

7.2.6.b Psychophysiology

The use of a trans-radial bioimpedance velocimetry device (TREV; described in
Chapter 5) was combined with the MA task to estimate SNS responses to task conditions. For
each in-lab session, TREV was placed on the participant’s left forearm prior to the behavioral
task, following the procedure listed in Section 5.2.5 (Figure 7.2). For the purposes of estimating
respiration rate to regress respiration artifacts out of the TREV data during preprocessing, a
respiration belt was secured around the waist with a hook and loop strap. All TREV and
respiration materials and equipment were identical to those described in Section 5.2.4, without
the inclusion of ECG. Experiment triggers were collected via Digital I/O using a LabJack U3-
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LV (LabJack, Inc.) connected to a UIM100C amplifier (Biopac Systems Inc.). The
participant’s left arm (containing TREV electrodes), was set to rest on the experiment desk,
such that their elbow and forearm were laid comfortably flat on the desk, requiring no muscle
activity. During psychophysiology setup, the researcher reviewed the importance of
minimizing all unnecessary movements, especially any muscle activity of their left arm,
throughout the course of the study. Following the behavioral task instructions and practice
trials, five minutes of baseline psychophysiology data was collected while the participant was
at rest, during which researchers left them alone in the experiment room. After the five minutes
concluded, researchers re-entered the room and stopped baseline data collection, ensured that
the participant was ready to begin the study, re-started psychophysiology collection, and
informed the participant that when they are ready to do so, they could click the spacebar key
to begin the task. Researchers left the experiment room prior to the start of the task, and only
returned once they heard the participant ring a bell, signifying that they completed the task.
Following task completion, psychophysiology data collection was stopped and saved, the
respiration belt and sensors were removed, and the participant was encouraged to use the
restroom to wash off all excess residue remaining from the sensors in preparation for their

proceeding blood draw and MRI scanning protocol.

Signal filtering was identical to that described in Section 5.2.6. Additionally, the
subsequent preprocessing of the contractility timeseries closely resembled the procedure
described in Section 5.2.6. The main difference being that we used contractility epochs instead
of ECG R-peaks to estimate heartbeat time-indices and heart-rate. Specifically, MEAP
automatically labeled each epoch peak of the continuous beatwise contractility waveform,

which was used as a time indice for heartbeats in place of R-peaks. Additionally, MEAP
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estimated heart rate from the distance between contractility peaks. The remainder of the
preprocessing of the psychophysiology data matched those listed in Section 5.2.6, but time-

matched to the present experiment protocol.

Figure 7.2 Psychophysiology setup, with the trans-radial electrical bioimpedance
velocimetry device (TREV; represented by three strip electrodes) placed on the left forearm.
Respiration belt (in blue) was secured around the waist with a hook and loop strap.

7.2.6.c Endocrine procedure

One blood sample (< 8.5 — 10 cc) was collected from each participant once per session
(three total samples per participant), to assess serum levels of the gonadal hormones 173-
estradiol and progesterone, along with the pituitary gonadotropins luteinizing hormone (LH)
and follicle stimulating hormone (FSH). For each blood draw, a licensed phlebotomist first
inserted a vacutainer push button (BD Diagnostics) intravenous line into the hand or forearm
of the participant. A 10mL vacutainer SST tube (BD Diagnostics) was attached to the
intravenous line using an adapter. The sample was placed at room temperature for 30 minutes
to clot, and then centrifuged at 2100 RPM for 10 minutes. Afterwards, the blood was aliquoted
into three 2mL microtubes, each containing 1mL of serum. Serum samples were stored in a -
80°C freezer until being shipped for analysis to the Endocrine Technologies Core (ETC) at the

Oregon National Primate Research Center (ONPRC) (described in Section 7.2.7.a).
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7.2.6.d MRI protocol

For each session, participants completed a one hour magnetic-resonance imaging
(MRI) scanning sequence following the blood draw. Ninety six total scanning sessions were
administered, with 30 of the 35 participants having completed all three of their MRI sessions,
for a total of 90 full session-sets. MRI scans used a Siemens 3T Prisma MRI scanner with a
64-channel phased-array head/neck coil. First, high-resolution T1-weighted magnetization
prepared rapid gradient echo (MPRAGE) anatomical scans were acquired and used for spatial
normalization (TR = 2500 ms, TE = 2.22 ms, FOV = 241 mm, T; = 851 ms, flip angle = 7°,
with 0.9 mm?® voxel size). Followed by a gradient echo fieldmap (TR = 758 ms, TE; = 4.92
ms, TE; = 7.38 ms, FOV = 208 mm, flip angle = 60°, with 2.0 mm? voxel size). Next, the
participant completed a 10 minute resting-state fMRI scan using a whole brain T>*-weighted
multiband echo-planar imaging (EPI) sequence sensitive to the blood oxygenation level-
dependent (BOLD) contrast (72 oblique slices, TR = 720 ms, TE = 37 ms, FOV = 208 mm,
voxel size = 2 mm?, flip angle = 52°, multiband factor = 8). For this scan, participants were
asked to focus their eyes on a plus sign in the middle of a projected screen, to blink regularly,
to limit all movement, and to stay awake. Next, a high-resolution T2-weighted turbo spin echo
(TSE) scan was acquired with an oblique coronal orientation positioned orthogonally to the
main axis of the hippocampus (TR = 10,640 ms, TE = 50 ms, FOV = 175 mm, flip angle =
122°, 0.4 x 0.4 mm? in-plane resolution, 2 mm slice thickness, and 41 interleaved slices with
no gap, with a total acquisition time of 5:42 min). Finally, a series of 4 spherical b-tensor (b =
0, 100 — 500, 1000, 1500 s/mm?; 3 diffusion directions) and 4 linear b-tensor (b = 500, 1000,
1500, 2000 s/mm?; 30 diffusion directions) g-space trajectory encoding (QTE) diffusion

sequences were collected (TR = 6308 ms, TE = 80 ms, diffusion gradient amplitude = 80.0
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mT/m, FOV = 230 mm, flip angle = 90°, 2.0 x 2.0 mm? in-plane resolution, 4.0 mm slice

thickness, iPAT factor = 2).

7.2.7 Data Preprocessing & Analysis Methodology

7.2.7.a Analysis of HPG hormone concentrations

Serum estradiol (E2), progesterone (P4), luteinizing hormone (LH) and follicle-
stimulating hormone (FSH) concentrations were measured by the Endocrine Technologies
Core (ETC) at the Oregon National Primate Research Center (ONPRC, Beaverton, OR). Plots
of these hormone concentrations across participant cycle phases and sessions are shown in
Figures 7.3 and 7.4. Session-order differences are clear in mean concentration summaries in
Figure 7.4, which was accounted for in all statistical models. E2 and P4 concentrations were
measured using ultra-high performance liquid chromatography-heated electrospray ionization-
tandem triple quadrupole mass spectrometry (LC-MS/MS) on a Shimadzu Nexera-LCMS-
8060 instrument (Kyoto, Japan) as previously described (Bishop et al., 2019). Briefly, 150 ul
of serum were mixed with 100 pl ultrapure water (Milli-Q, EMD Millipore, Billerica, MA)
containing 2.5 ng/ml E2-d5 and 3.0 ng/ml P4-C3 isotopic standards (Cerilliant, Round Rock,
TX) and added to a 400 ul SLE+ extraction plate (Biotage, Charlotte, NC). Steroids were eluted
with 3 x 600 pl dichloromethane (Sigma, St. Louis, MO), dried with forced air and
reconstituted in 50 pl of 25% (v:v) methanol:ultrapure water. For calibration curves, charcoal-
stripped human serum (Golden West Biologicals) was spiked with unlabeled E2 and P4
standards (Cerilliant) in methanol and diluted serially to final concentrations between 0.002
and 20 ng/ml in a 15-point curve. The spiked standards were then subjected to the SLE+

extraction procedure. Using a Shimadzu SIL-30CAMP autosampler, 5 pl of each sample were
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injected onto a Raptor 2.7 um Biphenyl 100 mm X 2.1 mm column (Restek, Bellefonte, PA).
Mobile phase consisted of 0.15 mM ammonium fluoride (Sigma) in water (A), and methanol
(B) with a flow rate of 0.4 ml/min. Using a Shimadzu Nexera LC-30AD system (LC), gradient
elution started at 97% B, increased to 100% B (4.00-5.10 min), held at 100% B (5.10-6.90
min), decreased to 65% B (7.00-10.4 min), and returned to 97% B for a total of 10.4
minutes/sample. E2 and P4 had retention times of 2.1 and 4.7 min, respectively. E2 was
detected in negative ion mode and P4 was detected in positive ion mode, both with multiple
reaction monitoring (MRM) using a Shimadzu LCMS-8060 tandem triple-quadrupole MS with
heated electrospray ionization (ESI). The MRM transitions used were: E2, 271.05144.95
(quant), 271.05142.95 (qual), m/z; E2-d5, 276.20187.20 (quant), 276.20147.20 (qual), m/z;
P4, 315.15109.25 (quant), 315.1597.05 (qual); P4-C3, 318.15112.15 (quant), 318.15100.15
(qual). The range for both standard curves was 0.002 to 20 ng/ml. Lower limit of quantification
for E2 was 0.002 ng/ml and the lower limit of quantification for P4 was 0.010 ng/ml. Data
processing and analysis was performed using LabSolutions Software, V5.72 (Shimadzu).
Intra-assay variation was 2.1% for E2 and 12.3% for P4; accuracy was 100.9% for estradiol
and 106.3% for P4. Because all samples were analyzed using one assay, no specific inter-assay
variation was calculated for this experiment. The overall inter-assay variation for these assays

in the ETC is less than 15%.

LH and FSH concentrations were measured using a Roche cobas e411 automated
clinical immunoassay platform (Roche Diagnostics, Indianapolis, IN). The assay range for
both LH and FSH assays was 0.1 — 200 mIU/ml. Intra- and inter-assay CVs for the LH assay
were 2.3% and 2.4%, respectively (n = 2 assays). Intra- and inter-assay CVs for the FSH assay

were 0.9% and 1.0%, respectively (n = 2 assays). The Endocrine Technologies Core (ETC) at
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Figure 7.3 Concentrations of 17f-estradiol (E2), progesterone (P4), luteinizing hormone

(LH) and follicle stimulating hormone (FSH), by cycle phase. The y-axis represents hormone
concentration levels, and the x-axis contains each individual participant, with group-averages
(M) on the farthest right. E2, LH, and FSH concentrations are rank-ordered by individuals’
concentration from the ovulation session, while P4 concentrations are ordered by luteal
sessions.
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Figure 7.4 Concentrations of 17f-estradiol, progesterone, luteinizing hormone (LH) and

follicle stimulating hormone (FSH), by session order. The y-axis represents hormone

concentration levels, and the x-axis contains each individual participant, with group-averages
(M) on the farthest right. All hormone concentrations are rank-ordered by individuals’

concentrations in session 1.

7.2.7.b Statistical analysis of behavioral & contractility data

29 females came in for three sessions to complete a task with three conditions (trials

with hard equations and easy equations, and trials with high reward and low reward). Thus,

this task creates 12 different trial conditions, across three sessions, two difficulty levels, and

two reward levels. For instance for session 1, the following four trial conditions emerge:

sessionl easy lowReward,

sessionl easy highReward,

sessionl hard lowReward, and

sessionl hard highReward. The structure of these three examples would then be repeated
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across the remaining two sessions, to create a total of 12 trial conditions. Furthermore, for each
session, a blood draw was taken and used to record participants’ hormone levels across four

HPG hormones (estradiol, progesterone, LH and FSH).

To first summarize each participant's behavior and contractility estimates across the 12
trial conditions, and thereafter relate these summaries to hormone concentrations (across
subjects), we used a hierarchical Bayesian regression approach. This approach is capable of
accounting for outliers by employing shrinkage on mean posteriors to avoid a Type I error,
decreasing the chances that significant effects may be driven by a single outlier participant.
Specifically, this Bayesian regression estimates the parameters (M and E) of a hierarchical
Gaussian distribution from which each subject’s condition specific mean (p) is drawn for each
of the 12 trial conditions, i.e., a M, E and p for each, all fitted in a single model. Significance
at the group level is determined by the posterior distribution of a hierarchical distribution’s M
parameter exceeding 0, using a 94% highest density interval (HDI). In other words, allowing
for individual differences (the E parameter), the mean of the hierarchical distribution (M)
characterizes p across all subjects is confidently above or below 0 for a given condition. In
addition, we included a region of practical equivalence (ROPE), as defined by Makowski et al.
(2019), in which the HDI interval had to cross either 0.1 or -0.1 to be valued as credible

(Kruschke, 2018).

In terms of behavior parameters, reaction time (RT) and accuracy of each response was
recorded. For a mean average to be appropriate, RT was log transformed. Accuracy was
estimated with a hierarchical binomial, which uses a theta parameter for each subject’s
accuracy (instead of a p), and is pulled from a hierarchical beta distribution with parameters a

and b (instead of M and E). In the first step of the modeling procedure, two hierarchical
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Bayesian regression models with a similar model structure were created: one for mean logged
RT, and one for accuracy. For each of these models, we estimated each participant’s log RT
and accuracy, and computed a separate mean log RT and accuracy for each of the 12 trial
conditions. Therefore, for each trial condition, we extracted a mean log RT (or accuracy) per
each individual and across the group level. Each group level estimate is created from the 29
individual estimates. This group level then acted as our Bayesian group level hierarchical prior

for summarizing behavior effects across our conditions.

Then, separately for each of the 12 trial conditions, we ran deterministic regressions
across participants using their individual estimates to examine if log RT and accuracy were
predicted by session-specific hormone states. This allowed us to ask whether the session-
specific hormone state predicted the condition-specific behavior, separately for all 12 trial-type
groups. Due to the deterministic regression being performed for each moment of the task, the

analysis is no longer subjected to learning or session order effects.

Finally, we created post-hoc main effects across these different group level trial
conditions. For each of the deterministic regressions we ran, we extracted a regression
coefficient. In order to look at main effects, we then averaged across the relevant combinations
of these regression coefficients. For instance, to estimate the main effect of estradiol (E2) for
RT during session 1 (sessionl e2), we would average across the first four regression
coefficients relating to that hormone: sessionl _easy lowReward e2,
sessionl easy highReward e2, sessionl hard lowReward e2, and
sessionl hard highReward e2. Then, to further estimate the main effect of estradiol overall

on RT, we would average across: sessionl e2, session2_e2, and session3_e2.
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For each participant, three different contractility measures were estimated in response
to every trial: mean contractility during the two seconds following the equation being shown
on the screen (further labeled as “contractility””), averaged contractility of the four seconds
after the feedback screen appeared (“feedback contractility”), and the slope of the change in
contractility in those four seconds following feedback presentation (i.e. “allostatic efficiency”).
Then the same model structure as listed above for behavioral data was created for each of the
contractility parameters: “contractility”, “feedback contractility”, and “allostatic efficiency”.

Interaction models of brain, behavior, and contractility were also created, in which the beta

relates the parameters of contractility to those of behavior.

7.2.7.c Hippocampal segmentation

T1-weighted and high-resolution T2-weighted TSE images (n = 180 of 31 subjects)
were submitted to the automatic segmentation of hippocampal subfields package (ASHS)
(Yushkevich et al., 2015) for bilateral parcellation of seven MTL subregions: CA1, CA2/3,
dentate gyrus (DG), subiculum (SUB), perirhinal cortex (PRC), entorhinal cortex (ERC), and
parahippocampal cortex (PHC) (Figure 7.5). The ASHS segmentation pipeline automatically
segmented the hippocampus in the T2-weighted MRI scans using a segmented population atlas,
the Princeton Young Adult 3T ASHS Atlas template (n = 24, mean age 22.5 years; Aly &
Turk-Browne, 2016). A rigid-body transformation aligned each T2 image to the respective T1
image for each participant and session. Using the Advanced Normalization Tools (ANTs)
deformable registration, the T1 image was then registered to the population atlas. The resulting
deformation fields were used to resample the data into the space of the left and right template

MTL regions of interest (ROI).
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Within each template ROI, each of the T2 scans of the atlas package were registered to
that session’s T2 scan. The manual atlas segmentations were then mapped into the space of the
T2 scan, with segmentation of the T2 scan computed using joint label fusion. Finally, the
corrective learning classifiers contained in the atlas package were applied to the consensus
segmentation produced by joint label fusion. The output of this step is a corrected segmentation
of the T2-weighted scan. Further description of the ASHS protocol can be found in
(Yushkevich et al., 2015). For reasons yet to be determined, this automated process failed for
seven of the T2-weighted scans. Right and left hemisphere values for homologous ROIs were
averaged to obtain seven bilateral region values per participant session. For final analyses, only
those participants who had completed all three sessions of MRI scans and for whom this

preprocessing was successful for all three sessions were included (n = 21).

Right Left

. CA1 .CA2/3 . DG j SuB ERC . PRC PHC

Figure 7.5 A sample slice of the hippocampus subfields and medial temporal lobe (MTL)
cortex labels completed by the automatic hippocampal subfields package (ASHS).
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7.2.7.d White matter integrity (WMI) estimation

MRI preprocessing was conducted with Advanced Normalization Tools (ANTs)
(Avants et al., 2011). Specifically, T1-weighted anatomical data were skull stripped with
antsBrainExtraction.sh and segmented using ANTsPy kmeans segmentation to obtain white
matter (WM) probability maps, which were binarized to create individualized WM masks.
QTE images were motion and eddy current corrected, and diffusion tensor distribution (DTD)
parameters were estimated for each participant (Nilsson et al., 2018). HCP1065 Population-
Averaged Tractography Atlas probabilistic region masks (thresholded at > 50%) and
participant DTD data were spatially normalized to their respective T1 anatomical space (Yeh,
2022). Gray matter and cerebrospinal fluid (CSF) were masked out using the anatomic
segmentations, and white matter was segmented into 64 regions of interest (ROIs) using the
atlas masks. Mean micro-fractional anisotropy (uFA), fractional anisotropy (FA), and
orientation parameter (OP) values (Westin et al., 2016) were calculated for each ROI.
Commonly used FA estimates of white matter integrity (WMI) are heavily dependent on the
number of crossing, kissing, and fanning fibers in each voxel rendering them unreliable for
group level analysis (Volz et al., 2018). In contrast, pFA values obtained from g-space
trajectory encoding (QTE) diffusion sequences are not sensitive to crossing, kissing or fanning
fibers, collectively estimated as an orientation parameter (OP). Right and left hemisphere
values for homologous ROIs were averaged to obtain 34 bilateral region values per participant

session. All further white matter integrity (WMI) analysis and results discussed are regarding

the estimated mean pFA values per region.
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7.2.7.e Statistical analysis of MTL gray matter volume and WMI

Female participants came in for three sessions to complete an MRI scan estimating
values of medial temporal lobe (MTL) gray matter volume of seven MTL subregions (n = 21)
and white matter integrity (WMI) within 34 regions (n = 30). Thus, this created 102 white
matter ROI levels, and 21 MTL volume levels. For instance, for session 1, the following seven
MTL levels emerge: sessionl CAl, sessionl CA2/3, sessionl DG, sessionl SUB,
sessionl PRC, sessionl ERC, and sessionl PHC). The structure of these seven examples
would then be repeated across the remaining two sessions, to create a total of 21 levels. Further,
for each session, a blood draw was taken and used to record participants’ hormone levels across

four HPG hormones (estradiol, progesterone, LH and FSH).

To test the relation between brain variables (MTL volumes and WMI) and hormone
concentrations across the three testing sessions, we used a hierarchical Bayesian regression
approach. This approach is capable of accounting for outliers by employing shrinkage on mean
posteriors to avoid a Type I error, decreasing the chances that significant effects may be driven
by a single outlier participant. In each model, this Bayesian regression estimates the
distributions for coefficient B that relate hormone level to brain variables for subject n and
region 7. Bn,r parameters were assigned a Gaussian hierarchical prior with parameters p: and o:.
We additionally constrained p. and or with uninformative Gaussian (u~N(0,1)) and half-
Gaussian (pr~halfN(1)) priors. Given our prior that hormones selectively impact volumes of
different regions of MTL, we separately fitted 28 models to cover the hormone (4) by region
(7) space, and report significance at the group level from each model by the posterior
distribution of its i parameter, and whether it credibly exceeds 0, using a 94% highest density

interval (HDI). In other words, allowing for individual differences (the o, parameter), the mean
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of the hierarchical distribution (u:) characterizes whether B, across all subjects is confidently
above or below 0 for a given region.

Given the exploratory nature of our investigation of hormones impacting WMI, we
imposed an additional layer to the hierarchy. Here we fitted four models, one for each hormone.
Each model fitted B.r for each of the 34 brain regions, constraining region-specific
distributions of participant coefficients with Gaussian priors (Bn,~N(us,0r)). We additionally
constrained . and o with brain-wide Gaussian priors, w~N(My,E,) and 0~N(Mgs,Es). We
report significance at the group level from each hormone model by converting the relevant
brain-wide priors into an effect size, d=M,/M,. This effect size (d) communicates the average
group-level relation between a given hormone and all brain regions (M,,) scaled by the average
level of between-subject variation in this relation across regions (Mg). We then imposed a
region of practical equivalence (ROPE), as defined by Makowski et al. (2019), in which the
effect size had to cross either 0.1 or -0.1 to be valued as credible. This whole brain prior
constrains all individual region estimates, and thus the model may show more or less credible
individual regions than the previous region-specific analysis, but only if the majority of other
regions are showing a similar effect (i.e. the whole-brain effect being credible may pull the

regions towards credibility).

7.2.7.f Network analysis of fMRI resting-state data

fMRI data was preprocessed using the Statistical Parametric Mapping 12 software
(SPM12, Wellcome Trust Centre for Neuroimaging, London) and in-house Matlab code. All
resting-state scans were first motion-corrected and unwarped using a voxel displacement map
derived from the field map scan. The resulting mean EPI was bias-corrected and coregistered

to the skull-stripped, bias-corrected anatomical scan via the Advanced Normalization Tools
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(ANTSs) symmetric normalization (SyN) algorithm (https://github.com/ANTsX/ANTs; Avants

etal., 2008, 2011). All functional and anatomical data were then warped to the 2 mm? MNI152
template in a single interpolation step. A 4 mm full-width at half-maximum (FWHM) isotropic
Gaussian kernel was subsequently applied to smooth the functional data. Further preparation
for functional connectivity analysis included global signal scaling (median = 1000), linear
detrending, and nuisance regression of motion and physiological artifacts. The nuisance model
included a 24-parameter Volterra expansion of translation/rotation estimates (accounting for
both time-lagged and nonlinear effects of motion on the BOLD signal) and five principal
components of physiological noise extracted from all cerebrospinal fluid (CSF) and white-

matter voxels; each regressor was detrended to match the fMRI timeseries.

Functional network nodes were defined based on a 400-region cortical parcellation
(Schaefer et al., 2018) and 32-region subcortical parcellation (Tian et al., 2020). For each
region, a summary BOLD time course was obtained by taking the first eigenvariate over time
and applying a maximal overlap discrete wavelet transform, retaining the low-frequency
fluctuations in wavelet scales 3 — 6 (~0.01 Hz — 0.17 Hz). Next, the spectral association
between all pairs of brain regions was estimated using magnitude-squared coherence, yielding
a 432 x 432 functional connectivity matrix for each scan. Importantly, coherence offers several
advantages over other functional connectivity metrics, including estimation of frequency-
specific covariances and robustness to temporal variability in hemodynamics, which can
otherwise introduce time-lag confounds to more traditional metrics such as the Pearson

correlation.

Finally, a network-based statistics approach (Zalesky et al., 2010) was used to assess

linear dependencies between whole-brain functional connectivity and levels of
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ovarian/gonadotropin hormones. In this procedure, first, a series of general linear models were
fitted in which Fisher Z-transformed coherence estimates at each edge were regressed against
a hormonal predictor (e.g., estradiol) and two nuisance regressors (mean framewise
displacement and its square). The resulting matrix of t-statistics, describing a given brain-
hormone association, was thresholded at [t| > 3.0; the surviving edges were then topologically-
clustered by identifying connected graph components (i.e., a subset of connections for which
a path can be found between any two nodes). Subsequent inference and family-wise error
correction was ultimately performed at the level of graph components rather than individual
edges, allowing the capture of spatially-distributed effects across network subsystems.
Empirical null distributions for maximal component extent (i.e., the number of participating
nodes and overall intensity) were generated via 10000 iterations of nonparametric permutation
testing, constraining exchangeability to respect the repeated-measures nature of the data, and
additionally using the Freedman & Lane (1983) method to appropriately factor in the presence
of nuisance effects. Thus, a component was deemed °‘significant’ at aFWE = .05 if its
size/intensity exceeded the maximum component extent of each permutation more than 95%

of the time.

7.3  Results

7.3.1 Accuracy and response time (RT) on MA task

The effects of four HPG hormone concentrations (estradiol, progesterone, LH, and
FSH) were investigated on behavioral parameters of response time (RT) and accuracy for 29
participants. First, repeated measures ANOVAs were performed to compare the effect of

difficulty and reward on normalized parameters of accuracy and RT across all sessions and
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hormone levels. There was a statistically significant difference in both accuracy (F(1, 28) =
790.6, p < 0.001) and RT (F(1, 28) =264.27, p < 0.001) on hard vs. easy trials, confirming
that hard trials were more difficult. However, there was no statistical significance found
between high vs. low reward levels for either accuracy (F(1, 28)=2.49, p=0.126) or RT (F(1,

28)=0.19, p = 0.669) (Figures 7.6 and 7.7).
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Figure 7.6 Group-averages of accuracy ratios (ranging from 0 — 1) split by difficulty (easy
vs. hard) and reward (high vs. low) across hormone concentrations. Error bars represent
standard deviations. Overall, participants were significantly more accurate for easy trials
compared to hard trials (p < 0.001).
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Figure 7.7 Group-averages of median response time (RT) values split by difficulty (easy
vs. hard) and reward (high vs. low) across hormone concentrations. Error bars represent
standard deviations. Overall, participants were significantly slower for hard trials compared to
easy trials (p <0.001).

Results of the Bayesian hierarchical regression between concentrations of HPG
hormones and RT to MA problems confirmed a credible positive relationship between
concentrations of both progesterone and FSH with RT, specifically to hard MA trials. The
mean of the hierarchical posterior distribution of subjects’ beta values for progesterone was
0.18 with a 94% HDI of [0.17, 0.20], and the mean for FSH was 0.14 with a 94% HDI of [0.12,
0.16] (Figure 7.8). These results suggest that greater concentrations of progesterone and FSH
were related to greater RT on hard trials. This means that participants were slower to respond
to cognitively demanding problems at times when they had higher levels of progesterone and
FSH in their blood (Figure 7.9). However, there were no credible effects of any HPG hormones
on task accuracy, suggesting that these hormones had no effect on which trials participants
answered correctly or incorrectly. No other HPG hormones showed credible relations with
either RT or accuracy. Any session effects are not reported due to session order being too

convoluted with task learning effects and unequal distribution across menstrual phase (Figure

123



7.4). Complete tables of regression coefficients for all parameters of RT and accuracy

(including possible session effects) are available in appendix A.

Response Time Regression Coefficients
Relations Mean Lower HDI | Upper HDI | Credible
1 |session1_easy lo_E2 -0.08 -0.14 -0.03
2 |session1_easy lo P4 -0.14 -0.20 -0.09
3 |session1_easy lo LH -0.01 -0.06 0.05
4 |session1_easy lo_FSH -0.11 -0.17 -0.05
5 |session1_easy hi E2 -0.10 -0.19 0.00
6 |[session1_easy hi P4 -0.19 -0.27 -0.10 e
7 |session1_easy hi LH 0.00 -0.09 0.09
8 |session1_easy_hi_FSH -0.11 -0.20 -0.03
106 (hard_lo_P4 0.18 0.16 0.19 o
107 (hard_lo_LH 0.07 0.05 0.09
108 (hard_lo_FSH 0.15 0.13 0.17 o
109 (hard_hi_E2 0.04 0.01 0.07
110|hard_hi_P4 0.19 0.16 0.22 o
111|hard_hi_LH 0.07 0.04 0.10
112|hard_hi_FSH 0.13 0.10 0.16
113|easy_E2 -0.03 -0.07 0.00
114 |easy_P4 0.00 -0.03 0.03
115|easy_LH 0.01 -0.03 0.04
116|easy_FSH -0.01 -0.04 0.02
117 |hard_E2 0.03 0.01 0.05
118|hard_P4 0.18 0.17 0.20 b
119|hard_LH 0.07 0.05 0.09
120 (hard_FSH 0.14 0.12 0.16 b
141 |E2 0.00 -0.02 0.02
142 (P4 0.09 0.08 0.11
143 (LH 0.04 0.02 0.06
144 |FSH 0.06 0.05 0.08
Figure 7.8 Regression coefficients of response time (RT) to modular arithmetic (MA)

trials for 29 participants. Results show credible positive main effects of progesterone (P4) and
follicle stimulating hormone (FSH), such that an increase in either P4 or FSH is associated with
a slower response time to hard problems.
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Figure 7.9 Raw values of median response time (RT) to easy and hard trials across

concentrations of progesterone (P4) and follicle stimulating hormone (FSH), with trend lines
in red. Trend lines suggest slower responses to hard trials with increasing concentrations of
FSH. Due to these plots representing raw values, the trend in P4 with hard problems appears
diminished; however, results from the hierarchical Bayesian regression confirm a similar trend
for P4 and RT.
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7.3.2 Contractility

Results of the Bayesian hierarchical regression for 29 participants between
concentrations of HPG hormones and the two seconds of contractility following presentation
of MA trials confirmed a credible positive main effect of estradiol, for which the mean of the
hierarchical posterior distribution of subjects’ beta values was 0.14 with a 94% HDI of [0.12,
0.16] (Figure 7.10). These results suggest that greater concentrations of estradiol are associated
with increased SNS activity in response to the motivated MA task across all sessions,
difficulty, and reward levels (Figure 7.11). While this effect holds through low and high reward
levels, it is possible that it is driven more by easy problems (M = 0.14, 94% HDI [0.12, 0.17])
than by hard problems (M = 0.13, 94% HDI [0.10, 0.16]). No other HPG hormones showed

credible relations with contractility.

126



Modular Arithmetic Presentation Regression Coefficients

Relations Mean Lower Upper Credible
1 |session1_easy lo _E2 0.18 0.14 0.22 Hx
2 |session1_easy lo_P4 0.09 0.06 0.12
3 |session1_easy lo_LH -0.04 -0.07 -0.01
4 |session1_easy lo_ FSH -0.03 -0.06 0.01
5 |session1_easy hi E2 0.16 0.09 0.22
6 |session1_easy hi P4 0.05 0.00 0.1
7 |session1_easy hi LH -0.06 -0.11 -0.01
113|easy_E2 0.14 0.12 0.17 b
114 |easy P4 -0.01 -0.04 0.02
115|easy_LH 0.04 0.02 0.07
116 |easy_FSH -0.03 -0.06 -0.01
117 |hard_E2 0.13 0.10 0.16
118|hard_P4 -0.06 -0.09 -0.03
119|hard_LH 0.06 0.03 0.09
120|hard_FSH -0.01 -0.04 0.03
121(lo_E2 0.13 0.11 0.15 b
122(lo_P4 -0.04 -0.06 -0.02
123|lo_LH 0.05 0.03 0.08
124|lo_FSH -0.01 -0.04 0.01
125(hi_E2 0.14 0.11 0.18 o
126 hi_P4 -0.03 -0.07 0.01
127 |hi_LH 0.05 0.02 0.08
128|hi_FSH -0.03 -0.06 0.01
141|E2 0.14 0.12 0.16 e
142|P4 -0.04 -0.06 -0.02
143(LH 0.05 0.03 0.07
144 |FSH -0.02 -0.04 0.00

Figure 7.10  Regression coefficients for contractility across the two seconds following the
modular arithmetic (MA) problem appearing on the screen. Results show a credible positive
main effect of estradiol (E2) across all parameters.
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Figure 7.11 Raw values of mean contractility with estradiol (E2), with a positive trend line
in red. The trend suggests increasing contractility with increasing concentrations of E2, which
is confirmed in the Bayesian regression. Any influences of the outlier visible in this plot is
accounted for in the statistical model.

Results of the Bayesian hierarchical regression between concentrations of HPG
hormones and the four seconds of contractility following presentation of performance feedback
confirmed a credible positive main effect of estradiol, for which the mean of the hierarchical
posterior distribution of subjects’ beta values was 0.16 with a 94% HDI of [0.13, 0.18] (Figure
7.12). These results suggest that greater concentrations of estradiol are associated with
increased SNS activity following performance feedback, across sessions, difficulty, and
reward levels (Figure 7.13). No other HPG hormones showed credible relations with feedback

contractility.
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Feedback Presentation Regression Coefficients
Relations Mean Lower Upper Credible

1 |session1_easy lo E2 0.13 0.08 0.19

2 |session1_easy lo_P4 0.07 0.03 0.1

3 |session1_easy lo LH -0.05 -0.10 -0.01

4 |session1_easy lo FSH -0.06 -0.10 -0.01

5 |session1_easy_hi_E2 0.08 0.00 0.16

6 |session1_easy hi P4 0.02 -0.05 0.08

7 |session1_easy hi LH -0.10 -0.17 -0.03
113|easy_E2 0.16 0.12 0.19 o
114 |easy_P4 -0.01 -0.05 0.02
115|easy_LH 0.06 0.03 0.10
116|easy_FSH -0.01 -0.05 0.02

117 |hard_E2 0.16 0.12 0.19 i
118|hard_P4 -0.01 -0.05 0.02
119|hard_LH 0.05 0.01 0.08
120|hard_FSH -0.03 -0.07 0.01
121|lo_E2 0.16 0.13 0.19 e
122|lo_P4 -0.01 -0.04 0.02
123|lo_LH 0.06 0.03 0.09
124|lo_FSH -0.02 -0.05 0.01
125|hi_E2 0.16 0.12 0.20 o
126 | hi_P4 -0.02 -0.06 0.02
127|hi_LH 0.05 0.01 0.09
128|hi_FSH -0.03 -0.07 0.01
141|E2 0.16 0.13 0.18 o
142|P4 -0.01 -0.04 0.01
143|LH 0.06 0.03 0.08
144|FSH -0.02 -0.05 0.00

Figure 7.12  Regression coefficients for contractility across the four seconds following
feedback appearing on the screen. Results show a credible positive main effect of estradiol (E2)
across all parameters.
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Figure 7.13  Raw values of mean contractility following performance feedback with
concentrations of estradiol (E2), with a positive trend line in red. The trend suggests increasing
contractility to feedback with increasing concentrations of E2, which is confirmed in the
Bayesian regression. Any influences of the outlier visible in this plot is accounted for in the
statistical model.

Results of the Bayesian hierarchical regression between concentrations of HPG
hormones and allostatic efficiency (estimated by the slope change across four seconds of
contractility following presentation of performance feedback) confirmed a credible negative
main effect of progesterone on hard trials, for which the mean of the hierarchical posterior
distribution of subjects’ beta values was -0.18 with a 94% HDI of [-0.26, -0.11] (Figure 7.14).
These results suggest that greater concentrations of progesterone are associated with a decrease
in allostatic efficiency following performance feedback on cognitively demanding tasks
(Figure 7.15). No other HPG hormones showed credible relations with allostatic efficiency,
and there were no interaction effects between any contractility and behavior parameters. Any
session effects are not reported due to session order being too convoluted with task learning
effects and unequal distribution across menstrual phase (Figure 7.4). Complete tables of
regression coefficients for all contractility parameters (including possible session effects) are

available in appendix A.
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Allostatic Efficiency Regression Coefficients
Relations Mean Lower Upper Credible
1 |session1_easy lo E2 -0.13 -0.46 0.20
2 |session1_easy lo P4 -0.13 -0.44 0.20
3 |session1 _easy lo LH -0.10 -0.40 0.23
4 |session1_easy lo FSH -0.06 -0.39 0.27
5 |session1_easy_hi_E2 0.00 -0.32 0.33
6 |session1_easy hi_P4 -0.02 -0.33 0.29
7 |session1_easy_hi_LH 0.07 -0.22 0.38
113|easy_E2 -0.10 -0.23 0.01
114 |easy_P4 0.00 -0.12 0.1
115|easy LH -0.10 -0.21 0.02
116 |easy_FSH -0.09 -0.20 0.03
117 |hard_E2 -0.15 -0.22 -0.07
118 |hard_P4 -0.18 -0.26 -0.11 o
119|hard_LH 0.00 -0.07 0.08
120|hard_FSH 0.00 -0.08 0.08
121|lo_E2 -0.14 -0.24 -0.04
122|lo_P4 -0.12 -0.22 -0.03
123|lo_LH -0.07 -0.17 0.02
124|lo_FSH -0.07 -0.16 0.03
125|hi_E2 -0.11 -0.22 0.00
126|hi_P4 -0.06 -0.17 0.04
127|hi_LH -0.02 -0.12 0.08
128|hi_FSH -0.02 -0.12 0.08
141|E2 -0.13 -0.20 -0.06
142|P4 -0.09 -0.16 -0.02
143|LH -0.05 -0.12 0.02
144 |FSH -0.04 -0.12 0.03

Figure 7.14  Regression coefficients for contractility recovery (a decrease in the slope of
contractility) across the four seconds following performance feedback on the modular
arithmetic (MA) task. Results show a credible negative main effect of progesterone (P4) with
hard trials, suggesting that higher concentrations of P4 are associated with a slower sympathetic
nervous system (SNS) recovery (hence decreased allostatic efficiency) following performance
feedback on cognitively demanding tasks.
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Figure 7.15  Raw values of contractility recovery (i.e. allostatic efficiency), following
either easy or hard trial performance feedback with concentrations of progesterone (P4), with
trend lines in red. The trend suggests that increasing concentrations of P4 are related to a
decrease in allostatic efficiency following performance feedback on hard trials.

7.3.3 Gray matter volume of MTL hippocampal subregions

Results of the Bayesian hierarchical regression for 21 participants between
concentrations of HPG hormones and gray matter volumes of MTL hippocampal subregions
confirmed a credible positive main effect of estradiol with the subregion CA2/3, for which the
mean of the hierarchical posterior distribution of subjects’ beta values was 0.31 with a 94%
HDI of [0.01, 0.61] (Figure 7.16). These results suggest that greater concentrations of estradiol
are associated with an increase in CA2/3 gray matter volume. There were no other group-level
HPG hormone effects for any other MTL region. However, notably, there were a number of
marginally credible individual-level effects that were split between directions of credibility,
potentially signifying individual variability in the type of relationship that these hormones have
with MTL gray matter. Specifically, the effect of estradiol with the perirhinal cortex,
progesterone with the CAl subregion and the entorhinal cortex, LH with the subiculum
subregion, and FSH with the CA1 subregion. Plots of these results can be found in appendix

B.
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Estradiol (E2) and CA2/3
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Figure 7.16 A plot of the Bayesian regression 94% HDI intervals for the relationship
between concentration of estradiol (E2) and gray matter volume of the CA2/3 hippocampal
subregion. The top line is the group result, with the 21 participants’ highest density intervals
(HDIs) below. Credible relationships are in black, while non-credible relationships are in gray.
Results suggest a group-level credible positive relationship, where increasing concentrations
of E2 are associated with increased gray matter volume in CA2/3.

7.3.4 White matter integrity (WMI)

Results of the Bayesian hierarchical regression for 30 participants between
concentrations of HPG hormones and white matter integrity (WMI) as defined by uFA across
the whole brain demonstrated a credible positive main effect of both estradiol and LH, for
which the mean of the effect size for estradiol was 0.31 with a 94% HDI of [0.21, 0.40], and
the mean effect size for LH was 0.26 with a 94% HDI of [0.16, 0.37] (Figures 7.17 and 7.18).
These results suggest that greater concentrations of either estradiol or LH are associated with
increased WMI across the whole brain. No other HPG hormones showed credible relations

with whole-brain WMI.
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E2 & WMI (effect sizes)
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Figure 7.17 A plot of the effect sizes for the relationship between concentrations of

estradiol (E2) and white matter integrity (WMI). The top line is the whole-brain result, with

individual regions of interest (ROIs) below. The dotted lines represent our region of practical
equivalence (ROPE), in which the effect size has to cross either 0.1 or -0.1 to be valued as

credible. Credible relationships are in black, while non-credible relationships are in gray.
Results suggest a whole-brain credible positive relationship, where increasing concentrations

of E2 are associated with increases in WMI across the entire brain.
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Figure 7.18

LH & WMI (effect sizes)
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A plot of the effect sizes for the relationship between concentrations of
luteinizing hormone (LH) and white matter integrity (WMI). The top line is the whole-brain
result, with individual regions of interest (ROIs) below. The dotted lines represent our region
of practical equivalence (ROPE), in which the effect size has to cross either 0.1 or -0.1 to be
valued as credible. Credible relationships are in black, while non-credible relationships are in
gray. Results suggest a whole-brain credible positive relationship, where increasing
concentrations of LH are associated with increases in WMI across the entire brain.



7.3.5 Resting-state functional network connectivity

We found that whole-brain functional connectivity at rest across 30 participants was
associated with concentrations of estradiol (Figure 7.19a). This subgraph included 174 regions,
spanning nearly all canonical networks of the cortex, as well as a number of subcortical
regions. Notably, the preponderance of effects was in the negative direction, such that higher
levels of estradiol predicted lower levels of functional connectivity (Figure 7.19¢). All other
HPG hormones did not demonstrate significant associations with whole-brain functional

connectivity.

Ant
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Figure 7.19  Whole-brain functional connectivity at rest is associated with levels of
estradiol (E2). (a) Spatial map of a 174-region functional network component demonstrating
sensitivity to E2. ‘Hotter’ colors indicate increased coherence with higher levels of E2; ‘cooler’
colors indicate the reverse. (b) Canonical grouping of 400 cortical brain regions into functional
networks, per the Schaefer atlas. An additional 32 regions from the Tian subcortical atlas were
also included (but not visualized here). (¢) Summary of brain-hormone relationships across
each network in (b). ‘Positive’ refers to the average magnitude of positive associations (more
network regions showing stronger coherence with higher E2); ‘Negative’ refers to the average
magnitude of inverse associations (more regions showing decreased coherence with higher E2).
Error bars give 95% confidence intervals.
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7.4  Discussion

The present study investigated the effect that biologic endogenous factors have on
dynamic allostatic processes, cognitive behavior, and cerebral structure and function.
Specifically, we examined the relationship between these factors and naturally-occurring
cyclic fluctuations of hypothalamic-pituitary-gonadal (HPG) hormones that occur within
individual females across their menstrual cycles. We found that peripheral concentrations of
progesterone and follicle-stimulating hormone (FSH) were negatively related to response time
(RT) on hard modular arithmetic (MA) problems, such that higher levels of progesterone and
FSH were related to slower RT. Notably, we did not find any credible relationships between
HPG hormones and performance accuracy, therefore the FSH and progesterone effect on RT
was irrespective of task accuracy. Additionally, no credible relationships were found between

HPG hormones and behavioral or SNS effects and the magnitude of monetary reward.

Furthermore, we investigated the relationship between HPG hormones and allostasis
(i.e. contractility) by estimating the activity of the sympathetic nervous system (SNS) in
response to MA trials. We found that progesterone had a negative relationship with allostatic
efficiency, such that increased concentrations of progesterone were linked to slower SNS

recovery following performance feedback given for difficult MA trials.

Estradiol was in turn linked to a number of both sympathetic and central nervous
system processes. It presented a positive relationship with SNS activity across the task and in
response to performance feedback, such that greater levels of estradiol were linked to enhanced
levels of SNS drive in response to every variation of MA trial conditions and to every feedback

condition. Furthermore, estradiol was positively associated with the volume of the CA2/3
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hippocampal subregion, and white matter integrity (WMI), such that increased concentrations
of estradiol were linked to larger CA2/3 subregion volume and enhanced WMI across the
whole brain. On the contrary, estradiol was found to have a predominantly negative
relationship with functional coherence across the resting brain, such that a higher concentration
of estradiol within an individual was related to a decoupling effect within resting-state
functional networks. Furthermore, LH was found to accompany estradiol in its relationship

with WML, such that greater levels of LH were associated with increased WMI across the brain.

In our findings, the only HPG hormones that were credibly related to behavioral
outcomes on a stress-inducing MA task were progesterone and FSH. Specifically, we found a
positive relationship for both progesterone and FSH concentration levels with response time
on hard MA trials, such that when participants had higher levels of progesterone or FSH, they
responded to cognitively demanding tasks more slowly. While a number of studies have sought
to unravel progesterone’s effect on cognitive functions and behavior, research examining the
relationship between FSH and cognition has been profoundly limited. Notably, peripheral
concentrations of FSH levels show a 3-fold increase in postmenopausal females (Chakravarti
et al., 1976), and some research has linked FSH to dementia and Alzheimer’s disease (Bowen
et al., 2000; Hogervorst et al., 2004; Short et al., 2001). One study found evidence that a ratio
of FSH/estradiol possessed the potential to be used as a screening measure for cognitive
impairment (Hestiantoro et al., 2017). Furthermore, another study found a negative correlation
between FSH levels and verbal fluency in females around the menopausal stage. Conversely,
a handful of other studies did not find any credible relations between FSH and cognitive
performance in this population (Luetters et al., 2007; Weber et al., 2013). While the majority

of previous literature investigating FSH and cognition has been centered around aging, one
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recent study found a significant relationship between the fluctuations of day-to-day luteinizing
hormone (LH) and FSH concentrations across the menstrual cycle with the frequency of high-
amplitude network states in the brain (Greenwell et al., 2021). While our study design is not
suited to make causal claims, our findings suggest that FSH may play a significant role in
cognition on demanding tasks across the menstrual cycle within single individuals, outside of

the aging process.

In regards to progesterone, it is evident from the literature that the effect that
progesterone has on task performance may be dependent upon the specifics of the task. For
instance, while progesterone has been linked to decreased accuracy on recognition tasks (Van
Wingen et al., 2007) and slower RT to reaction tasks (Little et al., 1974), it has also been
associated with performance improvement on attentional and sensory tasks (Brotzner et al.,
2015; Veena et al., 2017). Additionally, females in their luteal phase have demonstrated slower
RT to a spatial rotation task and decreased performance on stress-inducing mental arithmetic
tasks when compared to the follicular phase (Chung et al., 2016; Noreika et al., 2014; Pletzer
et al.,, 2011). Furthermore, females have demonstrated enhanced numerical abilities during
their early follicular phase, when HPG hormones are low. While we cannot definitively link
progesterone and FSH levels to decreased cognitive abilities, our results provide further
evidence that these hormones may have a negative effect on the processing of cognitively
challenging tasks. However, it is important to note that this effect did not extend into accuracy,
suggesting the presence of a speed/accuracy tradeoff that preserved accuracy; one that is
resilient to the endogenous cyclic fluctuations of FSH and progesterone within the menstrual

cycle of healthy and relatively young individuals.
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Our findings also linked progesterone levels with a decrease in allostatic efficiency
following hard MA trials, and estradiol with increased SNS activity in response to the entire
MA task. Interestingly, a longitudinal double-blind study found that males who were
administered progesterone demonstrated an increase in resting-levels of skin conductance (SC;
a measure of SNS activity and “sluggish” responses of spontaneous and evoked SC, which
persisted for a week after drug administration (Little et al., 1974). Meanwhile, in females, one
study found an increase in skin conductance during the ovulatory phase of the cycle,
accompanied by a decrease in SC during the luteal phase (Little & Zahn, 1974). These results
suggest that high levels of estradiol may be responsible for an exacerbated autonomic drive,
while progesterone may attenuate autonomic responses to tasks. Additionally, progesterone,
along with some of its metabolites, have been shown to have a depressant effect on the central
nervous system, increasing fatigue and drowsiness (Andersen et al., 2006; Van Broekhoven et
al., 2006). Progesterone’s effect on sedation and its link to the attenuation of allostatic
responses may provide an explanation of our findings that relate it to decreased allostatic
efficiency and slower RT. Specifically, it is possible that progesterone levels may be related to
a “sluggish” sympathetic engagement in response to cognitively demanding tasks, leading to

slower RT and slower allostatic recovery.

Conversely, a potential connection can be drawn between estradiol and a heightened
dynamic SNS response with evidence of its relationship to enhanced energy, alertness, and
even certain senses. While some studies have found no differences in baseline levels of stress
hormones (i.e. norepinephrine and cortisol) in response to stressors across the menstrual cycle
(Abplanalp et al., 1977; Mills et al., 1996), another study found heightened concentrations of

salivary cortisol upon awakening during the ovulatory phase (Wolfram et al., 2011).
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Furthermore, estradiol may modulate mitochondrial function resulting in greater energy-
producing capacity (Stirone et al., 2005). Females in their ovulation phase have demonstrated
a heightened sensitivity to fear processing and the recognition of negative emotions in others
(Guapo et al., 2009; Pearson & Lewis, 2005). Additionally, during ovulation, females have
shown increased activation within their prefrontal cortex (PFC) and attentional networks,
potentially linked to increased vigilance and evaluation (Banbers et al., 2012; Meeker et al.,
2020). Ovulation is a time of high-pregnancy susceptibility; hence, there may be benefits for a
more activated attentional network in helping females evaluate threats and avoid risk, as well
as to aid in the detection of males with greater reproductive fitness. Remarkably, even
heightened abilities of the olfactory system have been linked to estradiol. For instance, the
ovulation phase has been associated with a preference towards the smell of shirts worn by
males with higher levels of testosterone (Thornhill et al., 2013). While our findings are not a
direct measure of vigilance, the literature suggests that it is possible that estradiol may be

associated with greater vigilance, resulting in a higher SNS drive in response to the MA task.

Overall, there are still a number of conflicting results in the literature regarding the
effect that HPG hormones may have on allostatic dynamics. This may be in part due to the lack
of previous research using robust measures of dynamic sympathetic drive, given that the
majority have examined allostatic processes along extended time frames, such as at baseline,
blocked times across a task, or pre- vs. post- task. Furthermore, extraneous life factors that are
found to change across the menstrual cycle, such as diet, sleep, and exercise, may have
influences on autonomic functions, affecting the results of such study designs (Tada et al.,
2017). Ultimately, our study provides new insights into the relationship between HPG

hormones and dynamic fluctuations of the sympathetic drive across the menstrual cycle.
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Additionally, our findings suggest that HPG hormones have robust relationships with
the central nervous system, particularly with regard to brain morphology and function. In the
observation of gray matter volume within medial temporal lobe (MTL) subregions, we found
a positive relationship between concentrations of estradiol and the volume of the CA2/3
hippocampal subregion. Estradiol has been commonly linked with the increase in hippocampal
volume and synaptic plasticity in mammals (Cooke & Woolley, 2005; Micevych &
Christensen, 2012). In humans, prior research has supported sexually dimorphic differences in
hippocampal volume, for instance, male puberty has been linked with smaller hippocampal
volume, while female puberty has been associated with greater hippocampal volume (Hu et
al., 2013). Furthermore, sexually dimorphic differences in volume size have been found

particularly within the CA2/3 subregion (Krogsrud et al., 2014).

Notably, our results diverge from those found in a recent study that tracked gray matter
volume within a single female’s MTL subregions and endocrine levels across the menstrual
cycle for 30 consecutive days (Pritschet et al., 2020). The researchers had observed a
combination of positive and negative relationships between progesterone and various
hippocampal subregions, including CA2/3, parahippocampal, perirhinal, and entorhinal cortex
(ERC). Specifically, the volume of CA2/3 was positively correlated with progesterone.
Interestingly, when the study was repeated with the same female on a hormonal oral
contraceptive which suppressed circulating progesterone, ERC and CA2/3 were the only
significantly modulated subregions identified, and they were modulated by estradiol. In
particular, CA2/3 was found to be negatively correlated with estradiol. There may be a number
of reasons as to why our findings resulted in differing relationships between HPG hormones

and CA2/3 volume, including individual differences in cyclicity, hormone sensitivity, or
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estrogen receptor genotype and sensitivity (Ryan et al., 2014). However, our findings both
implicate the CA2/3 subregion’s morphological volume in its particular sensitivity to HPG

hormone modulation across the menstrual cycle.

From prior work, it is possible to infer that the hippocampus, and CA2/3 subregion,
may be susceptible to volumetric changes following trauma or disease. Interestingly, one of
the largest neuroimaging studies conducted on individuals diagnosed with PTSD found a
negative relationship between hippocampal volume and PTSD severity (Logue et al., 2018).
Furthermore, people with PTSD have been shown to possess smaller volumes of their CA3
region (Wang et al., 2010). This association has also been found in adolescents, linking smaller
CAZ2/3 volume with adolescent PTSD, and further linking smaller CA2/3 volume to an increase
in the severity of intrusive thoughts (Mutluer et al., 2018; Postel et al., 2019). Additionally,
prior research has found decreased CA2/3 volume within individuals who are dependent upon
cannabis, and in those diagnosed with major depressive disorder (MDD) and insomnia (Chye
et al., 2017; Cole et al., 2010; Neylan et al., 2010). The volume of the CA2/3 subregion has
been positively associated with cognitive ability, and signs of atrophy within the CA2/3
subregion in amnestic elderly patients with mild cognitive impairment has been linked to future
diagnosis of Alzheimer’s disease (Apostolova et al., 2010; Tamnes et al., 2018). With regard
to the specialized function of the CA2/3, evidence has supported its critical role in the encoding
of episodic memory and in social behavior (Oliva, 2022). One study found increased functional
activity within the CA2/3 subregion during memory encoding (Suthana et al., 2011), while
another study found greater CA2/3 volume within individuals possessing greater episodic
memory ability (Palombo et al., 2018). This observation may provide further evidence linking

the effects of structural changes on functional behavior.
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One possible reason for greater susceptibility of the CA2/3 subregion to volumetric
changes as opposed to other regions may be due to molecular differences, such as sensitivity
to the stress-induced decrease in the concentration of brain derived neurotrophic factor (BDNF;
a neurotrophin essential for neuronal growth and synaptic plasticity), commonly associated
with psychological trauma (Aas et al., 2014). Additionally, data gathered from mice showed
that the CA2 subregion contains 3-fold the quantity of genes associated with axonal guidance
and neuropeptide signaling as compared to hippocampal CAl and CA3 subregions
(Cembrowski et al., 2016). Alternatively, some evidence suggests that a heritably smaller
hippocampus may be a risk factor causing individuals to be more susceptible to stress-induced
psychiatric disorders (Gilbertson et al., 2002). In this study, researchers studied pairs of
monozygotic twins in which one twin was exposed to military combat and the other was not.
Of the twin pairs where the combat-exposed twin had developed PTSD, both twins possessed
reduced hippocampal volumes. Whatever the cause, our findings support evidence that
fluctuations in estradiol may be linked to volumetric changes that occur in the hippocampal

gray matter within single individuals.

With the present study, we introduce an advanced and robust method of relating HPG
hormone concentrations to WMI by estimating uFA values obtained from g-space trajectory
encoding (QTE) diffusion sequences, which are resilient to the crossing, kissing or fanning
fibers that can devalue FA measures (Nilsson et al., 2018; Westin et al., 2016). Across the
whole brain, we found that concentrations of both estradiol and luteinizing hormone (LH)
presented credible positive relationships with white matter integrity (WMI), such that
increasing levels of estradiol and LH were associated with an increase in pFA across the whole

brain white matter. Critically, our results with a state of the art method can be contrasted with
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a number of studies that have used conventional diffusion imaging and measures of fractional
anisotropy (FA). For instance, one study in adolescents found a negative relationship between
estradiol and white matter FA (Herting et al., 2012). In contrast, another study found that WMI
based on FA in young adult brains was modulated by when they first started their menses, in
which females who had early timing of menses onset presented greater frontal tract WMI
(Chahal et al., 2018). With regard to adults, our findings detailing estradiol’s relationship with
WMI reflect findings from prior literature that examined both WMI (using fractional
anisotropy) and white matter density (Barth et al., 2016; Meeker et al., 2020). However, the
conventional methods that are commonly used to estimate white matter microstructural details
using FA are susceptible to error, commonly due to the complex nature of crossing fibers
within white matter voxels (Anderson et al., 2020; Volz et al., 2018). Thus, we believe our
findings provide a more reliable and consistent description of microscopically small-scale
cyclical changes within white matter associated with estrogen. These changes could be driven

by interstitial or extracellular free water or membrane properties.

Furthermore, our results indicate a positive relationship between LH and WMI across
the brain. Recently, there has been a rise in the investigation of the effects of LH on the brain,
following evidence that the brain contains LH receptors, and that LH concentrations are linked
to cognition, dementia, Alzheimer’s disease, and Schizophrenia in both females and males
(Bowen et al., 2000; Ferrier et al., 1983; Lei et al., 1993). Furthermore, peripheral LH
concentrations show a 3-fold increase in postmenopausal females (Chakravarti et al., 1976).
Some evidence has been shown that decreasing peripheral LH has the potential to reduce
cognitive deficits and effects of Alzheimer's disease (Blair et al., 2015; Casadesus et al., 2016).

Furthermore, LH production is a major contributor to puberty onset in both males and females
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(De Waal et al., 1991). For example, one study of 9-year-olds found a positive relationship
between urinary LH concentrations, global white matter proportion (in comparison to gray
matter), and regional white matter density in the brain regions most known to develop rapidly
between the ages of 9 — 13 (Peper et al., 2008). Additionally, they found that a common genetic
factor under-lied the association between LH levels and white matter density. It seems apparent
that the link between HPG hormones and brain structural reorganization can have profound

effects, not only across the menstrual cycle, but throughout the lifecycle as well.

Our functional resting-state results suggest that the concentration of estradiol has a
negative relationship with coherence within networks across the brain (Figure 7.19c).
Specifically, we provide evidence that estradiol may be associated with decoupling across
multiple brain regions within their respective functional networks. These findings are reflective
of prior literature, which has discovered negative relationships between HPG hormones and
coherence metrics. Specifically, two studies have found decreased functional connectivity
during cycle phases of high HPG hormone concentrations (luteal), and increased connectivity
at low concentrations (early follicular) (Petersen et al., 2014; Weis et al., 2019). Given that
both estradiol and progesterone concentrations are high in the luteal phase, it is difficult to give
value to one over the other for this effect; however, our results would suggest that estradiol

may be driving this negative association.

Notably, the preponderance of our effects was in the negative direction, such that higher
levels of estradiol predicted lower levels of functional connectivity, contradicting a recent
dense-sampling study in which estradiol was almost-exclusively associated with increases in
coherence, while progesterone was associated with decreases in coherence (Pritschet et al.,

2020). In the study by Pristchet and colleagues, a single individual’s resting-state functional
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connectivity and endocrine levels were collected across their menstrual cycle. Possible reasons
for the difference in our findings may be due to fundamental contrasts in our study designs, as
theirs was a dense-sampling study across 30 consecutive days, whereas our sample was across
three unique time points within and across 30 females. Alternatively, these deviations may be

due to individual differences in hormone sensitivities and ratios (Ryan et al., 2014).

It is possible that HPG hormones produce different effects within individuals based on
the unique combination of hormone concentrations occurring at each phase of the cycle. For
instance, one study found that progesterone was negatively correlated with connectivity within
the DMN during the mid-follicular phase (when all HPG concentrations were low) and
positively correlated with DMN within the late luteal phase (when both progesterone and
estradiol are high) (Pletzer et al., 2016). Additionally, another study found that estradiol levels
were negatively correlated with resting-state connectivity during the mid-follicular phase and
positively correlated in the late luteal phase, with differing brain networks in each phase (Syan
et al., 2017). Notably, even estradiol levels from the two days prior to scanning have been
shown to influence resting-state functional connectivity and efficiency metrics (Pritschet et al.,
2020). Furthermore, other factors may be contributing to the variability in results found across
the literature. For instance, given our findings of estradiol’s influence on the hippocampal
subregion CA2/3 volume, it is important to note that these changes may be integrated in the
unique role that the hippocampus has within the DMN and other networks, and hence may
modulate the potential influence it may impose on network function. Ultimately, both the
similarities and the differences between our findings and that of prior literature may provide
further evidence that brain function is susceptible to constant modulations by fluctuating HPG

hormone concentrations.
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One potential consequence of our finding linking estradiol to brain-wide reductions in
functional connectivity within networks is reduced efficiency within these networks; however,
it is also plausible that multiple networks may be becoming more or less segregated (i.e., more
reductions or enhancements in between-network connectivity relative to within-network
connectivity). Future investigation of the present research should include the added factor of
cycle phase into analyses, in order to investigate potential hormone-phase interactions.
Furthermore, additional graph theoretical methods (similar to those utilized by Pritschet et al.,
2020), should be integrated into the analyses to better examine specific intra-/inter-network
features and investigate potential correlations between hormones and network efficiency.
While it is possible that there is a uniquely “global” phenomenon across brain networks with
estradiol, furthering our analysis in this way may help disentangle what may be happening with

respect to individual networks and their relationship with one another.

One limitation to our study is that we found a number of irregularities in a handful of
our participants’ menstrual cycles, despite them having claimed to experience regular cycles
in self-report measures and passing all eligibility requirements prior to enrollment. This may
be in-part due to potential side effects following the SARS-CoV-2 virus vaccine or diagnoses,
which have both been shown to disrupt the menstrual cycle (Khan et al., 2022; Lee et al., 2022;
Liet al., 2021). All but one participant received at least one dose of the vaccine, a number of
participants received second doses half-way through the study, and two participants contracted
the SARS-CoV-2 virus in-between sessions. In an attempt to avoid potential effects of the
vaccine or virus contraction in our data, all participants completed virus-clearance
requirements prior to each session, and we required one full cycle to pass (menses-to-menses)

following either the vaccine or any diagnoses before completion of the next session.
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There are a number of discrepant findings in the literature regarding HPG hormones,
which may be reflective of study design differences, or effects modulated by individual
differences (Ryan et al., 2014). Moreover, it is possible that HPG hormones may be linked to
separate effects across or even within individuals, based on the unique dose or combination of
hormone concentration occurring at each phase of the cycle. For instance, prior research has
found that the administration of low-dose or short-term estradiol can inhibit activity of the
HPA axis (Dayas et al., 2000; Young et al., 2001), while HPA activity can be enhanced at
higher-doses or long-term administration (Redei et al., 1994; Schmidt & Rubinow, 2009).
Future research should replicate and extend the results from this study before confirmatory
statements can be made regarding causality and directionality. The present study is unable to
form conclusive statements regarding the causality and direct neural mechanisms of HPG
hormones, but rather supports the importance of understanding the role that HPG hormones
have on cognition and behavior by providing evidence that endogenous cyclic fluctuations of
HPG hormones within menstruating people show credible relations with both functions of the

central and autonomic nervous system and brain structure and function.
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Chapter 8

General Discussion

The present research sought to improve our understanding of the influence that both
exogenous and endogenous factors have on stress, cognition, and the human brain. To this end,
we define stress in terms of “allostasis”, defined as the actions exerted by the body to adjust to
exogenous or endogenous challenges and then return to homeostasis. First, we aimed to unravel
the complexity of the dynamic allostatic response and the methods used to quantify it on a
moment-to-moment basis. In scientific research, such acute time-scales of the human stress-
response are often quantified by measuring the activity of the sympathetic nervous system
(SNS), one of the two branches within the autonomic nervous system (ANS). Thus, we began
by exploring the current leading non-invasive psychophysiological methods of estimating
functions of the SNS, by way of impedance cardiography (ICG) and electrocardiogram (ECG).
Furthermore, in Experiments 1 — 3, we collaborated with a leading psychophysiology
company, Biopac Systems, Inc., as we investigated ways in which to improve upon these
current methods. Next, we applied these techniques to two experiments (Experiments 4 and 5),
in which we explored how exogenous factors (i.e. environmental stimuli that are separate from
our immediate biological functions, such as social pressure) and endogenous factors (i.e.
internal and biological mechanisms, such as natural hormone fluctuations) can influence
dynamic allostatic responses. We further extended this question to investigate the relationship
that endogenous cyclic fluctuations of hypothalamic-pituitary-gonadal (HPG) sex hormones

have with brain morphology and function.
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Summary of Key Findings

In Experiments 1 and 2, we discovered that a wearable electro-resonator (Experiment
1) and a single accelerometer (Experiment 2) were each able to detect cardiac contractility in
response to reliable physiological perturbations. Additionally, we provided accompanying
software for preprocessing the data collected by utilizing each method. These devices provided
an alternative approach for estimating responses of the SNS that allowed for simpler and faster
application methods as compared to ICG and ECG. However, they introduced some new
challenges as well, such as a sensitivity to movement, and some difficulty in preprocessing.
Finally, in Experiment 3, we presented the trans-radial electrical bioimpedance velocimetry
(TREV) device, and provided evidence of its ability to quantify dynamic SNS responses during
a physical maximum-grip task. TREV is a recently-developed state-of-the-art technique for
estimating contractility that simply requires that four strip electrodes be placed on the arm, as
compared to the 10 required electrodes placed throughout the neck and torso for ICG and ECG.
We believe that TREV has the ability to replace the need for ICG and ECG in quantifying the
activity of the SNS due to its simpler and quicker application process and generation of easily

analyzable data output.

In Experiment 4, we demonstrated the ability to dynamically modulate fine-tuned ANS
responses with appraised performance. In particular, we investigated the degree to which
exogenous factors can modulate psychophysiological stress (measured using the classic
methodology of ICG and ECG). We defined “exogenous” as elements in our environment that
are separate from our immediate biological functions, and employed the use of predetermined
and false performance feedback on a stress-inducing task. We further quantified “stress” as the

activity of the SNS and categorized the physiological stress response into either one resembling
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a state of “threat” or “challenge”. Our results suggest that exogenous factors of social pressure
and judgment are capable of manipulating trial-by-trial SNS activity, as well as states of
challenge and threat, regardless of an individual’s true performance. Specifically, we found
that, following a trend of preconceived success, continuously compounding feedback depicting
poor performance actuates sympathetic drive. Additionally, our findings suggest that it is
relatively easy to push an individual into a physiological state of “threat” with negative
performance feedback, whereas it requires excessively “outstanding performance” feedback to
push them into a state of “challenge”. We reflect upon these findings and prior literature
exploring individual differences in stress appraisals and discuss their implications towards

stress management techniques.

In Experiment 5, we demonstrated that cyclic endogenous fluctuations of HPG sex
hormones across the female menstrual cycle have significant relationships with the response
and efficiency of the SNS, cognitive performance, and brain structure and function. We used
the TREV device to estimate SNS responses to a stress-inducing task and then extended our
investigations into the brain by relating HPG levels to changes in medial temporal lobe (MTL)
hippocampal subregion volume, cerebral white matter integrity (WMI), and resting-state
functional connectivity within brain networks. We found that progesterone was associated with
slower response time (RT) to hard modular arithmetic (MA) trials, suggesting that higher levels
of progesterone are linked to slower RT on cognitively demanding tasks. However, this was
irrespective of performance accuracy, which remained unaffected. Additionally, both
progesterone and follicle stimulating hormone (FSH) were negatively associated with SNS
efficiency following performance feedback on hard MA trials, suggesting that high levels of

progesterone and FSH are related to slower stress recovery following feedback on difficult
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tasks. Furthermore, estradiol was positively associated with SNS activity in response to all
variations of MA trials, and this effect persisted after receiving feedback. In the brain, higher
estradiol levels were associated with an increase in the volume of the CA2/3 hippocampal
subregion and a decrease in functional coherence across the resting brain. Moreover, both
estradiol and luteinizing hormone (LH) were positively associated with WMI across the whole
brain. Our findings suggest that HPG hormones affect behavior, along with stress reactivity
and recovery. Additionally, HPG hormones not only affect the structure of one of the most
fundamental regions of our brain (the hippocampus), but also affect the way in which brain
regions communicate with one another across at both structural (cortex white matter

connectivity) and functional (brain network activity at rest) levels.

Theoretical Implications

The overarching goal of the present research has been to enhance the ability to assess
stress by quantifying it with a definitive measure of sympathetic drive and zoning in on
dynamic fluctuations of allostatic processes and recovery in relation to performance appraisal
and quantitative concentrations of HPG hormones within menstruating females. With the
present research, we introduce the development of state-of-the-art techniques in measuring
dynamic allostatic responses, and provide further evidence that both exogenous and
endogenous factors are important to consider in their effects on autonomic and cognitive
processes. Specifically, allostatic dynamics are tightly interlinked with exogenous
performance appraisal, such that appraisal can modulate fine-tuned allostatic responses
moment-to-moment, even in situations when the appraisal is unrelated to the performance
itself. Further intertwined in these allostatic processes are the cyclic endogenous fluctuations

of HPG hormones that occur naturally across the menstrual cycle; which are linked to both the
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degree of SNS activation, and to its recovery. Moreover, the modulating effects of these HPG
hormones extend past allostatic processes and into behavior, brain structure, and brain

function.

Our findings may hold adaptive implications for the role of HPG hormones in
cognition, allostatic mechanisms, and brain morphology. For instance, progesterone peaks
during the luteal phase, which is when the body typically prepares itself for the possibility of
a newly-fertilized egg following ovulation, with processes such as a thickening of the uterine
lining, whether or not that egg exists (Haselton & Buss, 2000; Reed and Carr, 2015). This
preparation for pregnancy may extend into cognitive processes as well, by way of increasing
vigilance and social threat-detection. Prior research has supported a link between progesterone
and an increase in sensitivity towards social information (Maner & Miller, 2017). Furthermore,
our findings that increased progesterone concentrations are associated with slower RT to hard
MA problems may imply a heightened level of attentiveness, thoughtfulness, and caution.
Importantly, this link between progesterone and RT was not credible in response to easy
problems, suggesting that it does not have an all-inclusive effect, but rather one that is
specifically attuned to tasks that require higher-cognitive load. Another important note is that
this effect is not associated with a decrease in performance accuracy, suggesting that there is
no hindrance to cognitive ability, but rather an effect specifically on information processing-
time. In addition, our finding that progesterone is negatively associated with allostatic recovery
following feedback on these hard MA problems may provide further support for this theory.
Specifically, if progesterone is related to a heightened degree of caution and careful behavior,
then it may be adaptive for the SNS response to remain heightened and vigilant following an

environmental stressor, particularly if that stressor may bear social repercussions. In fact, there

154



has been evidence linking the luteal phase to an increased sensitivity to social feedback,

providing further support for this theory (Wang et al., 2021).

Conversely, estradiol and LH levels peak during the ovulation phase, which has been
associated with females being more socially active, outgoing, engaging in a greater degree of
mate-seeking behavior, and being more sexually active (Durante et al., 2008; Guéguen, 2009;
Haselton & Gangestad, 2006; Haselton et al., 2007; Morris & Udry, 1982; Wilcox et al., 1995).
Furthermore, there’s been evidence that females are more physically and energetically active
around ovulation (Anantharaman-Barr & Decombaz, 1989; Morris & Udry, 1970).
Simultaneously, this increased social engagement and activity may require a heightened sense
of social intelligence and awareness, given that there is a heightened risk of pregnancy. These
findings may be representative of our results linking estradiol to an increased SNS response to
all MA problems and in response to performance feedback. Specifically, it may be adaptive
for estradiol to heighten SNS responsiveness to all incoming stimuli, and to upregulate an
individual's sense of awareness as they increase their social engagement and become more
active during a vulnerable time. Notably, this increase in sympathetic engagement is not related
to allostatic efficiency, hence participants may be more reactive to stimuli, but this reactivity
is not hindering their allostatic recovery. Furthermore, this adaptation theory may extend into
our findings relating estradiol to morphological changes in the brain. For instance, the
associated increase in the volume of the CA2/3 hippocampal subregion with estradiol, and
increased WMI across the brain with both estradiol and LH, may have implications towards
heightened social cognitive capabilities. Prior research has supported the CA2/3 subregion’s
critical role in the encoding of social episodic memory, and in social behavior (Oliva, 2022).

In addition, a reduction in WMI has been associated with a number of social disorders,
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including autism, antisocial personality, borderline personality, and intermittent explosive
disorder (Cai et al., 2020; Jiang et al., 2017; Lee et al., 2016; Whalley et al., 2015). Conversely,
increases in WMI have been linked to an increase in social cognition in children with autism,

further supporting its potential importance to social awareness.

Overall, it is clear that human development is influenced and guided by the actions of
HPG sex hormones throughout the lifespan. Markedly, two major shifts in HPG hormone
production, puberty and menopause, drastically alter the physical appearance, reproductive
capabilities, and physiological functioning of an individual (Burger et al., 2002; Grumbach,
2002; Sisk and Foster, 2004). With the present literature, we provide further evidence that these
HPG hormones also play an important role in our daily lives. We believe that allostatic
mechanisms and the role of HPG hormones are not only at the core for understanding stress
and health, but also are at the core of what makes us....us. HPG hormones work at the most
basic levels that make up the human body, affecting our mitochondria (often referred to as the
“powerhouse” of the cell), our DNA, our nervous system, our brain structure, our brain
function, and ultimately, our behavior (Mahmoodzadeh & Dworatzek, 2019; McEwen, 2006,
2018). Furthermore, our research has shown that they influence the dynamic ways in which we
process and respond to the world around us and to the social cues that we interact with daily
on a moment-to-moment, beat-to-beat basis. Yet, this is not a clear-cut and simple story.
Instead, it is one that has filled the scientific literature with discrepancies. One thing that is
apparent is that hormones can affect individuals in significant ways, but the details of those
ways are yet to be solidified. Moreover, they may be dependent upon factors such as the
individual’s genetic composition, biological microstructures and functions, social

surroundings, and physical environments.
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It has been extensively proven that dimorphic differences between male and female
bodies are extensive and important, ranging from functions in brain processes to endocrine
reactions to medication, and beyond (Cabhill et al., 2006). Nonetheless, to this day, the study of
females remains largely underrepresented amongst the scientific and clinical community (De
Lange et al., 2021; Taylor et al., 2021). Most of what we know about the human body is from
studies carried out primarily on males, in both human and animal research. Importantly,
clinical research is largely centered around the male body, notwithstanding significant
differences in pharmacological and neuroendocrine responses between the sexes (Ferretti &
Galea, 2018). Females make up 50% of the world's population, yet the majority of the present-
day’s scientific knowledge and clinical practices have been attempting to mold female biology
into a male framework. The consequences to females have been extensive, including a higher
likelihood to to be misdiagnosed (Colsch & Lindseth, 2018; Newman-Toker et al., 2014;
Seetahal et al., 2011), to be given an inappropriate dosage of medication (Parekh et al., 2014),
and to experience adverse effects from medications (Zucker & Prendergast, 2020).
Furthermore, more than 250 million females worldwide use hormonal forms of contraception
(i.e. oral contraceptives, implants, injections, and IUDs), of which the majority involve the
manipulation of HPG hormones (United Nations Population Division, 2019). However, the
scientific community is just beginning to investigate how these contraceptives may modulate

the brain and body (Taylor et al., 2021).

Ultimately, it is apparent from our work that HPG hormones can affect females in
significant ways, including via moment-to-moment processes and cyclic cognitive and mental
modifications across the menstrual cycle. We hope that the combination of research that we

have presented will provide better methods for tracking various health factors. Furthermore,
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more research needs to be conducted to understand the complex and dynamic ways in which
both exogenous and endogenous factors are constantly affecting individuals. The clinical
community can harness this knowledge in making more thoughtful decisions for their patients
by considering their patients as a whole: understanding their internal hormonal compositions,
as well as their external symptoms and environmental conditions, in order to make more
informed decisions in their diagnoses, prescriptions, and preventative care. Our hope for the
future of the scientific literature is that it guides individuals to not see their endogenous biology
as something that mysteriously happens fo them, but instead, as something that they can
understand, and in turn, harness that knowledge to have their biology work for them; thus,

enabling them to lead more informed lives conducive to their wellbeing.
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Appendix A

A.1  Response Time (RT) Regression Coefficients

Complete list of regression coefficients across all tested trial conditions and parameters for

response time (RT) to modular arithmetic (MA) problems.

Response Time Regression Coefficients
Relations Mean Lower HDI | Upper HDI | Credible

1 sessionl_easy lo E2 -0.08 -0.14 -0.03

2 sessionl_easy lo P4 -0.14 -0.20 -0.09

3 sessionl easy lo LH -0.01 -0.06 0.05

4 sessionl easy lo FSH -0.11 -0.17 -0.05

5 sessionl easy hi E2 -0.10 -0.19 0.00

6 sessionl easy hi P4 -0.19 -0.27 -0.10 oAk
7 sessionl easy hi LH 0.00 -0.09 0.09

8 sessionl easy hi FSH -0.11 -0.20 -0.03

9 sessionl_hard lo E2 0.24 0.21 0.28 ok
10 | sessionl hard lo P4 0.19 0.15 0.22 oAk
11 | sessionl hard lo LH 0.18 0.14 0.22 Ak
12 | sessionl hard lo FSH 0.28 0.24 0.32 oAk
13 | sessionl hard hi E2 0.27 0.22 0.33 oAk
14 | sessionl _hard hi P4 0.17 0.11 0.23 Ak
15 | sessionl hard hi LH 0.19 0.13 0.25 oAk
16 | sessionl hard hi FSH 0.29 0.23 0.36 oAk
17 | session2 easy lo E2 -0.06 -0.14 0.02

18 | session2_easy lo P4 0.10 0.05 0.16

19 | session2 easy lo LH 0.10 0.05 0.16
20 | session2 easy lo FSH 0.11 0.06 0.17
21 | session2_easy hi E2 -0.11 -0.23 0.01
22 | session2_easy hi P4 0.10 0.01 0.18
23 | session2_easy hi LH 0.07 -0.02 0.17
24 | session2 easy hi FSH 0.08 0.00 0.17
25 | session2 hard lo E2 -0.19 -0.22 -0.15 oAk
26 | session2 hard lo P4 0.21 0.19 0.23 oAk
27 | session2 hard lo LH -0.06 -0.09 -0.04
28 | session2 hard lo FSH 0.06 0.03 0.08
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Relations Mean Lower HDI | Upper HDI | Credible
29 | session2 hard hi E2 -0.21 -0.26 -0.16 oAk
30 | session2 hard hi P4 0.20 0.17 0.23 oAk
31 | session2_hard hi LH -0.06 -0.10 -0.02
32 | session2 hard hi FSH 0.06 0.02 0.10
33 | session3 easy lo E2 0.11 0.05 0.17
34 | session3 easy lo P4 0.10 0.04 0.17
35 | session3 easy lo LH -0.02 -0.09 0.05
36 | session3 easy lo FSH -0.05 -0.11 0.01
37 | session3 easy hi E2 0.03 -0.07 0.13
38 | session3 easy hi P4 0.04 -0.05 0.12
39 | session3 easy hi LH -0.11 -0.21 0.00
40 | session3 easy hi FSH 0.02 -0.07 0.12
41 | session3 hard lo E2 0.02 -0.02 0.05
42 | session3 hard lo P4 0.13 0.10 0.16
43 | session3 hard lo LH 0.09 0.05 0.12
44 | session3 hard lo FSH 0.10 0.07 0.13
45 | session3 hard hi E2 0.06 0.01 0.11
46 | session3 hard hi P4 0.20 0.15 0.25 ok
47 | session3 hard hi LH 0.09 0.04 0.13
48 | session3 hard hi FSH 0.04 -0.01 0.09
49 | sessionl easy E2 -0.09 -0.14 -0.03
50 | sessionl easy P4 -0.17 -0.22 -0.11 oAk
51 | sessionl easy LH 0.00 -0.06 0.05
52 | sessionl_easy FSH -0.11 -0.16 -0.06
53 | sessionl hard E2 0.26 0.23 0.29 oAk
54 | sessionl hard P4 0.18 0.14 0.21 oAk
55 | sessionl hard LH 0.19 0.15 0.22 oAk
56 | sessionl hard FSH 0.29 0.25 0.33 oAk
57 | session2 easy E2 -0.08 -0.16 -0.01
58 | session2 easy P4 0.10 0.05 0.15
59 | session2 easy LH 0.09 0.03 0.14
60 | session2 easy FSH 0.10 0.04 0.15
61 | session2 hard E2 -0.20 -0.23 -0.17 oAk
62 | session2 hard P4 0.21 0.19 0.23 oAk
63 | session2 hard LH -0.06 -0.08 -0.04
64 | session2_hard FSH 0.06 0.04 0.08
65 | session3 easy E2 0.07 0.01 0.13
66 | session3 easy P4 0.07 0.02 0.13
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Relations Mean Lower HDI | Upper HDI | Credible

67 | session3 easy LH -0.06 -0.13 0.00

68 | session3 easy FSH -0.01 -0.07 0.04

69 | session3 hard E2 0.04 0.01 0.07

70 | session3 hard P4 0.16 0.14 0.19 oAk
71 | session3 hard LH 0.09 0.06 0.12

72 | session3 hard FSH 0.07 0.04 0.10

73 | sessionl lo E2 0.08 0.04 0.11

74 | sessionl lo P4 0.02 -0.01 0.05

75 | sessionl lo LH 0.09 0.05 0.12

76 | sessionl lo FSH 0.09 0.05 0.12

77 | sessionl hi E2 0.09 0.03 0.14

78 | sessionl hi P4 -0.01 -0.06 0.04

79 | sessionl hi LH 0.09 0.04 0.15

80 | sessionl hi FSH 0.09 0.04 0.14

81 | session2 lo E2 -0.12 -0.16 -0.08

82 | session2 lo P4 0.16 0.13 0.19 oAk
83 | session2 lo LH 0.02 -0.01 0.05

84 | session2 lo FSH 0.08 0.06 0.11

85 | session2 hi E2 -0.16 -0.22 -0.10

86 | session2 hi P4 0.15 0.10 0.19 oAk
87 | session2 hi LH 0.01 -0.05 0.06

88 | session2 hi FSH 0.07 0.02 0.11

89 | session3 lo E2 0.06 0.03 0.10

90 | session3 lo P4 0.12 0.08 0.15

91 | session3 lo LH 0.03 -0.01 0.07

92 | session3 lo FSH 0.02 -0.01 0.06

93 | session3 hi E2 0.04 -0.01 0.10

94 | session3 hi P4 0.12 0.07 0.17

95 | session3 hi LH -0.01 -0.06 0.05

96 | session3 hi FSH 0.03 -0.02 0.08

97 | easy lo E2 -0.01 -0.05 0.03

98 | easy lo P4 0.02 -0.01 0.06

99 | easy lo LH 0.02 -0.01 0.06

100 | easy lo FSH -0.02 -0.05 0.02

101 | easy hi E2 -0.06 -0.12 0.00

102 | easy hi P4 -0.02 -0.07 0.03

103 | easy hi LH -0.01 -0.07 0.04

104 | easy hi FSH 0.00 -0.06 0.05

105 | hard lo E2 0.02 0.00 0.04
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Relations Mean Lower HDI Upper HDI Credible
106 | hard lo P4 0.18 0.16 0.19 Hokx
107 | hard lo LH 0.07 0.05 0.09
108 | hard lo FSH 0.15 0.13 0.17 Hokx
109 | hard hi E2 0.04 0.01 0.07
110 | hard hi P4 0.19 0.16 0.22 Hokx
111 | hard hi LH 0.07 0.04 0.10
112 | hard hi FSH 0.13 0.10 0.16
113 | easy E2 -0.03 -0.07 0.00
114 | easy P4 0.00 -0.03 0.03
115 | easy LH 0.01 -0.03 0.04
116 | easy FSH -0.01 -0.04 0.02
117 | hard E2 0.03 0.01 0.05
118 | hard P4 0.18 0.17 0.20 RS
119 | hard LH 0.07 0.05 0.09
120 | hard FSH 0.14 0.12 0.16 RS
121 | lo E2 0.01 -0.01 0.03
122 | lo P4 0.10 0.08 0.12
123 | lo LH 0.05 0.03 0.07
124 | lo FSH 0.07 0.05 0.08
125 | hi E2 -0.01 -0.04 0.02
126 | hi P4 0.09 0.06 0.11
127 | hi LH 0.03 0.00 0.06
128 | hi FSH 0.06 0.03 0.09
129 | sessionl E2 0.08 0.05 0.12
130 | sessionl P4 0.01 -0.03 0.04
131 | sessionl LH 0.09 0.06 0.12
132 | sessionl FSH 0.09 0.06 0.12
133 | session2 E2 -0.14 -0.18 -0.10 Hokx
134 | session2 P4 0.15 0.13 0.18 Hokx
135 | session2 LH 0.01 -0.02 0.04
136 | session2 FSH 0.08 0.05 0.10
137 | session3 E2 0.05 0.02 0.09
138 | session3 P4 0.12 0.09 0.15
139 | session3 LH 0.01 -0.02 0.05
140 | session3 FSH 0.03 0.00 0.06
141 | E2 0.00 -0.02 0.02
142 | P4 0.09 0.08 0.11
143 | LH 0.04 0.02 0.06
144 | FSH 0.06 0.05 0.08
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A.2  Contractility to Modular Arithmetic Presentation Regression Coefficients

Complete list of regression coefficients across all tested trial conditions and parameters for

contractility following presentation of the modular arithmetic (MA) problems.

Modular Arithmetic Presentation Regression Coefficients
Relations Mean Lower HDI | Upper HDI | Credible

1 sessionl easy lo E2 0.18 0.14 0.22 oAk
2 | sessionl easy lo P4 0.09 0.06 0.12

3 sessionl easy lo LH -0.04 -0.07 -0.01

4 | sessionl easy lo FSH -0.03 -0.06 0.01

5 sessionl easy hi E2 0.16 0.09 0.22

6 | sessionl easy hi P4 0.05 0.00 0.11

7 | sessionl easy hi LH -0.06 -0.11 -0.01

8 sessionl easy hi FSH -0.05 -0.11 0.00

9 | sessionl hard lo E2 0.14 0.10 0.18

10 | sessionl hard lo P4 0.05 0.01 0.08

11 | sessionl hard lo LH -0.03 -0.07 0.00

12 | sessionl hard lo FSH -0.03 -0.07 0.00

13 | sessionl hard hi E2 0.18 0.12 0.24 oAk
14 | sessionl hard hi P4 0.08 0.03 0.13

15 | sessionl hard hi LH -0.03 -0.08 0.03

16 | sessionl hard hi FSH 0.00 -0.05 0.06

17 | session2 easy lo E2 0.23 0.17 0.28 oAk
18 | session2 easy lo P4 -0.22 -0.28 -0.17 oAk
19 | session2 easy lo LH 0.24 0.18 0.30 oAk
20 | session2 easy lo FSH 0.15 0.10 0.20 oAk
21 | session2 easy hi E2 0.17 0.09 0.24
22 | session2_easy hi P4 -0.15 -0.22 -0.07
23 | session2 easy hi LH 0.16 0.08 0.24
24 | session2_easy hi FSH 0.12 0.05 0.20
25 | session2 hard lo E2 0.13 0.08 0.19
26 | session2 hard lo P4 -0.20 -0.26 -0.14 ok
27 | session2 hard lo LH 0.20 0.14 0.26 oAk
28 | session2 hard lo FSH 0.15 0.09 0.21
29 | session2 hard hi E2 0.27 0.15 0.37 oAk
30 | session2 hard hi P4 -0.24 -0.33 -0.15 oAk
31 | session2 hard hi LH 0.24 0.15 0.34 oAk
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Relations Mean Lower HDI | Upper HDI | Credible

32 | session2 hard hi FSH 0.18 0.09 0.26

33 | session3 easy lo E2 0.06 -0.01 0.13

34 | session3 easy lo P4 0.07 0.01 0.14

35 | session3 easy lo LH -0.04 -0.10 0.03

36 | session3 easy lo FSH -0.18 -0.26 -0.10 oAk
37 | session3 easy hi E2 0.08 -0.02 0.16

38 | session3 easy hi P4 0.07 -0.05 0.18

39 | session3 easy hi LH 0.00 -0.10 0.10

40 | session3 easy hi FSH -0.22 -0.32 -0.12 oAk
41 | session3 hard lo E2 0.05 -0.03 0.13

42 | session3 hard lo P4 -0.04 -0.12 0.04

43 | session3 hard lo LH -0.01 -0.08 0.06

44 | session3 hard lo FSH -0.15 -0.24 -0.05

45 | session3_hard hi E2 0.01 -0.09 0.10

46 | session3 hard hi P4 0.00 -0.12 0.11

47 | session3 hard hi LH -0.02 -0.12 0.08

48 | session3_hard hi FSH -0.18 -0.30 -0.07

49 | sessionl easy E2 0.17 0.13 0.21 oAk
50 | sessionl easy P4 0.07 0.04 0.10

51 | sessionl easy LH -0.05 -0.08 -0.02

52 | sessionl easy FSH -0.04 -0.07 -0.01

53 | sessionl hard E2 0.16 0.13 0.20 oAk
54 | sessionl hard P4 0.06 0.03 0.09

55 | sessionl hard LH -0.03 -0.06 0.00

56 | sessionl hard FSH -0.01 -0.05 0.02

57 | session2 easy E2 0.20 0.15 0.24 oAk
58 | session2 easy P4 -0.18 -0.23 -0.14 oAk
59 | session2 easy LH 0.20 0.15 0.25 oAk
60 | session2 easy FSH 0.14 0.09 0.18

61 | session2 hard E2 0.20 0.14 0.26 oAk
62 | session2 hard P4 -0.22 -0.27 -0.17 oAk
63 | session2 hard LH 0.22 0.17 0.28 oAk
64 | session2 hard FSH 0.16 0.11 0.21 oAk
65 | session3 easy E2 0.07 0.01 0.12

66 | session3 easy P4 0.07 0.01 0.14

67 | session3 easy LH -0.02 -0.08 0.04

68 | session3 easy FSH -0.20 -0.26 -0.14 oAk
69 | session3 hard E2 0.03 -0.03 0.09
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Relations Mean Lower HDI | Upper HDI | Credible

70 | session3 hard P4 -0.02 -0.09 0.05

71 | session3 hard LH -0.02 -0.08 0.04

72 | session3_hard FSH -0.16 -0.24 -0.09

73 | sessionl lo E2 0.16 0.13 0.19 oAk
74 | sessionl lo P4 0.07 0.04 0.09

75 | sessionl lo LH -0.04 -0.06 -0.01

76 | sessionl lo FSH -0.03 -0.05 -0.01

77 | sessionl hi E2 0.17 0.13 0.21 *oHk
78 | sessionl hi P4 0.07 0.03 0.10

79 | sessionl hi LH -0.04 -0.08 -0.01

80 | sessionl hi FSH -0.03 -0.06 0.01

81 | session2 lo E2 0.18 0.14 0.22 oAk
82 | session2 lo P4 -0.21 -0.25 -0.17 oAk
83 | session2 lo LH 0.22 0.18 0.26 oAk
84 | session2 lo FSH 0.15 0.11 0.19 ok
85 | session2 hi E2 0.22 0.15 0.28 ok
86 | session2 hi P4 -0.19 -0.25 -0.13 oAk
87 | session2 hi LH 0.20 0.14 0.26 *oxk
88 | session2 hi FSH 0.15 0.09 0.21

89 | session3 lo E2 0.05 0.00 0.10

90 | session3 lo P4 0.02 -0.03 0.07

91 | session3 lo LH -0.02 -0.07 0.02

92 | session3 lo FSH -0.16 -0.22 -0.10 oAk
93 | session3 hi E2 0.04 -0.02 0.11

94 | session3 hi P4 0.04 -0.04 0.12

95 | session3 hi LH -0.01 -0.08 0.06

96 | session3 hi FSH -0.20 -0.28 -0.13 oAk
97 | easy lo E2 0.15 0.12 0.19 ok
98 | easy lo P4 -0.02 -0.05 0.01

99 | easy lo LH 0.05 0.02 0.08

100 | easy lo FSH -0.02 -0.05 0.02

101 | easy hi E2 0.13 0.09 0.18

102 | easy hi P4 -0.01 -0.06 0.04

103 | easy hi LH 0.03 -0.01 0.08

104 | easy hi FSH -0.05 -0.09 0.00

105 | hard lo E2 0.11 0.07 0.14

106 | hard lo P4 -0.06 -0.10 -0.03

193




Relations Mean Lower HDI | Upper HDI | Credible
107 | hard lo LH 0.05 0.02 0.09
108 | hard lo FSH -0.01 -0.05 0.03
109 | hard hi E2 0.15 0.10 0.20
110 | hard hi P4 -0.05 -0.10 0.00
111 | hard hi LH 0.06 0.01 0.11
112 | hard hi FSH 0.00 -0.05 0.05
113 | easy E2 0.14 0.12 0.17 Ak
114 | easy P4 -0.01 -0.04 0.02
115 | easy LH 0.04 0.02 0.07
116 | easy FSH -0.03 -0.06 -0.01
117 | hard E2 0.13 0.10 0.16
118 | hard P4 -0.06 -0.09 -0.03
119 | hard LH 0.06 0.03 0.09
120 | hard FSH -0.01 -0.04 0.03
121 | lo_E2 0.13 0.11 0.15 ok
122 | lo P4 -0.04 -0.06 -0.02
123 | lo LH 0.05 0.03 0.08
124 | lo FSH -0.01 -0.04 0.01
125 | hi E2 0.14 0.11 0.18 ok
126 | hi P4 -0.03 -0.07 0.01
127 | hi LH 0.05 0.02 0.08
128 | hi FSH -0.03 -0.06 0.01
129 | sessionl E2 0.16 0.14 0.19 ok
130 | sessionl P4 0.07 0.05 0.09
131 | sessionl LH -0.04 -0.06 -0.02
132 | sessionl FSH -0.03 -0.05 -0.01
133 | session2 E2 0.20 0.16 0.24 ok
134 | session2 P4 -0.20 -0.24 -0.17 ok
135 | session2 LH 0.21 0.17 0.25 ok
136 | session2 FSH 0.15 0.12 0.18 ok
137 | session3 E2 0.05 0.00 0.09
138 | session3 P4 0.03 -0.02 0.08
139 | session3 LH -0.02 -0.06 0.02
140 | session3 FSH -0.18 -0.23 -0.13 ok
141 | E2 0.14 0.12 0.16 ok
142 | P4 -0.04 -0.06 -0.02
143 | LH 0.05 0.03 0.07
144 | FSH -0.02 -0.04 0.00
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A.3  Feedback Presentation Regression Coefficients

Complete list of regression coefficients across all tested trial conditions and parameters for

contractility following feedback presentation to modular arithmetic (MA) problems.

Feedback Presentation Regression Coefficients
Relations Mean Lower HDI | Upper HDI | Credible
1 | sessionl easy lo E2 0.13 0.08 0.19
2 | sessionl easy lo P4 0.07 0.03 0.11
3 | sessionl easy lo LH -0.05 -0.10 -0.01
4 | sessionl easy lo FSH -0.06 -0.10 -0.01
5 | sessionl easy hi E2 0.08 0.00 0.16
6 | sessionl easy hi P4 0.02 -0.05 0.08
7 | sessionl easy hi LH -0.10 -0.17 -0.03
8 | sessionl easy hi FSH -0.10 -0.17 -0.03
9 | sessionl hard lo E2 0.12 0.07 0.17
10 | sessionl hard lo P4 0.09 0.05 0.13
11 | sessionl hard lo LH -0.04 -0.08 0.01
12 | sessionl hard lo FSH 0.00 -0.04 0.05
13 | sessionl hard hi E2 0.11 0.04 0.18
14 | sessionl hard hi P4 0.06 0.00 0.12
15 | sessionl hard hi LH -0.06 -0.12 0.00
16 | sessionl hard hi FSH -0.03 -0.10 0.03
17 | session2 easy lo E2 0.29 0.23 0.36 oAk
18 | session2 easy lo P4 -0.21 -0.27 -0.14 oAk
19 | session2 easy lo LH 0.27 0.20 0.34 oAk
20 | session2 easy lo FSH 0.16 0.10 0.22 oAk
21 | session2 easy hi E2 0.24 0.16 0.33 oAk
22 | session2 easy hi P4 -0.11 -0.20 -0.02
23 | session2_easy hi LH 0.22 0.12 0.31 ok
24 | session2_easy hi FSH 0.15 0.06 0.24
25 | session2 hard lo E2 0.18 0.12 0.25 oAk
26 | session2_hard lo P4 -0.11 -0.18 -0.04
27 | session2 hard lo LH 0.13 0.06 0.20
28 | session2 hard lo FSH 0.05 -0.02 0.11
29 | session2 hard hi E2 0.36 0.24 0.49 oAk
30 | session2_hard hi P4 -0.16 -0.27 -0.05
31 | session2_hard hi LH 0.20 0.09 0.30
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Relations Mean Lower HDI | Upper HDI | Credible

32 | session2_hard hi FSH 0.05 -0.06 0.15

33 | session3 easy lo E2 0.06 -0.02 0.14

34 | session3 easy lo P4 0.07 -0.01 0.15

35 | session3 easy lo LH -0.01 -0.08 0.07

36 | session3 easy lo FSH -0.10 -0.19 -0.01

37 | session3 easy hi E2 0.12 0.01 0.22

38 | session3 easy hi P4 0.08 -0.05 0.20

39 | session3 easy hi LH 0.05 -0.06 0.15

40 | session3 easy hi FSH -0.14 -0.27 -0.02

41 | session3_hard lo E2 0.14 0.04 0.25

42 | session3_hard lo P4 0.04 -0.08 0.15

43 | session3 hard lo LH 0.06 -0.04 0.16

44 | session3 hard lo FSH -0.15 -0.27 -0.03

45 | session3 hard hi E2 0.02 -0.10 0.13

46 | session3 hard hi P4 0.02 -0.09 0.14

47 | session3 hard hi LH 0.00 -0.12 0.11

48 | session3_hard hi FSH -0.09 -0.24 0.05

49 | sessionl easy E2 0.11 0.06 0.16

50 | sessionl easy P4 0.04 0.00 0.08

51 | sessionl easy LH -0.08 -0.11 -0.03

52 | sessionl easy FSH -0.08 -0.12 -0.03

53 | sessionl hard E2 0.12 0.07 0.16

54 | sessionl hard P4 0.07 0.04 0.11

55 | sessionl _hard LH -0.05 -0.09 -0.01

56 | sessionl _hard FSH -0.02 -0.06 0.02

57 | session2_easy E2 0.27 0.22 0.33 oAk
58 | session2 easy P4 -0.16 -0.21 -0.10

59 | session2 easy LH 0.25 0.19 0.30 oAk
60 | session2 easy FSH 0.16 0.10 0.21 oAk
61 | session2 hard E2 0.27 0.20 0.34 oAk
62 | session2_hard P4 -0.14 -0.20 -0.07

63 | session2 hard LH 0.17 0.10 0.23 oAk
64 | session2 hard FSH 0.05 -0.02 0.11

65 | session3 easy E2 0.09 0.03 0.16

66 | session3 easy P4 0.07 0.00 0.15

67 | session3 easy LH 0.02 -0.04 0.09

68 | session3 easy FSH -0.12 -0.20 -0.04

69 | session3 hard E2 0.08 0.00 0.16
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Relations Mean Lower HDI | Upper HDI | Credible
70 | session3 hard P4 0.03 -0.05 0.11
71 | session3 hard LH 0.03 -0.05 0.10
72 | session3 hard FSH -0.12 -0.22 -0.03
73 | sessionl lo E2 0.13 0.09 0.16
74 | sessionl lo P4 0.08 0.05 0.11
75 | sessionl lo LH -0.04 -0.08 -0.01
76 | sessionl lo FSH -0.03 -0.06 0.00
77 | sessionl hi E2 0.10 0.04 0.15
78 | sessionl hi P4 0.04 -0.01 0.09
79 | sessionl _hi LH -0.08 -0.12 -0.03
80 | sessionl hi FSH -0.07 -0.11 -0.02
81 | session2 lo E2 0.24 0.19 0.28 oAk
82 | session2 lo P4 -0.16 -0.21 -0.11 oAk
83 | session2 lo LH 0.20 0.15 0.25 oAk
84 | session2 lo FSH 0.10 0.06 0.15
85 | session2 hi E2 0.30 0.23 0.38 oAk
86 | session2 hi P4 -0.14 -0.21 -0.06
87 | session2 hi LH 0.21 0.13 0.28 ok
88 | session2 hi FSH 0.10 0.03 0.16
89 | session3 lo E2 0.10 0.03 0.17
90 | session3 lo P4 0.05 -0.02 0.12
91 | session3 lo LH 0.02 -0.04 0.09
92 | session3 lo FSH -0.13 -0.21 -0.05
93 | session3 hi E2 0.07 -0.01 0.14
94 | session3 hi P4 0.05 -0.03 0.14
95 | session3 hi LH 0.02 -0.06 0.10
96 | session3 hi FSH -0.12 -0.21 -0.02
97 | easy lo E2 0.16 0.12 0.20 ok
98 | easy lo P4 -0.02 -0.06 0.02
99 | easy lo LH 0.07 0.03 0.11
100 | easy lo FSH 0.00 -0.04 0.04
101 | easy hi E2 0.15 0.10 0.20
102 | easy hi P4 -0.01 -0.06 0.05
103 | easy hi LH 0.06 0.00 0.11
104 | easy hi FSH -0.03 -0.09 0.03
105 | hard lo E2 0.15 0.10 0.19 ok
106 | hard lo P4 0.00 -0.04 0.05
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Relations Mean Lower HDI | Upper HDI | Credible
107 | hard lo LH 0.05 0.01 0.10
108 | hard lo FSH -0.04 -0.08 0.01
109 | hard hi E2 0.17 0.11 0.23 ok
110 | hard hi P4 -0.03 -0.08 0.03
111 | hard hi LH 0.05 -0.01 0.10
112 | hard hi FSH -0.03 -0.09 0.04
113 | easy E2 0.16 0.12 0.19 Ak
114 | easy P4 -0.01 -0.05 0.02
115 | easy LH 0.06 0.03 0.10
116 | easy FSH -0.01 -0.05 0.02
117 | hard E2 0.16 0.12 0.19 ok
118 | hard P4 -0.01 -0.05 0.02
119 | hard LH 0.05 0.01 0.08
120 | hard FSH -0.03 -0.07 0.01
121 | lo_E2 0.16 0.13 0.19 ok
122 | lo_P4 -0.01 -0.04 0.02
123 | lo LH 0.06 0.03 0.09
124 | lo FSH -0.02 -0.05 0.01
125 | hi_ E2 0.16 0.12 0.20 ok
126 | hi_P4 -0.02 -0.06 0.02
127 | hi LH 0.05 0.01 0.09
128 | hi FSH -0.03 -0.07 0.01
129 | sessionl E2 0.11 0.08 0.15
130 | sessionl P4 0.06 0.03 0.09
131 | sessionl LH -0.06 -0.09 -0.04
132 | sessionl FSH -0.05 -0.07 -0.02
133 | session2 E2 0.27 0.23 0.32 ok
134 | session2 P4 -0.15 -0.19 -0.11 ok
135 | session2 LH 0.21 0.16 0.25 ok
136 | session2 FSH 0.10 0.06 0.14
137 | session3_E2 0.09 0.03 0.14
138 | session3 P4 0.05 0.00 0.11
139 | session3 LH 0.02 -0.03 0.07
140 | session3 FSH -0.12 -0.18 -0.06
141 | E2 0.16 0.13 0.18 ok
142 | P4 -0.01 -0.04 0.01
143 | LH 0.06 0.03 0.08
144 | FSH -0.02 -0.05 0.00
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A.4  Allostatic Efficiency Regression Coefficients

Complete list of regression coefficients across all tested trial conditions and parameters for

allostatic efficiency following feedback presentation to modular arithmetic (MA) problems.

Allostatic Efficiency Regression Coefficients
Relations Mean Lower HDI | Upper HDI | Credible

1 sessionl_easy lo E2 -0.13 -0.46 0.20
2 | sessionl easy lo P4 -0.13 -0.44 0.20
3 sessionl easy lo LH -0.10 -0.40 0.23
4 | sessionl easy lo FSH -0.06 -0.39 0.27
5 sessionl easy hi E2 0.00 -0.32 0.33
6 | sessionl easy hi P4 -0.02 -0.33 0.29
7 | sessionl easy hi LH 0.07 -0.22 0.38
8 sessionl easy hi FSH 0.06 -0.25 0.38
9 | sessionl hard lo E2 -0.02 -0.18 0.14
10 | sessionl hard lo P4 -0.23 -0.38 -0.10
11 | sessionl hard lo LH -0.02 -0.16 0.12
12 | sessionl hard lo FSH -0.18 -0.32 -0.02
13 | sessionl hard hi E2 0.04 -0.18 0.25
14 | sessionl hard hi P4 -0.08 -0.28 0.11
15 | sessionl hard hi LH 0.17 0.00 0.35
16 | sessionl hard hi FSH -0.04 -0.23 0.16
17 | session2_easy lo E2 -0.31 -0.53 -0.08
18 | session2 easy lo P4 0.06 -0.17 0.27
19 | session2_easy lo LH -0.29 -0.51 -0.07
20 | session2 easy lo FSH -0.22 -0.42 -0.01
21 | session2 easy hi E2 -0.15 -0.38 0.09
22 | session2 _easy hi P4 0.03 -0.22 0.26
23 | session2_easy hi LH -0.23 -0.46 0.00
24 | session2_easy hi FSH -0.22 -0.43 -0.01
25 | session2_hard lo E2 -0.18 -0.32 -0.04
26 | session2 hard lo P4 -0.23 -0.37 -0.09
27 | session2 hard lo LH 0.12 -0.02 0.27
28 | session2 hard lo FSH 0.17 0.03 0.30
29 | session2 hard hi E2 -0.30 -0.48 -0.12 ok
30 | session2 hard hi P4 -0.01 -0.18 0.16
31 | session2 hard hi LH 0.00 -0.18 0.18
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Relations Mean Lower HDI | Upper HDI | Credible

32 | session2 hard hi FSH 0.11 -0.05 0.29
33 | session3 easy lo E2 0.03 -0.28 0.33
34 | session3 easy lo P4 0.04 -0.27 0.34
35 | session3 easy lo LH 0.01 -0.30 0.32
36 | session3 easy lo FSH -0.09 -0.40 0.23
37 | session3 easy hi E2 -0.07 -0.40 0.28
38 | session3 easy hi P4 0.00 -0.34 0.33
39 | session3 easy hi LH -0.04 -0.37 0.30
40 | session3 easy hi FSH 0.01 -0.33 0.35
41 | session3 hard lo E2 -0.25 -0.46 -0.03
42 | session3 hard lo P4 -0.23 -0.45 0.01
43 | session3 hard lo LH -0.16 -0.36 0.07
44 | session3 hard lo FSH -0.01 -0.25 0.23
45 | session3_hard hi E2 -0.18 -0.39 0.02
46 | session3_hard hi P4 -0.31 -0.51 -0.10 ok
47 | session3 hard hi LH -0.10 -0.31 0.11
48 | session3 hard hi FSH -0.05 -0.27 0.17
49 | sessionl easy E2 -0.06 -0.30 0.16
50 | sessionl easy P4 -0.07 -0.29 0.15
51 | sessionl easy LH -0.01 -0.22 0.21
52 | sessionl easy FSH 0.00 -0.23 0.22
53 | sessionl hard E2 0.01 -0.12 0.14
54 | sessionl hard P4 -0.16 -0.28 -0.04
55 | sessionl hard LH 0.08 -0.04 0.19
56 | sessionl hard FSH -0.11 -0.23 0.02
57 | session2 easy E2 -0.23 -0.39 -0.07
58 | session2 easy P4 0.05 -0.11 0.21
59 | session2 easy LH -0.26 -0.41 -0.10
60 | session2 easy FSH -0.22 -0.36 -0.07
61 | session2 hard E2 -0.24 -0.36 -0.13 oAk
62 | session2 hard P4 -0.12 -0.23 -0.01
63 | session2 hard LH 0.06 -0.06 0.18
64 | session2 hard FSH 0.14 0.03 0.25
65 | session3 easy E2 -0.02 -0.24 0.21
66 | session3 easy P4 0.02 -0.21 0.24
67 | session3 easy LH -0.01 -0.24 0.21
68 | session3 easy FSH -0.04 -0.26 0.20
69 | session3 hard E2 -0.21 -0.36 -0.06
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Relations Mean Lower HDI | Upper HDI | Credible
70 | session3 hard P4 -0.27 -0.42 -0.11 oAk
71 | session3 hard LH -0.13 -0.28 0.02
72 | session3 hard FSH -0.03 -0.20 0.13
73 | sessionl lo E2 -0.07 -0.25 0.11
74 | sessionl lo P4 -0.18 -0.35 0.00
75 | sessionl lo LH -0.06 -0.23 0.11
76 | sessionl lo FSH -0.12 -0.30 0.06
77 | sessionl hi E2 0.02 -0.18 0.21
78 | sessionl hi P4 -0.05 -0.23 0.13
79 | sessionl hi LH 0.12 -0.06 0.30
80 | sessionl hi FSH 0.01 -0.18 0.19
81 | session2 lo E2 -0.25 -0.38 -0.11 oAk
82 | session2 lo P4 -0.09 -0.22 0.04
83 | session2 lo LH -0.08 -0.21 0.05
84 | session2 lo FSH -0.03 -0.15 0.10
85 | session2 hi E2 -0.23 -0.38 -0.08
86 | session2 hi P4 0.01 -0.13 0.16
87 | session2 hi LH -0.12 -0.26 0.03
88 | session2 hi FSH -0.05 -0.19 0.08
89 | session3 lo E2 -0.11 -0.30 0.08
90 | session3 lo P4 -0.10 -0.29 0.10
91 | session3 lo LH -0.07 -0.27 0.11
92 | session3 lo FSH -0.05 -0.25 0.14
93 | session3 hi E2 -0.12 -0.32 0.08
94 | session3 hi P4 -0.15 -0.35 0.04
95 | session3 hi LH -0.07 -0.27 0.13
96 | session3 hi FSH -0.02 -0.22 0.19
97 | easy lo E2 -0.14 -0.30 0.03
98 | easy lo P4 -0.01 -0.18 0.16
99 | easy lo LH -0.13 -0.29 0.04
100 | easy lo FSH -0.12 -0.29 0.04
101 | easy hi E2 -0.07 -0.25 0.10
102 | easy hi P4 0.01 -0.17 0.18
103 | easy hi LH -0.07 -0.24 0.10
104 | easy hi FSH -0.05 -0.22 0.12
105 | hard lo E2 -0.15 -0.25 -0.05
106 | hard lo P4 -0.23 -0.33 -0.13 ok
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Relations Mean Lower HDI | Upper HDI | Credible
107 | hard lo LH -0.02 -0.12 0.08
108 | hard lo FSH -0.01 -0.11 0.09
109 | hard hi E2 -0.15 -0.26 -0.03
110 | hard hi P4 -0.13 -0.24 -0.02
111 | hard hi LH 0.02 -0.09 0.13
112 | hard hi FSH 0.01 -0.11 0.12
113 | easy E2 -0.10 -0.23 0.01
114 | easy P4 0.00 -0.12 0.11
115 | easy LH -0.10 -0.21 0.02
116 | easy FSH -0.09 -0.20 0.03
117 | hard E2 -0.15 -0.22 -0.07
118 | hard P4 -0.18 -0.26 -0.11 ok
119 | hard LH 0.00 -0.07 0.08
120 | hard FSH 0.00 -0.08 0.08
121 | lo_E2 -0.14 -0.24 -0.04
122 | lo P4 -0.12 -0.22 -0.03
123 | lo LH -0.07 -0.17 0.02
124 | lo FSH -0.07 -0.16 0.03
125 | hi E2 -0.11 -0.22 0.00
126 | hi P4 -0.06 -0.17 0.04
127 | hi LH -0.02 -0.12 0.08
128 | hi FSH -0.02 -0.12 0.08
129 | sessionl E2 -0.03 -0.16 0.10
130 | sessionl P4 -0.12 -0.24 0.01
131 | sessionl LH 0.03 -0.09 0.16
132 | sessionl FSH -0.06 -0.18 0.08
133 | session2 E2 -0.24 -0.34 -0.14 ok
134 | session2 P4 -0.04 -0.14 0.06
135 | session2 LH -0.10 -0.20 0.00
136 | session2 FSH -0.04 -0.13 0.05
137 | session3 E2 -0.12 -0.26 0.02
138 | session3 P4 -0.13 -0.26 0.01
139 | session3 LH -0.07 -0.21 0.06
140 | session3 FSH -0.03 -0.18 0.10
141 | E2 -0.13 -0.20 -0.06
142 | P4 -0.09 -0.16 -0.02
143 | LH -0.05 -0.12 0.02
144 | FSH -0.04 -0.12 0.03
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Appendix B

B.1 Estradiol and Perirhinal Cortex

A plot of the Bayesian regression 94% HDI intervals for the relationship between concentration
of estradiol (E2) and gray matter volume of the perirhinal cortex. The top line is the group
result, with the 21 participants’ highest density intervals (HDIs) below. Notably, there were a
number of marginally credible individual-level effects that were split between directions of

credibility.

Estradiol (E2) and Perirhinal Cortex
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B.2  Progesterone and CA1 Subregion

A plot of the Bayesian regression 94% HDI intervals for the relationship between concentration
of progesterone (P4) and gray matter volume of the CA1 subregion. The top line is the group
result, with the 21 participants’ highest density intervals (HDIs) below. Notably, there were a
number of marginally credible individual-level effects that were split between directions of

credibility.

Progesterone (P4) and CA1
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B.3  Progesterone and Entorhinal Cortex

A plot of the Bayesian regression 94% HDI intervals for the relationship between concentration
of progesterone (P4) and gray matter volume of the entorhinal cortex. The top line is the group
result, with the 21 participants’ highest density intervals (HDIs) below. Notably, there were a
number of marginally credible individual-level effects that were split between directions of

credibility.

Progesterone (P4) and Entorhinal Cortex
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B.4  Luteinizing Hormone (LH) and the Subiculum Subregion

A plot of the Bayesian regression 94% HDI intervals for the relationship between concentration
of luteinizing hormone (LH) and gray matter volume of the subiculum subregion. The top line
is the group result, with the 21 participants’ highest density intervals (HDIs) below. Notably,
there were a number of marginally credible individual-level effects that were split between

directions of credibility.

LH and Subiculum
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B.5  Follicle Stimulating Hormone (FSH) and CA1 Subregion

A plot of the Bayesian regression 94% HDI intervals for the relationship between concentration
of follicle stimulating hormone (FSH) and gray matter volume of the CA1 subregion. The top
line is the group result, with the 21 participants’ highest density intervals (HDIs) below.
Notably, there were a number of marginally credible individual-level effects that were split

between directions of credibility.

FSH and CA1
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