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ABSTRACT OF THE DISSERTATION

Trustable Deep Reinforcement Learning with Efficient Data Utilization

by

Zahra Mahmoodzadeh Poornaki

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Los Angeles, 2020

Professor Ali Mosleh, Chair

We live in the era of big data in which the advancement of sensor and monitoring technologies,

data storage and management, and computer processing power enable us to acquire, store

and process over 2.5 Quintilian bytes of data daily. This massive data brings the necessity

of using trustable and high-performance data-driven models that extract knowledge out of

data. This dissertation focuses on learning to solve highly risk-averse and complex sequential

decision-making problems from retrospective data sets by deep Reinforcement Learning (RL).

Deep RL has gained remarkable breakthroughs in many applications. It achieved su-

perhuman performance in video and Atari games, defeated the world champion in game of

Go, gained competent autonomy in simulated self-driving cars, and successfully learned to

perform some robotic tasks. Despite all the notable advancements in deep RL, its application

to real-world problems such as clinical treatment policy or industrial asset maintenance

management is insignificant. Studies are underway to investigate deep RL use in realistic

problems; however, none has been deployed in real-world settings. Several limitations hinder

the deep RL application to real-world problems, among which trustability and excessive thirst

for data are the main issues. This research is an effort to smooth the way of applying deep

RL to real-world problems by addressing the above two limitations.

We first provide a concrete definition for trust in RL algorithms, and then we propose a

sample efficient deep RL agent that computes a trustable solution to real-world sequential
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decision-making problems. The agent tackles the trust problem from two aspects. It imposes

risk barriers to the RL agent’s policy improvement process and provides off-policy performance

estimation with a confidence bound prior to putting the agent in interaction with the actual

system or environment. We address the RL significant demand for data by implementing the

most advanced efficient data utilization techniques as well as deploying new techniques that

improve the Trustable Deep RL sample efficiency.

The proposed methodology is tested and evaluated on a novel pipeline corrosion main-

tenance test bench that mimics the real system restrictions. The results witness that the

Trustable Deep RL algorithm efficiently digests a retrospective data set from the pipeline

environment and gains a superior and trustable interaction policy.
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invaluable suggestions on my research, his advice on paper writing, and his dedication to our

shared projects.

Finally, I would like to thank my fellow doctoral students, lab members, postdocs, and

friends at the Garrick Institute for the Risk Sciences, Joselyne Saldana, Dr. Keo-Yuan Wu,

Dr. Elaheh Rabiei, Dr. Hassan Masoomi, Dr. Samaneh Balali, Professor Ramin Ramezani,

Dr. Marilia Ramos, Dr. Tarannom Parhizkar, Anna Dong, Noor Nakhaei, Wadie Chalgham,

Theresa Stewart, Lixian Huang, and Amruth Varshinee, with whom I shared most of my

Ph.D. journey, lots of pleasant memories, and an energetic work environment.

xiv



Curriculum Vitae

2006 – 2011 B.Sc. Electrical Engineering, Sharif University of Technology,

Tehran, Iran.

2011 – 2013 M.Sc. Electrical Engineering, Sharif University of Technology,

Tehran, Iran.

2016 – Present Ph.D. student in Electrical and Computer Engineering, University

of California, Los Angeles (UCLA).

Publications

Z. Mahmoodzadeh, A. Mosleh, ”Trustable Deep Reinforcement Learning with Efficient

Data Utilization,” in preparation

Z. Mahmoodzadeh, A. Mosleh, ”Development and Application of a Trustability Metric for

Reinforcement Learning Approaches in Asset Integrity Management of Industrial Installations,”

Annual Reliability and Maintainability Symposium (RAMS), Orlando, FL, US, 2021.

Z. Mahmoodzadeh, K-Y. Wu, E. Lopez Droguett, A. Mosleh, ”Condition-Based Main-

tenance with Reinforcement Learning for Dry Gas Pipeline Subject to Internal Corrosion,”

Sensors, 2020, 20(19):5708.

Z. Mahmoodzadeh, K-Y. Wu, E. Lopez Droguett, A. Mosleh, ”Smart Condition-Based

Maintenance for Internal Corrosion in Dry Gas Pipeline: a Reinforcement Learning Approach.”

30th European Safety and Reliability Conference (ESREL) and the 15th Probabilistic Safety

Assessment and Management (PSAM) Conference, Venice, Italy. 2020.

xv



Z. Mahmoodzadeh, S. Balali, A. Mosleh, “Entropy Based Method for Identification of

Leading Risk Indicators,” Reliability and Maintainability Symposium (RAMS) 2018, Reno,

NV, US, 2018.

Z. Mahmoodzadeh, N. Ghanbari, M. Ehsan, A. Mehrizi-Sani “Energy Loss Estimation

in Distribution Networks Using Stochastic Simulation,” 2015 IEEE PES General Meeting,

Denver, Colorado, US, 2015.

Z. Ghofrani-Jahromi, Z. Mahmoodzadeh, M. Ehsan, “Distribution Loss Allocation for

Radial Systems Including DGs,” Power Delivery, IEEE Transactions on, vol.29, no.1, pp.72,80,

2014.

Z. Mahmoodzadeh, A. Mosleh, “Model-Based Identification of Gas Pipeline Risk Leading

Indicator,” Technical report prepared for DNV GL and California Energy Commission, 2017.

M. Diaconeasa, Z. Mahmoodzadeh, A. Mosleh, “Commercial Off-The-Shelf (COTS)

Usage in Space Systems: System Reliability Analysis Methodology and Software Platform,”

Technical report prepared for prepared for JPL, August 2017.

xvi



CHAPTER 1

Introduction

1.1 Problem Statement

Within the next generation, autonomous decision-making agents could be part of our everyday

lives in autonomous vehicles, assistive robots, personal-health guide applications, smart homes,

intelligent stock trading, etc. These autonomous agents learn how to perform by either

analyzing the previous information and data from their target environment or interacting

with a virtual environment that mimics the target environment. In either case, some variant

of Artificial Intelligence (AI) will teach the autonomous agents how to perform effectively.

Reinforcement Learning (RL) is an area of AI concerned with data-driven modeling and

solving sequential decision-making problems under uncertainty. RL is recently attracting

increasing attention from various research communities to some extent because of the same

reasons that all the data-driven techniques are getting more attention, among which the

following three reasons are playing the leading roles:

• Advances in monitoring technology: Advancements in sensors and monitoring tech-

nology enable us to gain high dimensional and high-resolution data from systems and

environments [KS14]. Today’s monitoring systems can measure previously known as

inaccessible values and instantaneously transfer the high volume of measurement to

storage facilities. Besides, sensors are becoming more accurate while cheaper every day.

As a result, these days, even a small system is equipped with many sensors that can

produce highly valuable data about the system’s condition and operation.

• Advances in data storage and management systems: Recent advances in data storage
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and management systems capacitates us to store the abundance of historical data with

lower cost more than ever. As a result, extremely large data sets become available from

years of system or environment operation that provide great potentials to gain more

knowledge about various aspects of the system or the environment [OBLB18].

• Advances in data processing power: Ever-increasing data processing speed and capabili-

ties made the digestion of these overwhelming amounts of data computationally tractable

[YHL+17]. Although today’s data sources are richer both in breadth (abundance of

data) and depth (higher resolution and dimensional), the prosperity of data-driven

models would not be feasible without the great progress in computational processing

power.

Aside from the recent popularity of all data-driven approaches, RL has been in the center

of AI research attention for the past fifty years because of the distinguishing characteristics

that make it well suited to formulate real-world sequential decision-making problems. The

capability of dealing with delayed effects as well as interacting and learning in a stochastic

environment are the main two among many superior characteristics of RL.

Significant progress has been achieved in applying the RL, and particularly deep RL,

to video and Atari games to the extent that the recent deep RL algorithms can achieve

superhuman performance in those games [New18]. Other outstanding achievements of deep RL

algorithms include defeating the world’s champion in game of Go [New17], skillful performance

in robot table tennis [MJL+18], and an adequate level of autonomy in simulated self-driving

cars.

Despite all the outstanding achievements of RL, its application to real-world problems is

still very limited. Most RL success is in problems with virtual environments or accurate simu-

lators that have the following unrealistic characteristics. First, these simulated environments

have provided the researchers with the luxury of unlimited data, which is never accessible

in real-world problems. Second, playing wrong actions in the simulated environments is

inconsequential and imposes no risk at all. Third, the data generation speed in the simulated

environments is in the order of microseconds, whereas, in real-world problems, it might be

2



several orders of magnitude larger.

There are many other issues in applying RL to real-world problems such as state definition

and state visibility, credit assignment, and no online interaction. However, we believe its

excessive thirst for data and the RL agent’s trustability are the main obstacles towards

the real-world deployment. It is known that RL is the most data-hungry machine learning

algorithm; therefore, data inefficiency is a significant barrier in implementing RL algorithms

to real-world problems. Moreover, most real applications, such as medical applications, are

highly risk-averse, i.e., the decision-maker is always obligated to pick the best actions. In such

environments, the risks of taking sub-optimal actions are intolerable; therefore, deployment

of an RL-based decision-maker is impossible unless its trustability is guaranteed.

In this research, we specifically focus on the two aforementioned problems. We address

the significant demand for data by implementing most of the techniques recommended in

the literature to increase the sample efficiency of deep RL. These techniques are elaborated

extensively in chapters 2 and 4. Besides, in chapter 6, we propose three novel techniques for

increasing the data efficiency.

We address the trustability issue by first providing a concrete definition for the RL agent’s

trustability, i.e., it must act safely with performance guarantees. Safety and performance

guarantees have been discussed separately in the literature. We brought the related back-

ground work in chapter 3. Our contribution is to unify them and tie them together and bring

novelty to both, as presented in chapter 6.

This dissertation is at the intersection of three distinct arenas of research, namely deep

RL’s sample efficiency, RL’s safety, and RL’s off-policy performance evaluation. Hence, it

requires a balance presentation of the state of the art in each arena. Chapters 2 to 4 mostly

focus on detailed assessment of the existing approaches to each of the three aforementioned

lines of research. The main contribution of the dissertation, the Trustable Deep RL algorithm,

is presented and explained in chapter 6. This algorithm encompasses the data efficiency,

safety, and performance guarantees’ novelties of the dissertation. It efficiently digests a

retrospective data set from the environment transitions to gain an improved interaction policy.
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Afterward, the new policy passes through the safety constraints to ensure the policy would

take no risky actions. Finally, the resulting policy’s performance is evaluated and estimated

to give the users performance guarantees prior to any level of deployment.

The proposed algorithm is tested on a pipeline corrosion environment to determine

a trustable and optimal corrosion maintenance management policy. This environment is

developed as part of this research and presented in chapter 7. Although the test environment

is a simulated environment, we used that with all the constraints that a real environment

would pose to data generation and algorithm testing.

1.2 Contributions

The contributions of this dissertation are summarized as follows:

1. Conceptualizing the RL agents’ trustability phenomena.

2. Proposing the first trustable deep RL algorithm.

3. Implementing a deep RL method on maintenance optimization of pipeline for the first

time.

4. Proposing a methodology for initializing the actor network and the critic network

weights separately for increasing data efficiency of deep actor-critic networks.

5. Proposing a batch estimator for the lower confidence bound of the off-policy performance

evaluation based on concentration inequalities.

6. Implementing a test bench for interaction evaluation between a maintenance decision-

maker and a corrosive pipeline.

1.3 Dissertation Organization

The rest of the dissertation is organized as follows:

4



• Chapter 2 introduces the RL’s preliminaries and key concepts, through which the

notations used throughout this dissertation is presented.

• Chapter 3 provides a literature review on two aspects of RL trustability, i.e., RL safety

and off-policy evaluation methods.

• Chapter 4 studies the recent advances in deep RL and explains the data efficiency

techniques used in the deep RL agent of the proposed Trustable Deep RL algorithm.

• Chapter 5 demonstrates the architecture and the implementation details of the utilized

deep RL agent.

• Chapter 6 presents the main contribution of this research, i.e., the Trustable Deep RL

algorithm.

• Chapter 7 introduces the testing environment of our methodology and how a decision-

making agent would be able to interact with the environment.

• Chapter 8 concentrates on presenting and interpreting the results of applying the

methodology in the test environment.

• Chapter 9 summarizes the work and proposes avenues for future work.
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CHAPTER 2

Preliminaries and Notation

Reinforcement Learning (RL) is a computational approach to learning from experience in a

setting that a goal-oriented learner is sequentially interacting with an environment to achieve

its goal. The objective of applying RL is to optimize (or improve) the interaction policy of

the learner. The underlying idea of RL theory comes from behavioral sciences stating that in

our interactions with the surrounding environment, we always adjust our behavior based on

the feedback we receive from that. For example, when trying to hold a conversation with

a new colleague or attending a job interview, we continuously observe the environment or

another person responds to what we do and say, and we strive to have better performance or

behavior by analyzing the responses. These examples serve as evidence of why learning from

experience is a fundamental idea behind all theories of learning and intelligence.

In artificial intelligence, RL is a class of methods for modeling and solving sequential

decision-making problems with delayed effects. In the general RL setting, a decision-maker

(often called the agent) interacts with an uncertain environment to achieve a goal. The

actions influence the environment, and the agent can observe the influence through some

observation signals as well as a reward signal. The reward signal should reflect the aptness of

the previous actions, and the agent should improve and optimize its decisions by learning from

the previous rewards. In this chapter, first we formally describe RL and the mathematical

representations of its main elements. Afterward, we review and explain the two significant RL

algorithms, namely Q-learning and actor-critic, that would build the foundation for chapters

4, 5, and 6.
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2.1 Notation Standardization

Prior to getting into the mathematical details, it is necessary to standardize the notation for

this chapter and the entire dissertation.

• Sets are denoted by calligraphic capital letters, e.g., X .

• Elements of sets are written in corresponding lowercase letters similar to the set they

belong to, e.g., x ∈ X .

• Random variables are shown with capital letters, e.g., X.

• Particular realization of random variables are written in corresponding lowercase letters,

e.g., x.

• Vector quantities are denoted by bold characters, e.g., θ.

• The estimate of a value is indicated by a circumflex above the value. e.g., Ĵ is an

estimate for J .

• The support set of a probability distribution function f is denoted by suppf , i.e.,

{x : f(x) 6= 0}.

• Eπ,E
[
.
]

denotes the expectation operator over action selection according to the policy,

π, and the reward generation and the state transition according to the environment, E.

2.2 Markov Decision Process

Markov Decision Process (MDP) formally describes a framework for RL. MDP is a mathe-

matical abstraction that is defined by a tuple < S,A, R, T > in which:

1. S is a set of states. The state is some representation of the environment that is perceived

by the agent, and the agent chooses the next action on that basis. s denotes an element

of S, and St is a random variable representing the state that occurs at time t.
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2. A is the set of possible actions that the agent can select actions from that. a denotes

an element of A, and At is a random variable representing the action that is taken at

time t.

3. R is the reward function that governs how the scalar reward Rt is produced at time t.

In MDP, we assume that the reward depends only on St, At, and St+1:

R(r|s, a, s′) := Pr
(
Rt+1 = r|St = s, At = a, St+1 = s′

)
. (2.1)

4. T is the transition function that governs how the environment transitions between

states. In MDP, we assume that the next state depends only on St and At,

T (s′|s, a) := Pr
(
St+1 = s′|St = s, At = a

)
. (2.2)

At each time step, the agent arrives at the state St. Then according to a policy, it decides

to perform the action At which takes it to the next state St+1 with a probability derived from

T (St, At). Following this transition, the agent receives a reward derived from R(St, At, St+1).

The sequence of states, actions, rewards up until time t is called the history till time t and is

denoted as

Ht :=
(
S0, A0, R1, S1, A1, R2, S2..., St−1, At−1, Rt, St

)
. (2.3)

The two Markov assumptions in MDP are:

• The next state is independent of the full past history and only depends on the last

state and the last action.

• The next reward is independent of the full past history and only depends on the last

state and the last action and the arriving state.

Often MDPs are used as discounted MDP (DMDP) for RL problems. DMPD is defined

with the same tuple except that it has one extra element, which is the discount factor γ ∈ [0, 1].

By discounting future rewards with γ, we can determine the present value of future rewards.

In this dissertation, we use DMDP and MDP interchangeably, and both are referring to

DMPD.
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2.3 RL Agent Objective and Policy

The reward signal is a scalar value emitted from the environment that tells the agent how good

or bad its action was. While the reward signal indicates the immediate sense of worthiness of

an action, the agent endeavor is to maximize its cumulative reward. To better understand the

agent’s objective, consider a physician who knows a particular medication has an immediate

adverse effect on the general well-being of her patient while, in the long run, improves his or

her health condition. In this situation, the physician prescribes the medication, knowing that

although there is no immediate reward for her action, this will pay off in the long run.

In RL literature, the cumulative discounted reward is called return, and the return for a

completed trajectory in an episodic task is formally defined as

G(HL) :=
L∑
t=0

γtRt+1, (2.4)

where HL is a trajectory terminated after L time steps and can be represented as follows:

HL :=
(
S0, A0, R1, S1, A1, R2, ..., SL−1, AL−1, RL, SL

)
. (2.5)

The agent’s objective is to obtain the largest expected return. There is a philosophical

dilemma in this way of defining the RL agent’s objective, which is considering the purpose of

the agent from interacting with the environment is to achieve a goal, is it always possible to

express any goal as the expected cumulative discounted reward? In this research, we assume

that this statement is true, and no matter what the goal of agent-environment interaction is,

it can always be mathematically represented as the expected return.

How the agent chooses between actions is defined in its policy. The policy is the agent’s

decision-making mechanism that can adequately define its behavior. Formally, it is a mapping

from states to probabilities of selecting each possible action.

π(a|s) = Pr
(
At = a|St = s

)
(2.6)

A policy is known to be better than another policy if the expected return of the episodes

when using the first policy is larger than the expected return of the episodes when using the
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second policy. Hence, we can say that the agent’s goal is to find a policy that maximizes

its expected return. Therefore, the expected return is the agent’s objective function and is

formalized as follows:

J(π) := E[G(HL)|HL ∼ π], J : Π→ R. (2.7)

It is shown in [SB18] that there is always at least one policy that performs better than or

equal to all other policies. This policy is known as the optimal policy, and here we denote it

as π∗.

2.4 Value-Based Methods

There are two approaches to solve the RL problems. The first approach aims to learn the

values of actions (or states) and then select actions based on their estimated value functions.

In this approach, the policy is typically defined implicitly through the value functions. On

the other hand, the second approach, the policy-based approach, aims at learning the policy

directly without consulting a value function, which is the topic of Section 2.5.

The value-based methods are pioneer methods of solving RL problems. The core idea in

all value-based methods is the agent is performing optimally if it always takes actions that

yield the highest long term returns. Therefore, the pivotal question shifts from “what is the

optimal policy” to “what is the best action at each step.” Value functions are defined to

answer the latter question quantitatively.

2.4.1 Value Functions

The state-value function is a function from the state space S to R that estimates how good

it is for the agent to be in a state s, and thereafter following policy π. The mathematical

representation of the notation “good” is defined in terms of the cumulative discounted future

rewards that can be expected if the agent starts from a state s and continues choosing actions

10



according to the policy π until it hits the terminal state.

Vπ(s) = Eπ,E
[ terminal∑

k=0

γkRt+k+1|St = s

]
, for all s ∈ S, (2.8)

in which the expectation is performed over action selection according to the policy as well as

the reward generation and the state transition according to the environment. We use the

brief notation for EAi∼π;Si,Ri∼E[.] as Eπ,E[.] in equation 2.8 and the entire dissertation.

Similarly, action-value function is a function from S ×A to R that estimates how good it

is for the agent to be in state s, performing action a, and thereafter following policy π. The

definition of the action-value function is

Qπ(s, a) = Eπ,E
[ terminal∑

k=0

γkRt+k+1|St = s, At = a

]
, for all s ∈ S, a ∈ A. (2.9)

It is apparent that the state-value function and the action-value function are distinct

for different policies. When the agent follows the optimal policy, the respective state-value

function and action-value function are also optimal, i.e.,

V∗(s) = max
π

Vπ(s), Q∗(s, a) = max
π

Qπ(s, a), for all s ∈ S, a ∈ A. (2.10)

2.4.2 Q-Learning

Q-learning is a value-based RL solution method that is simple yet highly efficient in solving

RL problems. Although Q-learning is one of the most vanilla RL algorithms, it is very

popular in various fields spanning from healthcare [ZKZ09] to financial markets [NFK06]. The

popularity of Q-learning is due to its simplicity in formulation, implementation, and analysis,

as well as having reasonable computational and memory costs. But more importantly, the

Q-learning algorithm is model-free, which makes it highly favorable for using in data-driven

approaches, and consequently opens up the opportunity for researchers in various domains to

use Q-learning on retrospective data sets.

Q-learning is first proposed by Watkin [Wat89], and over the years, evolved from a simple

algorithm that can only solve problems with small and discreet state and action spaces, to
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more complex algorithms, e.g., deep Q-networks that is capable of learning how to play

multiple video games from the raw video frames. It aims at approximating the optimal policy

from estimates of Q∗. To better convey the Q-learning algorithm, we first need to explain

the Bellman optimality equations. The Bellman optimality equation for the optimal value

function states that the value of a state under an optimal policy is equal to the expected

return for the best action from that state. Knowing that the best action at state s is argmax
a

Q∗(s, a), we can formally state the Bellman optimality equation for the optimal value function

as

V∗(s) = max
a

Q∗(s, a). (2.11)

The Bellman optimality equation for the action-value function can be driven by repre-

senting the action-value function in terms of state-value function. For any policy π, one can

calculate the Qπ(s, a) by

Qπ(s, a) = Eπ,E
[
Rt+1 + γVπ(St+1)|St = s, At = a

]
. (2.12)

By replacing the policy π with the optimal policy and substituting V∗(St+1) from 2.11,

we arrive at the Bellman optimality equation for the optimal action-value function.

Q∗(s, a) = Eπ,E
[
Rt+1 + γmax

a′
Q∗(St+1, a

′)|St = s, At = a
]

(2.13)

Equation 2.13 is the pivotal equation used to update the estimate of optimal action-value

functions at each iteration of the Q-learning algorithm, which is presented in the following.

Assuming that Q∗ is known for all the state-action pairs, the optimal policy is to always

pick the action with the best value

π∗(a|s) =


1 if a = argmax

a
Q∗(s, a)

0 otherwise

for all s ∈ S, a ∈ A. (2.14)

Q-learning is one of the temporal difference (TD) algorithms in which the estimate of an

action-value function in each step is updated toward a better estimate. In Q-learning, we

start from an initial estimate of Q∗ for all state-action pairs. Then at each step of the episode,
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we take an action according to the optimal policy in equation 2.14 and our current estimate of

Q∗s. Afterward, we receive a reward and observe the new state St+1. By incorporating these

two new pieces of information into the Q∗(St, At) estimate, we can arrive at a better estimate

of that. The new estimate of Q∗(St, At) is called the TDtarget and is directly derived from

2.13. The difference between the TDtarget value and the previous estimate of the Q∗(St, At)

is known as the TDerror.

TDtarget = Rt+1 + γmax
a′

Q∗(St+1, a
′) (2.15)

TDerror = TDtarget −Q∗(St, At) = Rt+1 + γmax
a′

Q∗(St+1, a
′)−Q∗(St, At) (2.16)

After arriving at the TDerror, the value of the Q∗(St, At) gets updated in the direction of TD

error with a step size α.

This implementation of the Q-learning is known as greedy Q-learning, which does not

address the exploration-exploitation dilemma. When the Q-learning chooses the optimal

action according to the current estimate of Q∗ values, it exploits the current knowledge about

the actions’ worthiness. However, there might be other actions with higher actual value

functions that are not chosen because the current estimates of the value functions are not

accurate. Therefore, the agent needs to balance between exploiting the current knowledge

about the best actions and exploring the other actions to gain more accurate estimates. The

exploration-exploitation trade-off is a very well known dilemma in RL literature and has been

the subject of many research studies for the past 50 years [Tok10,ALL+09,SYH+18].

The exploration-exploitation trade-off in Q-learning is addressed by altering the policy

from an absolute greedy policy to an epsilon-greedy policy, i.e., at each step, the agent chooses

the current best action by 1− ε probability, and chooses randomly among the other actions

by ε probability. The pseudocode for the epsilon-greedy Q-learning is shown in algorithm 1.

πε(a|s) =


1− ε if a = argmax

a
Q∗(s, a)

ε
|As|−1

otherwise

for all s ∈ S, a ∈ A. (2.17)

13



Algorithm 1 On-policy epsilon-greedy Q-learning

Require: Step size α ∈ [0, 1], reward discount factor, γ

1: Initialize Q∗(s, a) for ∀s ∈ S, ∀a ∈ A

2: for each episode do

3: t=1

4: Observe St

5: while St 6=terminal do

6: Choose At from A(St) according to equation 2.17

7: Take action At and observe Rt+1 and St+1

8: Q∗(St, At)← Q∗(St, At) + α
[
Rt+1 + γmax

a′
Q∗(St+1, a

′)−Q∗(St, At)
]

9: t← t+ 1

10: end while

11: end for

In RL taxonomy, algorithm 1 is categorized as an on-policy algorithm because the agent

is following its own policy when choosing which action to take in response to the environment

state transition and reward. The on-policy algorithms do not apply to many problems because

of various restrictions and limitations. For example, in many risk-sensitive applications, the

interaction of a naive RL agent with the environment is impermissible. In other words, we

should assure that the agent’s policy is not risky, if not optimal, to allow its interaction with

the environment. In some other applications, the agent is required to learn from historical

data, and therefore, there is no real-time interaction at all to obey the agent’s policy.

Apart from the type of application and its restrictions, off-policy learning has the additional

advantage of enabling experience replay. The idea of experience replay is to store and reuse

past experiences. In practice, the state of the art RL algorithms implement experience replay

to enable learning from batches of transition pairs instead of only one transition sample, which

consequently reduces the sequence of samples correlations and improves sample efficiency.

This concept is discussed further in chapter 4.

Another important competence of Q-learning that capacitates it to serve as the backbone
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of the new advanced RL algorithms is that it is adaptable to an off-policy setting. The only

difference between the on-policy and off-policy Q-learning algorithms is that in off-policy

Q-learning, the agent does not have the freedom to chose the next action. Instead, it just

reads the next action from the history of interactions. However, the update rule is still similar

to the on-policy Q-learning, which is to update the Q-value in the TDerror direction by α

step size. The pseudocode for the off-policy Q-learning is shown in algorithm 2.

Algorithm 2 Off-policy Q-learning

Require: Step size α ∈ [0, 1], reward discount factor, γ

Require: A set of retrospective trajectories, H

1: Initialize Q∗(s, a) for ∀s ∈ S, ∀a ∈ A

2: for each trajectory in H do

3: t=1

4: Read St

5: while St 6=terminal do

6: Read At, Rt+1, St+1

7: Q∗(St, At)← Q∗(St, At) + α
[
Rt+1 + γmax

a′
Q∗(St+1, a

′)−Q∗(St, At)
]

8: t← t+ 1

9: end while

10: end for

In this research, the off-policy Q-learning is used because we target the real-world

sequential decision-making problems, and in this class of problems the agent cannot have

online interaction with the environment to learn the policy. The biggest caveat of Q-learning

is that the convergence of Q-learning to the optimal policy is subject to the condition that all

state-action pairs continue to be visited. Although this condition is not feasible when dealing

with an off-line interaction data set, we empirically observe that Q-learning mostly arrives at

fairly good policies.
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2.5 Policy-Based Methods

The goal of all RL solution methods is to find an optimal decision-making strategy for the

agent to achieve the maximum long-run return. The policy-based methods target modeling

and optimizing the decision making strategy directly. They tackle this problem by defining a

parameterized policy, π(a|s;θ), and to find the vector of θ parameters that yield to a policy

with maximum return.

Most policy-based methods use the gradient of the return (or some other performance

measures) with respect to the policy parameters to optimize the policy. Therefore, they

are repeatedly referred to as policy gradient methods. Here in this thesis, we defined the

agent’s objective function as the expected return over episodic trajectories (J(π) in equation

2.7), and at each step of the gradient ascent, we update the policy parameters, θ, toward

the gradient of J(π) with step size α′. (We choose α′ to distinguish between the temporal

difference learning step size, α, and the gradient ascent step size.)

θ ← θ + α′ ∇θJ(π(a|s;θ)) (2.18)

Assuming there is an initial value for θ and a differentiable distribution function for the

policy, the problem would narrow down to approximate the gradient of the expected return,

J(π), with respect to θ. In essence, this is the purpose of all the policy gradient algorithms.

There are numerous advantages to applying policy gradient methods. One advantage

is that the policy may be a more straightforward function to approximate. Problems

have different structures in complexity. For some, the value functions could be simpler to

approximate, and for others, the policy might be more straightforward [SB18]. Another

advantage is in case of the existence of substantial prior knowledge; the policy parametrization

could be a good way of injecting the prior knowledge into the reinforcement learning system.

Presumably, the most important advantage is policy gradient methods are easily extendable

to large action spaces or even continuous action spaces with an infinite number of actions.

In this research, we are dealing with a finite set of actions, and therefore, we are not fully

exploiting this property of policy gradient methods. However, structuring our methodology on
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a policy gradient method enables the effortless extension of the methodology to applications

with continuous action spaces, e.g., medication dosage administration.

A reasonable and common way of policy parameterization for discreet action spaces is first

to define a numerical preference for each action at any state, and then assign probabilities of

taking each action on the grounds of its preference value. We denote the action preference

as H(s, a;θ) ∈ R. Later, the actions with the highest preferences are given the highest

probabilities according to a distribution function, e.g., softmax.

π(a|s,θ) =
eH(s,a;θ)∑

ai∈A(s)

eH(s,ai;θ)
(2.19)

One may claim that actions could be selected according to a softmax distribution which

inputs the action-values instead of the action preferences. This approach is taken in some

studies, e.g., [PSB+18,STK18,SML+15]. However, it should be noted that the action-value

function is not defined to express the preference among the actions. In other words, they

may implicitly show the advantage of actions over the others, but depending on the type

of the problem, their numeric values might not be a proper input for the action probability

assignment.

For example, in a case that the Q-values of various actions are scattered around a large

value with small variation, the softmax of Q-values would result in misleading probabilities

that are not capable of showing the true advantage of actions over each other. Table 2.1

demonstrates an example of the pointed issue. Assuming that Q∗ values are the optimal

action-values that are provided by an oracle, the optimal policy is always selecting a2, which

translates to probability 1 for a2 and 0 for a1 and a3. However, the softmax output assigned

more even probabilities to the actions.

In many applications, the low absolute difference between various action-value functions in

a state conveys that the future reward collection at that specific state is mostly associated with

the state, and the choice of action could not drastically change the future rewards. Therefore,

several studies, for example [CW18,WSH+16,IGW18,ESM+18], define the preference function

(also known as advantage function) as the state-value function subtracted from the Q-values,
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Table 2.1: An example of Q-values limitation for using with softmax function.

Actions Q∗ value Softmax Probabilities π∗ Probabilities

a1 1000 0.307 0

a2 1000.5 0.506 1

a3 999.5 0.186 0

equation 2.20.

H(s, a) = Q(s, a)− V (s) (2.20)

A highly important theoretical advantage of using policy gradient methods is that stronger

convergence guarantees are available for them than the value function methods. With

continuous policy parametrization, the probabilities of actions alter smoothly as a function of

the iteratively learning parameters. Whereas in action selection based on action-values, the

probabilities could change drastically for an arbitrary small change in estimated values. More

precisely, when the ith action has the highest value, it is picked with probability 1 (or 1− ε).

If in the next iteration the jth action achieves the maximal value, the probability of action

i abruptly decreases to 0 (or ε
n
), and probability of action j increases to 1 (or 1− ε). This

drives the attention to another practical advantage of policy gradient that finding the optimal

policy with policy gradient methods is much less costly than epsilon-greedy exploration for

problems with large action spaces.

To leverage several advantages of policy-based methods and practically implement them,

we need to find a way to approximate the gradient of the objective function, J(π) with

respect to θ. This could be challenging because the expected return depends on both the

action selection policy and the environment’s transitions among the states. While we can

easily parameterize the policy and derive the required gradient, the environment’s dynamics

are unrevealed to the agent. Fortunately, the policy gradient theorem provides an excellent

theoretical answer to this challenge.
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2.5.1 The Policy Gradient Theorem

The policy gradient theorem provides a useful reformation of the objective function’s derivative

to involve only the gradient of the policy. It greatly simplifies the gradient computation

because it does not require the derivative of the state distribution. The policy gradient

theorem for problems with episodic trajectories states that

∇θ J
(
π(a|s;θ)

)
∝
∑
s

µπ(s)
∑
a

Qπ(s, a)∇θπ(a|s;θ), (2.21)

in which the symbol ∝ means “proportional to”. In this equation, µπ(s) is the stationary

distribution of states under πθ, which is defined as

µπ(s) =
ηπ(s)∑

s′

ηπ(s′)
, (2.22)

where ηπ(s) is the expected number of state s’s visits under the policy. The detailed proof of

the policy gradient theorem (equation 2.21) is provided in [SB18], and we refer the interested

reader to study through the proof in chapter 13 of the 2018 edition.

Equation 2.21 offers an exact expression proportional to the gradient. However, it is still

one step away from providing a practical estimation of the gradients from samples. It includes

the states’ distribution, but the sum over actions is not weighted by π(a|s;θ), as it is needed

for an expectation under π. By multiplying and then dividing the terms inside the summation

by π(a|s;θ), we introduce the necessary weighting without changing the proportionality.

∇θ J
(
π(a|s;θ)

)
∝
∑
s

µπ(s)
∑
a

π(a|s;θ)

π(a|s;θ)
Qπ(s, a)∇θπ(a|s;θ) (2.23)

∝
∑
s,a

µπ(s) π(a|s;θ)Qπ(s, a)
∇θπ(a|s;θ)

π(a|s;θ)
(2.24)

∝ Eπ,E
[
Qπ(s, a)∇θ

[
ln π(a|s;θ)

]]
(2.25)

Expression 2.25 is a quantity that can be sampled on each time step with expecta-

tion proportional to the gradient. Consequently, at each iteration of the gradient ascent,
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∇θ J
(
π(a|s;θ)

)
could be replaced with equation 2.25 since it provides an approximation for

the gradient directly from one or a set of transition samples. The proportionality constant is

not a concern because it could be absorbed into the gradient ascent step size, α′. Finally,

equation 2.26 represents an update rule in a stochastic policy gradient ascent algorithm.

θ ← θ + α′
[
Qπ(St, At)∇θ

[
ln π(At|St;θ)

]]
(2.26)

The intuitive interpretation of equation 2.26 is the update rule increases the parameter

vector in the direction of∇θπ(At|St;θ) proportional to Q(St,At)
π(At|St;θ)

. ∇θπ(At|St;θ) is the direction

in the parameters’ space that most increases the probability of repeating the action At in the

future visits of St. The increment is proportional to Q(St, At) (or as we see later, some other

representation of the return) since it causes the parameter to move most in the direction that

favors actions with the highest return. The increment is also inversely proportional to the

action probability because otherwise, actions that are selected frequently are at an advantage.

2.5.2 REINFORCE

REINFORCE [Wil92] is the first and the most vanilla policy gradient learning algorithm that

finds an unbiased estimate of the gradient without the assistance of a learned value function.

It is a Monte Carlo algorithm because it uses the whole trajectory’s rewards from time t to the

end to compute the parameters vector update. To derive REINFORCE update rule, we start

from approximating Q(St, At) in equation 2.26 by Gt because Q(St, At) = Eπ,E
[
Gt|At, St

]
.

Algorithm 3 presents the pseudocode of REINFORCE [SB18].

As a stochastic gradient algorithm, REINFORCE enjoys good theoretical convergence

properties. However, as a Monte Carlo algorithm, it is prone to high variance because the

return is the sum of several random variables, R1, ..., Rterminal. Moreover, each step’s reward

depends on the policy’s choice of action and the state transition dynamics by the environment.

In fact, REINFORCE learns much more slowly than value-based methods and has received

relatively little attention [SMSM00].
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Algorithm 3 REINFORCE

Require: gradient ascent step size α′ > 0

Require: reward discount factor γ

Require: a differentiable policy parameterization π(At|St;θ)

Require: a set of retrospective trajectories H

1: Initialize θ

2: for each trajectory in H do

3: t=1

4: while St 6=terminal do

5: G←
∑terminal

k=t γk−tRk+1

6: θ ← θ + α′ γt G∇θ ln πθ(At|St)

7: t← t+ 1

8: end while

9: end for

2.5.3 The Policy Gradient Theorem with Baseline

The iterative update rule of equation 2.26 is susceptible to high variance in the policy gradient

estimation because it entails a return-based factor. As pointed out in the REINFORCE

algorithm, the return is a summation of several random variables and could result in high

variance gradient estimation. In the literature, it is suggested to subtract a baseline value

from the action-value function, Qπ, to reduce the variance of the gradient estimation while

keeping the bias unchanged. We refer the interested reader to [WT01] and [GBB04] for

the detailed proof of why the baseline could help reduce the variance and find the optimal

baseline. However, here we demonstrate why the policy gradient theorem, equation 2.21,

remains valid. We assume the baseline to be any function, even a random variable, that is

not a function of action, b(s). As long as b(s) does not depend on action, we can rewrite the

policy gradient theorem as follows:

∑
s

µπ(s)
∑
a

(
Qπ(s, a)− b(s)

)
∇θπ(a|s;θ), (2.27)
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=
∑
s

µπ(s)

( ∑
a

Qπ(s, a)∇θπ(a|s;θ)−
∑
a

b(s)∇θπ(a|s;θ)

)
. (2.28)

Since b(s) is not a function of action, we can rewrite the second term inside the large

parenthesis as: ∑
a

b(s)∇θπ(a|s;θ) = b(s)∇θ
∑
a

π(a|s;θ)

= b(s)∇θ1

= 0.

(2.29)

Consequently, equation 2.27 is equal to the policy gradient theorem, equation 2.21. The

general form of the iterative update rule of any policy gradient algorithm with baseline is

presented in equation 2.30.

θ ← θ + α′
[(
Qπ(St, At)− b(St)

)
∇θ
[

ln π(At|St;θ)
]]

(2.30)

The choice of the baseline b(St) = Vπ(St) yields almost the lowest possible variance

[SML+15]. By substituting b(St) with Vπ(St), the coefficient of the gradient term turns into

the advantage function Aπ(St, At) = Qπ(St, At)−Vπ(St). The advantage function measures if

the action is better or worse than the policy’s default behavior (that led to Vπ). Consequently,

this choice of the baseline can be intuitively justified by the following interpretation of the

policy gradient: “a step in the policy gradient direction should increase the probability

of better-than-average actions and decrease the probability of worse-than-average actions”

[SML+15]. Hence, multiplying the gradient term by the advantage function results in updating

the parameters proportional to the relative advantage of the actions. Equation 2.31 presents

the iterative update rule of policy gradient with advantage function.

θ ← θ + α′
[
Aπ(St, At)∇θ

[
ln π(At|St;θ)

]]
(2.31)

The introduction of the baseline resulted in several fruitful variations and innovations in

the policy gradient algorithms. Schulman et al. presented a concise summary of different

forms of the policy gradient theorem equation in [SML+15]. In this research, we are not
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aiming at reviewing all of them. Instead, we direct the focus toward a category of policy-based

algorithms, namely actor-critic methods, that demonstrates superior performance and data

utilization in episodic tasks [WBH+16, CW18, IGW18, ZBW19]. The proposed Trustable

Deep RL algorithm leverages upon this class of policy-based methods. Consequently, the rest

of the chapter is devoted to reviewing the basics of the actor-critic methods.

2.5.4 Actor-Critic Method

Two main components in the policy gradient methods (equation 2.30) are the policy model

and the value function. Learning the value function and using it to reduce the gradient

estimate’s variance appears to be essential for rapid learning[SMSM00]. Methods that learn

estimates of both policy and value function are referred to as actor-critic methods.

The intuition behind the actor-critic methods is the actor chooses actions according to a

parametrized policy, and the critic judges the aptness of the actions using the value functions.

Whenever the actor picks an action, the critic observes the environment’s transition and

reward following the action. Afterward, the critic updates its value function estimation, and

the updated value function is then utilized to update and improve the policy. Therefore, the

actor-critic methods consist of two estimators, which may or may not share parameters:

• Actor that estimates the optimal policy, π(a|s;θ), by updating the policy parameters,

θ, in the direction suggested by the critic.

• Critic that estimates the value functions by updating the value function parameters w.

Depending on the algorithm, it could use various representations of the return including

the action-value function Q(s, a;w), the state-value function V (s;w), or the advantage

function A(s, a;w).

The pseudocode of a vanilla actor-critic algorithm is presented in algorithm 4. It encodes

a policy model with parameters vector θ and a value function estimator with parameters

vector w. This algorithm along with the other actor-critic algorithms presented in this

chapter and chapter 4, are based on the policy gradient with advantage function, equation
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2.31. The parameter δ in line 8 of algorithm 4 is the TD error which in fact is a one-step

estimator of A(St, At) because according to equation 2.12, the expected value of the term

Rt+1 +γV (St+1) is equal to Q(St, At). However, δ provides a heavily biased and noisy estimate

of the advantage function because the value function V (s) is also approximated. The issue of

finding a better estimator for the advantage function has been addressed by many studies in

the policy gradient literature [SML+15,Waw09], and is discussed further in chapter 4.

Algorithm 4 Online episodic actor-critic

Require: Temporal difference step size, α > 0

Require: Policy gradient ascent step size, α′ > 0

Require: Reward discount factor, γ

Require: A differentiable policy parameterization, π(a|s;θ)

Require: A differentiable value function parameterization V (s;w)

1: Initialize θ and w

2: while true do

3: Initialize state S0

4: t=0

5: while St 6=terminal do

6: Sample action At ∼ π(.|St,θ)

7: Take action At, observe St+1 and Rt+1

8: δ ← Rt+1 + γV (St+1)− V (St)

9: θ ← θ + α′ δ ∇θ ln π(At|St;θ)

10: w ← w + α δ ∇wV (St;w)

11: t← t+ 1

12: end while

13: end while

Algorithm 4 is an online actor-critic algorithm because at each time step, the action

is sampled from the policy with the most updated parameters. As stated in section 2.4.2,

the online algorithms have limitations; for example, in many risk-sensitive applications, the
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direct interaction of a naive RL agent with the environment is impermissible. In some other

applications, the agent is required to learn from historical data, and therefore, there is no

real-time interaction. Most importantly, online learning restricts the batch implementation

of the algorithm. Consequently, we elaborate on a sample off-line actor-critic algorithm in

the following section.

2.5.5 Off-Policy Actor-critic

This section presents an off-policy actor-critic that is one of the building blocks of the

proposed deep RL algorithm in chapter 6. In an off-policy learning algorithm, the agent does

not have the choice of action because it is not trusted or cannot physically perform online

interactions with the environment. In either case, the agent ought to learn from other agents’

experience with the environment. The off-policy learning has the additional advantages that

(a) it enables experience replay, which results in much better sample efficiency, (b) the sample

collection follows a policy different from the learning policy prompts a better exploration.

The pivotal question is how to compute the policy gradients using samples collected from

a different policy than the learning policy. Looking back at equation 2.21, the expected

return gradient is in the direction of the policy gradient, and Qπ(s, a) appears as a coefficient.

Knowing that the Q-values are a function of the policy, and consequently, a function of the

policy parameters, one would expect that the Q-values gradients, ∇θQπθ(s, a), would also

appear in the return’s gradient. However, the gradient policy theorem provides a solution for

avoiding ∇θQπθ(s, a), as rigorously shown in chapter 13 of [SB18]. Unfortunately, the proof

provided at [SB18] does not hold for an off-policy setting, and because ∇θQπθ(s, a) is very

complicated to compute, there has been no exact expression for the off-policy gradient so far.

However, Degris et al. [DWS12] derived an approximation for the return gradient with

∇θQπθ(s, a) ignored. Although they presented an approximated off-policy policy gradient

theorem, they still provided policy improvement guarantees for algorithms that apply this

theorem. Degris et al. off-policy version of the policy gradient theorem is presented in

equation 2.32. The policy that the samples are collected from is known as the behavior policy,
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πb, and we pick πl as the notation for the learning policy. Looking back at equation 2.21,

the only difference between the on-policy and off-policy policy gradient theorems is that the

stationary distribution, µ(s), is not according to πl anymore. Instead, it is according to πb,

as shown in equation 2.32.

∇θ J
(
πl(a|s;θ)

)
∝
∑
s

µπb(s)
∑
a

Qπl(s, a)∇θπl(a|s;θ) (2.32)

Accordingly, the expectation estimation of the gradient should be performed over πb

rather than πl. To derive an expectation expression similar to expression 2.25, equation

2.32 is multiplied and divided by [πl × πb], and then, similar to expressions 2.23 - 2.25, the

expectation over πb and the environment is derived as follows.

∇θ J
(
πl(a|s;θ)

)
∝
∑
s

µπb(s)
∑
a

πl(a|s;θ)πb(a|s)
πl(a|s;θ)πb(a|s)

Qπl(s, a)∇θπl(a|s;θ) (2.33)

∝
∑
s,a

µπb(s) πb(a|s)
πl(a|s;θ)

πb(a|s)
Qπl(s, a)

∇θπl(a|s;θ)

πl(a|s;θ)
(2.34)

∝ Eπb,E
[
πl(a|s;θ)

πb(a|s)
Qπl(s, a)∇θ

[
ln πl(a|s;θ)

]]
(2.35)

In summary, when estimating policy gradient with the expectation estimation in the

off-policy learning setting, 2.35, the samples need to be adjusted with the weight πl(a|s;θ)
πb(a|s) ,

which is the ratio of the actions probabilities in the learning policy to the probabilities in the

behavior policy. This weight is also known as the importance weight in statistics. Equation

2.36 presents the incremental policy parameters learning equation for off-policy stochastic

policy gradient ascent algorithm.

θ ← θ + α′
[
πl(a|s;θ)

πb(a|s)
Qπl(St, At)∇θ

[
ln πl(At|St;θ)

]]
(2.36)

Equation 2.36 sets the ground for the off-policy episodic actor-critic, algorithm 5. The

added requirements for algorithm 5 compared with 4 are the off-policy version must be

provided with a set of retrospective trajectories of samples as well as the behavioral policy

that the samples are derived from.
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Algorithm 5 Off-policy episodic actor-critic

Require: Temporal difference step size, α > 0

Require: Policy gradient ascent step size, α′ > 0

Require: Reward discount factor, γ

Require: A differentiable learning policy parameterization, πl(a|s;θ)

Require: A differentiable value function parameterization, V (s;w)

Require: A set of retrospective trajectories, H

Require: The behavior policy, πb(a|s)

1: Initialize θ and w

2: for each trajectory in H do

3: t=1

4: while St 6=terminal do

5: Read St, At, Rt+1, St+1

6: δ ← Rt+1 + γV (St+1)− V (St)

7: θ ← θ + α′ δ πl(a|s;θ)
πb(a|s) ∇θ ln πl(At|St;θ)

8: w ← w + α δ ∇wV (St;w)

9: t← t+ 1

10: end while

11: end for
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CHAPTER 3

Background and Related Work

With all its substantial accomplishments, RL is still not well-accepted for solving real-world

problems. Researchers are hesitant about applying RL to real-world sequential decision-

making problems, such as medical recommendation, asset integrity management, inventory

management, and financial advising. In this research, we propose and define a new terminology,

trustable RL, that encompasses the researchers’ concerns when applying RL solutions to

these highly risk-averse problems.

As implies by the name, we define trustable RL as a set of RL algorithms that are trustable

from two aspects:

1. It acts safely, i.e., it does not demonstrate undesirable risky behavior.

2. The solution policy by the RL agent behaves at least as good as the previously deployed

policy.

These two aspects have been addressed separately in the RL community. We unify them

and tie them together by introducing the RL agent’s trustability concept. The issue of

avoiding undesirable or risky actions by the agent has been studied under the term safe RL

in the literature. We brought the background work on safe RL in section 3.1. The problem

of providing performance guarantees for a new recommended policy prior to deployment is

tackled under the term off-policy evaluation, which is the topic of section 3.2.
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3.1 Literature Review on Safe RL

Safe Reinforcement Learning is a broad category of RL solutions in which the agent takes

into account some form of risk or safety notation in its endeavor to find the optimal policy.

These RL solutions are pertinent to problems that the solution policy is required to respect

a set of safety constraints and ensure reasonable system performance. For example, agents

designed for self-driving cars must keep a safe distance from the surrounding vehicles and

objects as well as obeying the traffic rules. Autonomous controllers of expensive robotic

platforms have to ensure the robot’s safety while fulfilling their objective task. Medicine

recommender systems and healthcare decision-makers must assure well being of the patient.

Expensive asset integrity management systems must optimize the operation and maintenance

cost while minimizing the downtime and keeping the asset and the surrounding environment

safe from catastrophic failure hazard.

There are two sources of risk, or its opposite safety, in RL problems. The first is the

inherent stochasticity of the environment that comprised of the state transition and the

reward emission processes by the environment. The second is the exploration process by the

agent. Accordingly, safe RL approaches can be segmented into two categories:

1. Approaches that transform the optimization criteria of the RL agent to include a

numeric notation of risk into the optimization cost function.

2. Approaches that modify the exploration process to avoid high-risk states.

This taxonomy to categorize and organize the existing safe RL literature is first introduced

in [GF15]. Later this classification has been criticized for not being mutually exclusive because

the first category is included in the second category, i.e., changing the optimization criteria

would consequently change the exploration process.

Although this is a valid criticism, this classification is opening its way into safe RL

literature because with this taxonomy the risk-averse RL bifurcates into two streams of

thought. The first group believes that RL, as a feedback-based learning method, can achieve
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the desired level of performance and safety given it has proper optimization function and

criteria. In contrast, the second group believes that it can achieve the desired performance

level but not safety. The second group argues that feedback-based learning has an intrinsic

delay that cannot immediately deflect the agent from risky actions, including entering an

unrecoverable state [PSB+18].

This thesis’s target is those applications of RL that are regarded as highly risky such

that any poor decision could potentially cause a catastrophic event. For example, in medical

applications, it could cause the death of a patient; in asset integrity management, it could

lead to the burst of a gas pipeline, or in self-driving cars, it could trigger a multiple-vehicle

collision. The second approach of safe RL is more favorable for these types of applications

since it is generally more successful and quicker in avoiding risky situations. Also, they

usually need less knowledge about the environment. This preference will be elaborated more

in this chapter.

Resulting from the above considerations, here we review both approaches with more

emphasis on the second approach, modifying the exploration process. Moreover, we give more

attention to recent works. We encourage the interested reader to refer to [GF15] for a more

detailed review of the safe RL literature prior to 2015.

3.1.1 Safe RL through Modifying the Optimization

The objective of a risk-neutral RL agent is to perform a sequence of actions that maximize

the expected return, J , as formally stated in equation 2.7. However, this objective function is

not adequate for risky applications that require a risk-aware agent. A wealth of studies has

been performed to modify the agent’s objective function to turn it into a more risk-sensitive

criterion.

Variance is a popular notation of risk as higher variance implies more instability and risk.

A considerable body of literature assumed the variance of the return as the risk measure.

Markowitz in his paper [Mar52], suggested a weighted sum of mean and variance of the

return as the objective function, equation 3.1. Therefore, the agent is forced to balance
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between higher mean and lower variance of the return. This criterion is also known as

variance-penalized criterion [Gos09], expected-value-variance criterion [Tah13,Heg94], and

expected-value-minus-variance-criterion [GW05] in the literature.

max
π

([
E[G(H)]− V ar[G(H)]|H ∼ π

])
(3.1)

[HM72, CS87] proposed an exponential utility function that intrinsically considers all

moments of the return including the variance, rather than only the mean. The exponential

criterion is more prevalent in optimal control where optimal policies are time-dependent, and

the system model is present. Therefore, except for [Bor01] and [BBB08], less work has been

done in model-free RL using the exponential utility function.

All approaches that use variance as the risk notation in the agent’s objective function

share the same drawbacks. First, the variance is not an adequate metric of risk in problems

where the chance of a catastrophic event is small, but it has highly severe consequences

when it happens. Also, variance underestimates the risk in problems where the reward

distribution is highly skewed or does not follow a Gaussian distribution. Second, variance

does not differentiate between positive and negative risks as it penalizes both equally. Third,

the reward function might not accurately reflect the risk associated with states and actions

because reward shaping is a complicated task in complex environments. Hence, the reward

function might not adequately be designed to reflect the actual cost of entering an undesirable

state. Additionally, optimizing mean minus variance in the MDP framework is prone to

resulting counter-intuitive policies[MT11].

In the light of variance limitations, several other risk notations are proposed in the

literature. [MJL+18] and [SCMHL19] replaced variance in equation 3.1 by a measure of risk

based on temporal difference error. The idea is to underweight taking actions where the

action-value function varies drastically from the expectation, i.e., the temporal difference

error is high in those actions. [MJL+18] proposed substituting variance with the probability

that a trajectory H, which is generated by the implementation of policy π, terminates in

an undesirable absorbing state. [SCMHL19] proposed risk mapping by similarity which

associates the risk of a newly discovered state with its similarity to the previously known risky
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states. These are two examples of heuristic approaches. Heuristic approaches are successful

in their specific targeted applications yet not guaranteed to fit all applications.

Some studies tackled the safe RL problem from another angle. Instead of including

an additional numeric risk notation into the objective function, they suggest maximizing

the worst-case return scenarios. A policy is regarded as optimal under this criterion if its

worst-case return is superior. Equation 3.2 states the worst-case criterion.

max
π

min
(
E[G(H)|H ∼ π]

)
(3.2)

The worst-case criterion, also known as the minimax criterion, is discussed at length

in the literature. Chakravorty and Hyland, in their paper [CH03], introduced minimax to

the actor-critic solution method. Heger proposed Q̂-learning, the Q-learning counterpart

related to the minimax criterion, in [Heg94]. Jiang et al. presented the convergence theory for

Q̂-learing in [JWC98]. In Q̂-learning, the new estimate of Q(St, At) is the minimum between

the TD target and the previous estimate of Q(St, At), as stated in equation 3.3.

Q̂(St, At) = min
(
Q̂(St, At), Rt+1 + γmax

at+1

Q̂(St+1, at+1)
)

(3.3)

In general, the worst-case criterion is known for behaving too restrictive since the agent’s

objective function mainly considers highly sever yet extremely rare events [MN02,Gas03].

β-pessimistic Q̂-learning is an extension to Q̂-learning which has adjustable pessimism [Gas03].

This algorithm compromises between absolute optimism of standard Q-learning and extreme

pessimism of Q̂-learning by a rendering β factor.

Qβ(St, At) = Qβ(St, At) + α
(
Rt+1 + γ

(
(1− β)max

at+1

Qβ(St+1, at+1) + βmin
at+1

Qβ(St+1, at+1)
))

(3.4)

Another popular approach of formally expressing the safe RL problem is through con-

strained Markov decision processes [Alt99]. This approach puts the safety concerns into one

or more constraints and maximizes the return subject to those constraints. For example, Abe

et al. [AMP+10] applied constrained RL to the problem of the tax collection optimization

system in which the safety constraints are consist of legal, business, and resource constraints.
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In a different domain, Li et al. [LWH19] deployed their proposed constrained RL algorithm

to EV charging scheduling. In this problem, the safety constraint is to ensure the electric

vehicle is fully charged upon departure. [CNDGG18] proposed a Lyapunov approach to solve

the constrained Markov decision processes and implemented their methodology on a problem

form the gird world domain with safety considerations.

There are two main shortcomings of utilizing constrained RL for safety-critical RL

applications. First, many safety restrictions cannot be expressed with the mathematical

formalization of constraint Markov decision process. In cases which it is doable, it could be

as challenging as assigning the reward function and would need painstaking trial and error

effort. Second, the constraints do not prevent fatal consequences in the short term.

3.1.2 Safe RL through Modifying the Exploration Process

RL is an experience learning method with inherent delay. In other words, if learning from

scratch, the agent would not know how desirable a state-action pair is until it performs the

action at the state. In environments that traps or unrecoverable states exist, the RL agent

cannot guarantee safety as it is blind to the risk of traps until it falls into that. For this

reason, many AI scholars believe learning solely by classic random exploration/exploitation

strategies cannot ensure safety [GW05, GF12, PSB+18]. In addition, random exploration

without incorporation of any previously known knowledge about the environment wastes a

great deal of time as the agent would explore irrelevant regions of the state-action space in

which the optimal policy would not set foot in.

Consequently, lots of effort have been devoted to modifying the exploration to use either

some external knowledge or a risk metric to direct the exploration and mitigate the described

above difficulties. In the following sections, we introduce three main approaches of modifying

the exploration process which consists of:

1. to learn from a set of teachers’ behavioral policy samples,

2. to guide the exploration through teachers’ advice,
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3. to guide the exploration by using a risk measure.

3.1.2.1 Modifying the Exploration Process through Samples of Teacher’s Be-

havior

One approach for integrating the external knowledge into the RL agent is through learning

from a finite set of teacher’s behavioral policy samples. These samples might be acquired

from a variety of sources. A ubiquitous source is the historical data of an expert’s behaviors,

or a group of experts’ behaviors, on performing the task. For example, [MB05] used existing

demonstrations by a teacher in a grid word domain to derive high quality initial value

functions. The obtained initial values are more informative than any random initialization,

resulting in a safer and faster future learning process. Zheng et al. [ZZZ+18] applied deep RL

techniques on a history data of commercial news recommendation to learn a more effective

personalized news recommender system.

Similarly, a teacher or expert could provide some demonstrations of how to perform the

task only for the matter of teaching to the RL agent. For example, Martin and Lope in

their RL competition helicopter hovering task winner paper [dL+09], used sample behaviors

from several teachers to assign the initial weights of a neural network in their deep RL

agent. Koppejan and Whiteson in their papers [KW09,KW11] also took a deep RL with an

evolutionary algorithm for the task of hovering a helicopter in a simulated environment. The

algorithm starts from a neural network whose weights correspond to the teacher’s behavior

and then evolved into a more mature agent.

Another source of teacher’s behavioral policy samples could be the instances of the

teacher’s behavior on a different yet similar task. This is known as transfer learning in the

literature [TS09]. Taylor and Stone are one of the pioneers in introducing transfer learning

to RL. In [TSL07], they trained an RL agent on the source task of playing Keepaway, an

isolated sub-problem of RoboCup, and then the agent uses this experience in the target task

of playing Knight Joust, a sub-problem in the grid world. They translated the Q-values

learned in the source task to the Q-values of the target task by a hand-coded inter-task
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mapping.

The transfer learning line of research is getting more attention in robotics and gaming

fields [BCJS+15,BSDS+18,CJMDMB10]. Although it is effective in speeding up the learning

process and directing the learning process to the more promising action-state region, it has

shortcomings that limit its application to safe RL. First, not many risky applications have a

twin or similar application that the teacher could interact with it safely. Second, translating

the knowledge from the source task to the target task is not trivial.

The teacher could also be a non-human expert. For example, the behavior from a mature

RL agent trained in a simulated environment could be used by a second agent, which is

learning how to perform in a real-world version of the simulated environment. Ramakrishnan

et al. [RKD+18] studied the safety of the second agent from a different perspective. They

focused on the second agent’s blind spots in its understanding of the real world due to

mismatches between the simulated and the real environments. They took a supervised

learning approach to detect the blind spots, and followed the detection with an inquiry from

an oracle, a human teacher, for advice.

Looking from another angle, the way the sample policies from an expert’s behavior are

integrated into the RL agent learning process also matters. One very well established approach

is to use the samples to bootstrap the value functions. For example, [DD04] used a set of

demonstrations recorder from a human teacher to build a partial initial Q-function, which are

used later to guide further exploration of the state space. [SK00] took a Q-learning approach

for steering a real robot down a corridor towards a dead-end. They bootstrapped the value

functions using supplied initial policies and gained a much faster value function convergence.

Inarguably, the bias introduced to the value functions to bootstrap the learning process

improves safety in the exploration process and speeds up the convergence; therefore, it makes

this approach advisable for risk-averse RL. But clearly, it is not sufficient for safe exploration.

Following the initialization step, the agent needs to explore, which could result in visiting

new states that the agent does not have much information about them.

A less popular approach to take advantage of the sample policies from the teacher’s
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behavior is to directly deploy the teacher’s policy as the RL agent’s initial baseline policy.

[ZBL19] took this approach to quickly and safely learn a control policy for OpenAI gym

environment games. They assumed a reasonably good policy exists as a supervisor during

training, and the RL agent learns from both the RL training signals and the supervisor

policy. They observed significant acceleration and safety improvement of the learning process

comparing to learning without a supervisor. The main drawback of this approach that

extensively limits its application to real-world environments is that the teachers’ behavior

policy is not explicitly available. It needs to be extracted from the sample trajectories of

teacher and environment interactions.

Another common approach is to take advantage of the teacher’s behavior samples to

build a model for the environment, and then derive the safe policy with a model-based

RL solution. This approach is known as apprenticeship learning and is first named by

Abbeel and Ng [AN04, AN09]. Abbeel et al. [ACN10] applied apprenticeship learning to

autonomous helicopter control, a problem that is regarded as a highly challenging control

problem. [HBW19] exercised apprenticeship learning to driving an autonomous car.

Despite all the great potentials of apprenticeship learning, it does not fit into safe

RL approach requirements. The reason is apprenticeship learning does not provide any

information on the situations where no teacher demonstration exists. In other words, if the

agent does not explore beyond the teacher demonstration, the performance will be heavily

limited by the quality of the demonstration. If it does explore, it has no means of avoiding

high-risk situations. More generally, this criticism is valid for any safe RL solution that tends

to ensure the safety merely by incorporating the sample behaviors of a teacher. One possible

way to overcome this shortcoming is to perform exploration under the careful surveillance of

a supervisor, which is the topic of the next two sections.

3.1.2.2 Directing the Exploration Process through Teacher’s Guidance

The benefit of using a teacher’s guidance is twofold. First, it could reduce the sample

complexity of the learning algorithm since the teacher could guide the agent in promising
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parts of the stat-action space. Second, following the teacher’s advice in situations that are

regarded as high risk by either the agent or the teacher could prevent catastrophic events.

The methodologies for integrating the teacher’s guidance into the RL agent exploration could

be divided into two categories based on who determines the need for teacher aid. The two

categories are (i) the learner (the RL agent) asks for advice when it considers necessary, (ii)

the teacher provides guidance when it identifies the need for outside intervention.

In the learner asks for advice approach, the learner has an inner mechanism for measuring

the confidence of its actions. When this measure is low in a state, the learner would ask for

the teacher’s advice. This approach is also known as Ask for Help and is first introduced

by Clouse in his paper [Clo97]. In this work, Clouse defined a metric for actions’ confidence

based on Q-values similarity, i.e., when the Q-values of the actions pertinent to a state are

very close, the agent is unsure about taking actions. He made the difference between the

minimum and maximum as the basis for the confidence parameter. However, this metric is not

a befitting uncertainty metric for the states that have similar Q-values in nature. Sometimes

the states are desirable or undesirable intrinsically, and similar Q-values for various actions

in those states simply means no matter what action is performed, the outcome would be the

same.

Hans et al. [HSSU08] presented another confidence measure to detect high-risk situations

by the agent. They defined a metric based on fatal transitions that correspond to transitions

that bear a reward less than a predefined threshold. An action is risky if performing the

action in a given state leads to a fatal transition. Garcia et al. [GF11,GF12] proposed a new

metric of confidence based on unknown parts of the state-action space. Intuitively, the agent

would ask for help when it is in an unfamiliar situation. To identify the unfamiliar situation,

they proposed a case base that stores the previously experienced state-action pairs. A risk

function that inputs the similarity between a new pair and the previously visited pairs in the

case base determines the new state’s familiarity. If the new state is determined as unfamiliar,

then the query state is labeled as unknown or risky.

The risk function applied in [GF11,GF12] is a step function that outputs one when the
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distance to the closest pair in the case base is larger than a hyperparameter θ, and outputs

zero when the distance is less than θ. However, in a subsequent work [GAF13], Garcia et al.

replaced the step risk function by a continuous risk function because risk advances gradually

in essence. In other words, it might be too late to wait for the risk function to hit the

threshold and then ask for the teacher’s advice. The proposed continuous risk function in

[GAF13] is a sigmoid function that gradually increases the probability of asking for teacher’s

advice as the distance between the query state-action pair and the closest pair in the case

base gets larger.

Baheir et al. took a novel approach to detect risk in the future states accruing after an

action. In their study of safety in autonomous highway driving [BNT+19], they trained an

RNN in a supervised learning framework to predict if the upcoming states are safe or risky.

If one of the future states are unsafe, i.e., leads to a collision, according to the RNN and a

set of expert provided safety rules, then a negative reward will be assigned to the action’s

Q-value to avoid collision and accelerate the learning process. They tested the capabilities of

their proposed methodology in a simulated autonomous deriving environment with varying

traffic density and concluded that it has superior performance than the case where only the

rule-based safety measures are taken.

In some proposed algorithms for Ask for Help, the agent is not equipped with a risk or

confidence measure. Instead, a subset of states is labeled as unsafe. The learner is required

to ask for advice when it arrives at any of those states. For example, Vleugel and Gelens

[VHG11] took this approach to avoid unsafe regions in the agent exploration.

Geramifared et al. [GRRH11,Ger12,GRH13] defined risk as the probability of visiting

any of the sates in a constrained function. This constrained function maps the state space

into a binary {0, 1} set in which 1 is assigned to the permitted states. If performing an

action in a particular state results in landing on one of the banned states, the learner invokes

the teacher’s action that is assumed to be safe. The main obstacle of using this method in

real-world applications is that the environment model, and subsequently the states’ transition

function, are considered to be available.
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In the second approach for integrating the teacher’s guidance into the RL agent exploration,

the teacher decides when to provide advice. In this category of algorithms, there is no add-on

mechanism inside the agent to express and recognize its need for advice. Instead, there is

an interface between the teacher and the RL agent that enables the teacher to monitor the

agent’s behavior constantly. The interface usually allows the teacher to directly modify the

agent’s decisions or to manipulate the reward signals to indirectly provide advice to the

agent. For example, [Clo97,TB+06,TB08,SC11,QVIRRGVR13] are some of the studies in

the robotic field that placed an interface between the RL agent and the human teacher to

help the teacher monitor the RL agent actions and enforce his decisions when necessary either

by reward or punishment or direct advising.

The interface could also be a set of IF-THEN rules. Maclin et al. implemented a set of

rules as the teacher’s guidance. In their first research [MSWT05], the teacher could manipulate

the Q-values of the actions when the if condition is satisfied. However, in their following work

[MST+05] the teacher directly changes the policy rather than the value functions. Torry et

al. [TWSM05] also took the set of rules approach for providing the teacher’s guidance. In

their proposed methodology, the rules are extracted from a similar task performed previously

by inductive logic programming. Walsh et al. [WHM11] applied a set of IF-THEN rules to

help the agent learns concepts that it cannot learn effectively by itself. In their work, the

teacher observes the return of each episode, and if the return of the agent in that episode is

smaller than a certain value, the teacher performs a demonstration of that episode.

In general, directing the exploration through teacher’s advice is one of the highly effective

approaches to ensuring safety in RL problems. However, there are some limitations when

using this class of safe RL methods. In ask for help algorithms, the learner must be armed

with a risk detection mechanism. Mostly, the mechanisms cannot detect long-term risks, and

as a result, the algorithms are sensitive only to short-term risks. In the second category,

which the teacher decides when to provide the advice, an interface between the teacher and

the learner is required to monitor the learner’s actions and also to facilitate the teacher

for imposing the advice. Implementing this interface is costly or not feasible in many real
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applications.

3.1.2.3 Directing the Exploration Process through Risk Metrics Guidance

Despite all the significant advancements in RL, the exploration remains a critical problem,

especially in safety-critical applications. Many scholars tried to tackle this problem by

introducing some notation of the risk in the exploration process. Gehring and Precup [GP13]

proposed directing the exploration with a risk metric, which is defined based on a new

notation of state controllability, i.e., a particular state is less controllable if its temporal

difference signals show considerable variability. The intuition is if an agent wants to stay

safe, it should avoid states where predicting the effect of its actions is harder. They formally

defined controllability as the temporal difference error expected value.

Cπ(s, a) = −Eπ
[
|δt||St = s, At = a

]
(3.5)

Considering equation 3.5 definition, a state with higher variability (temporal difference

error) has lower controllability. They also provide an iterative temporal update rule for the

controllability, as shown in equation 3.6.

C(St, At)← C(St, At)− α′
(
|δt|+ C(St, At)

)
(3.6)

Later, the exploration process is performed using this notation of controllability as an

exploration bonus, choosing actions in a greedy manner according to Q(St, At) + wC(St, At).

Therefore, the agent is motivated to explore in more controllable regions of the environment.

The w coefficient in the above utility function is a trade-off parameter that adjusts between

the desire to gain higher returns or tighter controllability.

Law et al. [LCPR05] suggested directing the exploration process with an entropy-based

risk metric. They defined the risk metric as the weighted sum of the entropy and normalized

expected reward of the action.

Risk(St, At) = wH(St, At)− (1− w)
E[Rt+1]

max
a

[
E[Rt+1]

] (3.7)
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In equation 3.7, H(St, At) is the entropy term that accounts for the stochasticity of the

outcomes of a given action in a state, and the normalized expected reward accounts for how

much this action is worse than the best action in this state. The described risk metric is

combined linearly with the Q-values to form a risk-adjusted utility function.

U(St, At) = p (1−Risk(St, At)) + (1− p) Q(St, At) (3.8)

In the end, they drove the policy, i.e., assigning probabilities to the actions, through a

Boltzman distribution.

In a recent work from Safarian et al. [STK18], they proposed to take the evaluation errors

of Q-values as a risk consideration in the learner exploration process. This type of error is

inevitable when the Q-values are earned from a finite set of historical data. Theoretically,

gaining the optimal policy is possible if the Q-values are estimated from a data set with

an infinite number of visitations in each state-action pair. However, this condition cannot

be met practically, and therefore, exploration should be constrained. Intuitively, the Q-

values have higher errors for actions that were taken less frequently. Consequently, they

suggested enforcing a constraint, named reroute constraint, for any policy improvement. They

evaluated their methodology on Atari games and concluded that their algorithm is a safe and

data-efficient learning approach.

Dai et al. [DXWC19] took a neural network approach for risk level estimation of the

agent’s actions. In their proposed deep RL algorithm with safe exploration, a convolutional

neural network estimates the Q-values as well as the long term risk level of each state-action

pair. Afterward, the probability of selecting each action is determined according to both the

estimated risk level and the Q-values. They proposed a modified Boltzmann distribution for

the policy parametrization. The Boltzmann distribution uses the estimated risk level as the

temperature parameter that adjusts the decisions’ randomness. Therefore, the action with a

higher Q-value and a lower risk level will be selected with a higher probability. The modified

Boltzman distribution is presented in equation 3.9 in which E(s, a) is the risk level.

π(s, a) =
exp
( Q(s,a)
E(s,a)+1

)
I
(
(s, a) ∈ L

)∑
a′∈As

[
exp
(

Q(s,a′)
E(s,a′)+1

)
I
(
(s, a′) ∈ L

)] (3.9)
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In this equation, L is a blacklist of forbidden state-action pairs. Accordingly, if taking

an action in a state is prohibited, then the probability of taking that action would be set to

zero by the indicator function I(.). Dai et al. tested the proposed methodology in a network

security problem and concluded that the algorithm gained a superior performance in terms

of higher returns and lower number of outages.

The main downside of the algorithms that direct the exploration process through a risk

measure guidance is that the risk metric values are learned through the learning process. In

other words, similar to the value functions, the risk metric values are not accurate unless

the agent interacts sufficiently with the environment. However, it is more desirable to avoid

risky situations from the early steps in the learning process. Specifically, in applications

concerned with traps or absorbing unsafe states, the agent demands accurate risk values from

the beginning of its interaction with the environment.

3.2 Literature Review on Off-Policy Evaluation with Confidence

Bounds

Off-policy evaluation is the problem of estimating the performance of a new and never

implemented policy in an environment from episodes of interactions generated under one or

multiple previously deployed policies in the same environment. Here we refer to the new

policy as the evaluation policy, πe, and the previous policy as the behavior policy, πb.

The quantitative metric for policy’s performance is the expected return, J(π), as defined in

equation 2.7. In cases where the policy could be tested by a trial deployment, it is reasonable

to estimate the expected return by empirical mean of the returns gained in episodes of

policy-environment interactions. However, in critical applications, a new policy cannot

be implemented even for trial without providing proof and confidence about its superior

performance. In this case, we ought to estimate the new policy’s expected return from

previous behavioral policies’ history of interactions.

To formally define the problem, we assume that a data set D consisting of nD episodes of
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interactions generated under πb is provided,

D = {HL1 , ..., HLnD
: Hi ∼ πb}. (3.10)

We aim at estimating the evaluation policy’s expected return from trajectories in D.

Ĵ(πe) = f(D, πb, πe) (3.11)

This thesis’s target applications are highly critical environments where the deployment of

bad policy can be illegal, inhuman, costly, or dangerous. In such applications, we cannot

gain trust in the new policy by solely providing a point estimate of the expected return. We

further need to express quantitatively how confident is the proposed estimated value. For

example, if the current policy’s performance is available, then our method must produce

statements of the form “with confidence 90%, the new policy will perform at least as well as

the current policy.”

This problem is known as off-policy evaluation with confidence bounds in the RL taxonomy

and is gaining increasing attention among the RL community. The approaches to this problem

could be divided into two categories. If the expected return’s estimate and the confidence

bounds must be evaluated only from the historical data D, then Importance Sampling (IS)

approaches, section 3.2.2, are recommended. However, if the user is willing to apply some

function approximation along with the historical data, then section 3.2.1 approaches are

recommended.

3.2.1 Value Function Approximation Based Approaches for Off-Policy Evalua-

tion

This section presents function approximation based approaches for off-policy evaluation.

Although this is not the approach taken in the Trustable Deep RL algorithm proposed in

chapter 6, we here provide a brief review and a high-level introduction to these approaches

for the sake of completeness of the off-policy evaluation literature review.

looking back at the definition of the state-value function and the action-value function,

equations 2.8 and 2.9 in chapter 2, reveals that the expected return is in fact equal to either
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of the value functions at the initial state

Vπe(s) = E
[ terminal∑

t=0

γtRt+1|πe, S0 = s

]
, (3.12)

Qπe(s, a) = E
[ terminal∑

t=0

γtRt+1|πe, S0 = s, A0 = a

]
. (3.13)

Consequently, an approach for estimating the expected return is to estimate either of the

value functions at the initial state. In a general setting where the state space or the action

space could be large or even continuous, a parameterized function approximation is used to

estimate the value function, V̂πe .

Liu et al. [LLG+15] showed that the algorithms developed for estimating V̂πe using

off-policy data are true stochastic gradient algorithms for primal-dual saddle-point objective

functions; and therefore, finite-sample bounds on the error of the value functions approxima-

tions could be defined. The bound quantifies how close the off-policy estimate of the value

function is to the true value function as the number of iterations increases. Equation 3.14

demonstrates the general form of the bounds. It states that with probability 1− δ, the error

of the estimation is less than f(θ, n, ζ, δ).

Pr

(
||Vπe − V̂πe|| ≤ f(θ, n, ζ, δ)

)
≥ 1− δ, (3.14)

where the left side of the inner inequality is a measure of the error, and the right side is

the bound that usually depends on n (the number of iterations in the estimator algorithm),

θ (the parameters of the function approximator), δ, and several unknown parameters and

properties of the MDP and the choice of function approximator, which we show here with

the vector ζ.

Since the parameters in ζ are unknown, It is not possible to compute an exact error bound

for the estimation. However, one could assign high-confidence limits to all the unknown

parameters and compute a confidence bound for the off-policy evaluation of πe performance.

The major drawback of this approach is that combining several confidence bounds for

the unknown parameters with the union bound leads to over conservative evaluation policy’s
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performance bound. Hence, instead of taking the function approximation approach for

off-policy evaluation, we take the IS approach that uses IS estimators and concentration

inequalities to produce confidence bounds on the evaluation policy’s estimated performance.

We would like to still emphasize that finite-sample bounds in off-policy evaluation with

function approximation is a promising avenue of research, and an interested reader could

follow the current works of Liu et al. [LLTZ18], Uehara et al. [UJ19] , and Nechum et

al[NDK+19,NCDL19].

3.2.2 Importance Sampling Based Approaches for Off-Policy Evaluation

IS is a statistical method for estimating the expected value of a function when samples are

collected from a distribution that is different from the desired distribution. More concretely,

let q and p be two probability mass functions of the random variable X where x ∈ X , and f

is a function of X, f : X → R. The goal is to estimate the expected value of f(X) according

to p; however, samples of X are available only from the q distribution [Jia10]. We call p the

target distribution, and q the sampling distribution.

Given that supp p ⊆ supp q, we can find E[f(X)|X ∼ p] by multiplying the definition of

expected value by 1 = q(x)
q(x)

, and derive the IS estimator:

E[f(X)|X ∼ p] =
∑

x∈supp p

p(x)f(x)

=
∑

x∈supp q

p(x)
q(x)

q(x)
f(x)

=
∑

x∈supp q

q(x)
p(x)

q(x)
f(x)

= E[
p(X)

q(X)
f(X)|X ∼ q].

(3.15)

The last line of the above equation states that p(X)
q(X)

f(X) is an estimator of f(X)’s expected

value under p when X is sampled from q. The intuitive explanation of the IS estimator is

when a specific x is more likely under q than the target distribution p, then sampling from q

generates x too many times. Hence, it should be given a weight that is < 1 to account for its
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more frequent occurrence. In the same way, if a specific x is less likely under the sampling

distribution, q, than the target distribution, p, then sampling from q generates x too few

times. Therefore, it should be given a weight that is > 1 to compensate for its less frequent

occurrence.

When the IS estimator is applied to the RL context, X is the set of possible episodes, p is the

episodes distribution according to the evaluation policy, q is the episodes distribution according

to the behavior policy, and f(X) is the return, G(Hi). To ensure that supp p ⊆ supp q, we

could assume the condition that:

if πe(a|s) 6= 0 then πb(a|s) 6= 0 for all a ∈ A, and s ∈ S. (3.16)

If assumption 3.16 holds, then the IS estimator for the expected return of the evaluation

policy could be derived as follows:

Ĵ IS(πe|Hi, πb) = G(Hi|Hi ∼ πb)
Pr(Hi|πe)
Pr(Hi|πb)

, (3.17)

where Pr(Hi|πb) can be decomposed into

Pr(Hi|πb) = Pr
(
si0, a

i
0, r

i
1, ..., s

i
Li−1, a

i
Li−1, r

i
Li
, siLi
|πb
)
. (3.18)

The environment, and consequently the transition and reward functions, are the same

whether the episode is sampled from πe or πb. Hence, the probabilities of all the elements in

Hi are equal under the two policies except for the actions. As a result, the ratio Pr(Hi|πe)
Pr(Hi|πb)

can be expressed as the ratio of the actions’ probability in the evaluation policy to the

actions’ probability in the behavior policy. Accordingly, the estimated expected return of the

evaluation policy according to one episode in D can be expressed as:

Ĵ IS(πe|Hi, πb) = G(Hi|Hi ∼ πb)

Li−1∏
t=0

πe(a
i
t|sit)

πb(ait|sit)
. (3.19)

where

Li−1∏
t=0

πe(a
i
t|sit)

πb(ait|sit)
is known as the IS weight of Hi episode,

W IS
Hi

=

Li−1∏
t=0

πe(a
i
t|sit)

πb(ait|sit)
. (3.20)
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Equation 3.19 could be simply extended to include all nD episodes in D. The batch

estimator is presented in the following.

Ĵ IS(πe|D, πb) =
1

nD

nD∑
i=1

[
G(Hi|Hi ∼ πb)

Li−1∏
t=0

πe(a
i
t|sit)

πb(ait|sit)

]
. (3.21)

In RL off-policy evaluation literature, equation 3.21 is known as the most basic IS estimator

of the expected return [Pre00, TTG15]. It is trivial to show if assumption 3.16 holds, the

basic IS estimator is an unbiased and consistent estimator of J(πe).

One major drawback of the basic IS estimator is it tends to produce very high variance

estimates in sequential decision-making problems [WAD17]. Since it is the product of actions’

importance weights, and each of the importance weights could have a large value. The

variance issue grows exponentially and gets worse as the length of the episode gets larger

[JL15]. Per-decision importance sampling (PDIS) is another IS-based estimator specific to

sequential problems and often has a lower variance than the basic IS estimator [TTG15,JL15].

It can be derived by applying the importance weights to each step’s reward rather than one

importance weight for the entire return. The weight of each step’s reward is the product of

the probabilities’ ratio up to that step.

ĴPDIS(πe|D, πb) =
1

nD

nD∑
i=1

Li∑
t=1

[
γt−1Ri

t

t−1∏
k=0

πe(a
i
k|sik)

πb(aik|sik)

]
(3.22)

PDIS estimator is first derived by Precup et al. in [Pre00]. They also proved PDIS’s

unbiasedness and consistency. What PDIS estimator does is to use ordinary IS to estimate

the expected reward at time t under πe, and then to apply equation 2.7 to calculate the total

episode’s return under πe. It worth mentioning that PDIS is equivalent to IS if the rewards

are all zero except for the final reward (which is very common in real-world problems).

Another variant of the basic IS estimator is the weighted importance sampling (WIS),

which is originally proposed to overcome the high variance issue of IS [Jia10,WMMY11]. The

WIS estimator is the basic IS estimator, equation 3.21, divided by the sum of the importance
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weights:

ĴWIS(πe|D, πb) =

1
nD

nD∑
i=1

[
G(Hi|Hi ∼ πb)

Li−1∏
t=0

πe(a
i
t|sit)

πb(ait|sit)

]
1
nD

nD∑
i=1

[ Li−1∏
t=0

πe(a
i
t|sit)

πb(ait|sit)

] . (3.23)

The basic IS estimator is prone to over and under estimation when the behavior and

evaluation policies are much different. Because when the two policies are quite different, the

IS weights become either too large or too small, which consecutively cause overestimation

and underestimation. However, in the WIS estimator, the denominator will compensate for

too small or too large weights causing the estimator to maintain a reasonable value.

Although WIS is a biased estimator, [Tho15] showed that it is consistent, which means

it becomes less biased as the number of samples, nD, increases. A distinctive characteristic

of WIS estimator is it enjoys a much smaller range comparing to IS and PDIS. In fact, the

ĴWIS is always bounded by the actual return’s range. As we show later, this property is very

critical in defining tight confidence bounds for the estimators.

Similar to the IS estimator that is modified to produce the WIS estimator, we can

modify the PDIS estimator to derive a weighted per-decision importance sampling (WPDIS)

estimator. This modification is handled by applying WIS to estimate the expected reward at

each time t under πe, and then applying equation 2.7 to calculate the total episode’s return

under πe.

ĴWPDIS(πe|D, πb) =
L∑
t=1

[
γt−1

nD∑
i=1

Ri
t

t−1∏
k=0

πe(a
i
k|sik)

πb(aik|sik)
nD∑
i=1

t−1∏
k=0

πe(a
i
k|sik)

πb(aik|sik)

]
. (3.24)

The idea of applying WIS to the MDP setting in a step-wise manner is first proposed by

Precup et al. in [Pre00]. However, their derivation of WPDIS is biased and not consistent.

Later, Thomas in his work [Tho15], suggested equation 3.24 derivation of WPDIS which is

biased but consistent. The consistency property ensures that the estimator becomes less

biased as the number of samples, nD increases. WPDIS has the lowest variance among all IS

estimators, and it is considered the most practical point estimator in the IS family [JL15].
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Up to this point, we reviewed the IS-based estimators for the expected return. The

presented estimators compute only a point estimate of the expected return and do not provide

confidence bounds to quantify how accurate their estimates are. This is a concerning issue,

mainly because the off-policy evaluation methods are known to produce estimates that have

high variance. Meaning that although the new policy might have a desirable estimated

expected return, the estimate has high variance and is not reliable. Consequently, the rest of

this section is dedicated to the methods of computing high confidence lower bounds on the

IS-based estimators.

Concentration inequalities (CIs) offer the solution for computing the confidence bounds.

They provide bounds on how a random variable deviates from some value (usually the mean

or median value), and therefore, how the probability mass or density of the random variable

is concentrated. The type of CI that is of interest in off-policy evaluation is in the form

presented by equation 3.25. Note that not all the CIs are in this form. Consider n independent

random samples, {Xi}ni=1, and (1 − δ)100% as the desired confidence level, then the X’s

density around its mean can be written as:

Pr

(
E
[

1

n

n∑
i=1

Xi

]
≥ f(X1, ..., Xn, δ)

)
≥ 1− δ, (3.25)

where E
[

1
n

n∑
i=1

Xi

]
is the true mean, f is some function related to the specific CI, and δ is

any real number in [0, 1]. Various CIs might have different additional restrictions on Xis,

such that they are bounded or identically distributed. Often f is in the form of the sample

mean minus a positive term that goes to zero as n→∞.

Pr

(
E
[

1

n

n∑
i=1

Xi

]
≥ 1

n

n∑
i=1

Xi − g(X1, ..., Xn, δ)

)
≥ 1− δ, (3.26)

in which 1
n

n∑
i=1

Xi is the sample mean.

In off-policy evaluation problem, the random variable X is the estimated expected return

from each episode, Ĵ(πe|Hi, πb), and therefore, the true mean is E
[

1
n

n∑
i=1

Ĵ(πe|Hi, πb)

]
which
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is equal to J(πe) if Ĵ is unbiased.

Pr

(
J(πe) ≥ f(Ĵ(πe|H1, πb), ..., Ĵ(πe|Hn, πb), δ)

)
≥ 1− δ (3.27)

Hence, the right side of the inner inequality is a 1− δ confidence lower bound on J(πe).

Along with Ĵ unbiasedness, some CIs might put some other restrictions on Xis, such as

that they are independent, bounded, or identically distributed. In the following, we review

some of the CIs that are commonly used for the MDP problem settings [Tho15,TTG15,JL15,

Jia10,HSN17,WAD17].

The most well known CI is probably the The Chernoff-Hoeffding (CH) inequality [Mas07].

It requires the Xis to be independent, and each be bounded such that Pr(Xi ∈ [ai, bi]) = 1,

where ai ∈ R and bi ∈ R for all i ∈ {1, ..., n}. If these conditions hold, then

Pr

(
E
[

1

n

n∑
i=1

Xi

]
≥ 1

n

n∑
i=1

Xi −

√√√√√ ln(1
δ
)

n∑
i=1

(bi − ai)2

2n2︸ ︷︷ ︸
g

)
≥ 1− δ. (3.28)

The term under the square root is the g function from equation 3.26, and it is crucial to

see how quickly it goes to zero as n → ∞. For CH inequality, the rate is asymptotically

proportional to 1√
n
.

The CH inequality uses only the sample mean of the random variable. Later, Maurer

and Pontil [MP09] derived a better bound by using both the sample mean and the sample

variance. They named it as the Empirical Bernstein bound, and we refer to it as the Maurer

and Pontil’s Empirical Bernstein (MPeB) CI. The MPeB requires the Xi random variables to

be independent and all be bounded in the same range such that Pr(Xi ∈ [a, b]) = 1, where

a, b ∈ R. The mathematical representation of MPeB is:

Pr

(
E
[

1

n

n∑
i=1

Xi

]
≥ 1

n

n∑
i=1

Xi

−
7(b− a)ln(2

δ
)

3(n− 1)

−

√√√√2ln(2
δ
)

n

1

n(n− 1)

n∑
i,j=1

(Xi −Xj)
2

2

)
≥ 1− δ.

(3.29)
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For MPeB inequality, the rate of g going to zero as n→∞ is asymptotically proportional

to 1
n
, which is much faster than the g term in the CH inequality. However, it requires

that all Xis having the same range. If Xis are in different ranges, we can trivially select

a = min(a1, ..., an) and b = max(b1, ..., bn). In cases where the ranges are loose for some Xis

and tight for other majority of the random variables, then MPeB might give looser lower

confidence bound than CH.

Anderson [And69] proposed another CI that improved upon CH and MPeB by taking

into account even more statistics from the empirical cumulative distribution of X. This

inequality had an unspecified parameter that was later derived by Massart [Mas90]; therefore,

it is known as the Anderson and Massart’s (AM) inequality. AM inequality has more strict

requirement that all Xis be identically distributed. However, regarding the X range, it only

requires the lower range such that Pr(Xi ≥ a) = 1 for all i ∈ {1, ..., n}. Equation 3.30

presents the AM inequality.

Pr

(
E
[

1

n

n∑
i=1

Xi

]
≥ Zn

−
n−1∑
i=0

(Zi+1 − Zi) min

{
1,
i

n
+

√
ln(2

δ
)

2n

})
≥ 1− δ,

(3.30)

where, Z0 = a, and {Zi}ni=1 are sorted version of {Xi}ni=1 such that Z1 ≤ Z2 ≤ ... ≤ Zn.

Unlike CH and MPeB inequalities, AM does not directly depend on the range of the

random variable. Instead, it heavily relies on the value of the largest observation, Zn. In the

applications where a tight upper range is not available, and the best estimate of the upper

range is several orders of magnitude larger than the largest observed sample of Ĵ(πe|H1, πb),

the AM inequality provides significantly tighter lower confidence bounds. However, when the

range of the random variable X is not large, i.e., the random variable does not have a heavy

upper tail, the AM inequality tends to provide looser lower bound than the other CIs.

The CIs presented so far do not make any assumption about the type of random variable’s

distribution. In the following, we present two approximate CIs that usually provide tighter

lower bounds with the cost of making assumptions about the random variable’s distribution.
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According to the central limit theorem, the sample mean Xn = 1
n

n∑
i=0

Xi becomes normally

distributed as n → ∞. Given the n samples are independent and each drawn from a

distribution with mean µi and finite variance σ2
i , then Xn distribution converges to a normal

distribution with mean 1
n

n∑
i=0

µi and variance
∑n

i=0 σ
2
i

n
[SS94]. If we assume that the central

limit theorem is valid for our Xn, then we can apply the one-tailed Student’s t-test to find

the lower confidence bound of the estimator.

Pr

(
E
[

1

n

n∑
i=1

Xi

]
≥ 1

n

n∑
i=0

Xi

−

√
1

n−1

∑n
i=1(Xi −Xn)2

√
n

t1−δ,n−1

)
≥ 1− δ,

(3.31)

where t1−δ,n−1 is the 100(1− δ) percentile of the Student’s t distribution with n− 1 degrees

of freedom. The t-test is known to be to be overly conservative when the Xi’s distribution

has a heavy upper tail [TTG15]. Heavy upper tail is likely in the distribution of the return

in MDP problems.

Inspired from the t-test, one could first estimate the distribution of Xn from the available

samples, and then produce a confidence bound specialized to that distribution. This is

the main idea of bootstrap confidence bounds [CB00], and it was first described by Efron

[ET94]. The advantage of this approach is it offers tight confidence bounds if the underlying

assumption about the Xn distribution is valid. However, its main drawback is it cannot

guarantee at most a δ error rate because of the assumption it makes. In fact, they are

sometimes referred to as trying to produce an error rate of approximately δ, as opposed to

upper bounding the error rate by δ.

Although the bootstrap confidence bounds are approximate, some of them are used

frequently in medical applications. For example, bias corrected and accelerated (BCa)

bootstrap proposed by Davison and Hinkley [DH97] is popular in medical research. This

might infer that the lower bounds calculated by bootstrap methods may be sufficiently reliable

even for risk-averse applications. It is easier to understand BCa if expressed as an algorithm

than a single equation. Algorithm 6 presents the pseudocode of the BCa.
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Algorithm 6 Bias corrected and accelerated (BCa) bootstrap

Require: {X1, ..., Xn} independent samples of the random variable X

Require: The error rate δ

Require: The number of bootstrap resamplings B

1: Compute the sample mean X̄n ← 1
n

n∑
i=1

Xi

2: for k = 1 : B do

3: Take n random samples with replacement from {X1, ..., Xn}

4: Set ξk to be the sample mean of these n resamples ξk =← 1
n

n∑
i=1

Xk
i

5: end for

6: Sort ξks and put them in the vector ξ = (ξ1, ξ2, ..., ξB) such that ξj ≤ ξw for all 1 ≤ j ≤

w ≤ B

7: Compute the bias constant z0 ← Φ−1

(
#{ξk<X̄n}

B

)
8: for i = 1 : n do

9: Set yi to be the sample mean, excluding the ith element: yi ← 1
n−1

n∑
j=1,j 6=i

Xj

10: end for

11: ȳ ← 1
n

n∑
i=1

yi

12: Compute the skewness a←
∑n

i=1(ȳ−yi)3
6[
∑n

i=1(ȳ−yi)2]3/2

13: zL ← z0 − Φ−1(1−δ)−z0
1+a(Φ−1(1−δ)−z0)

14: Q← (B + 1)Φ(zL)

15: l← min{bQc, B − 1}

16: return The (1− δ) confidence lower bound as X̄n +
φ−1( Q

B+1
)−φ−1( l

B+1
)

φ−1( l+1
B+1

)−φ−1( l
B+1

)
(ξbQc+1 − ξbQc)
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Bootstrap methods work by creating multiple resamples with replacement from a single set

of observations, and then computing the statistic of interest’s distribution from the resample

sets, lines 2 to 6. Here, the statistic of interest is the mean value, and if following the most

basic bootstrap method, one could calculate the (1− δ)-confident lower bound as ξbB(1−δ)c,

where B is the number of bootstrap resamplings. However, BCa brings more accuracy to the

confidence intervals by first assuming a normal distribution for the mean value (according to

the central limit theorem), and then correcting this assumption by counting for the data’s

bias and skewness. The bias constant is computed in line 7, and the skewness is computed in

lines 8 to 12. The adjustments of the confidence bound to the bias constant and skewness

are carried out on lines 13-16.

In summary, in this section, we reviewed the most popular IS-based estimators for off-

policy evaluation of the πe’s performance and brought several CIs that are suggested in the

literature to compute confidence bounds for the mentioned estimators. The choice of the IS

estimator and the CI highly depends on the specifications of the particular problem, and

to the best of the author’s knowledge, there is no one-size-fits-all solution. For example,

in problems where the horizon of the MDP is large, it is recommended to avoid applying

IS and PDIS. Or when the upper limit for the πe’s return is high but rarely happens, CH

and MPeB inequalities are not recommended. In chapter 6, we explain the specifications of

the environments that are targeted by this thesis and demonstrate the off-policy evaluation

method with confidence bounds that matches our target environments, and we implemented

for the test environment of chapter 7.
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CHAPTER 4

Data Efficient Deep Reinforcement Learning

Algorithms

In this chapter, we study recent advances in deep RL and explain the exercised techniques

in the data-efficient deep RL agent implemented in the proposed trustable RL algorithm in

chapter 6. We should mention that deep RL is a very active field of research with a high

publication rate, and therefore, this chapter does not provide a comprehensive literature

review on deep RL. Instead, it aims at presenting recent advances and techniques in deep RL

algorithms that are pertinent to our problem setting.

More precisely, our problem setting requires a highly data-efficient agent with off-policy

learning capability designed to deal with episodic tasks. Among various RL approaches, actor-

critic methods are better aligned with our problem specification [WBH+16], as mentioned in

section 2.5. Hence, the overall direction of this chapter is toward presenting the most recent

and effective advances in off-policy deep actor-critic algorithms.

In the following, we first present the deep Q-network and its advancements. Because

not only is it the most common deep RL agent, but also deep Q-networks (or variants

of them like value networks) serve at the core of the latest actor-critic algorithms as the

critic value function approximator. After establishing a data-efficient Q-network, we present

advancements in deep policy gradient, actor-critic algorithms that make them more practical

by reducing their variance and enabling off-policy learning. At the end, we demonstrate

the deep RL agent’s architecture that is implemented in the proposed Trustable Deep RL

algorithm in chapter 6.
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4.1 Vanilla Deep Q-Network and Its Pitfalls

In a conventional categorization of value-based RL algorithms, they are divided into two

main classes, which are tabular solution methods and approximate solution methods. In

tabular solution methods, the value functions are usually represented in tables or arrays;

therefore, they implicitly impose the condition that the state and action spaces must be small

for the value functions to be representable as arrays or tables. For example, the Q-learning

algorithm presented in chapter 2 is a tabular solution method.

It is obvious that the tabular methods are not naturally extendable to arbitrary large

state and action spaces because there are too many state-action pairs to store in the memory.

Besides, the learning process for very large state and action spaces is too slow. In such

problems, we ought to generalize from experienced encounters. The approximate solution

methods are any combination of value-based reinforcement learning methods with function

generalization methods. The type of generalization that is of interest here is called function

approximation since it attempts to generalize the entire function from examples of that.

Undoubtedly, neural networks are one of the best function approximators we currently

know. Any algorithm that uses a neural network to approximates value functions (or as we

see later, the agent’s policy) in an RL setting can be classified as deep RL. However, the

most commonly used deep RL algorithms are designed to approximate action-value functions.

These networks are known as deep Q-networks, and they approximate the Q-values of different

actions through separate output nodes. Figure 4.1 shows a simplified demonstration of deep

Q-network for an MDP with the action space of size 2.

The deep Q-network is trained with a variant of the Q-learning algorithm. Similar to

temporal difference Q-learning, deep Q-network updates the Q(s, a) estimate towards the

TDtarget. However, unlike the temporal difference Q-learning that uses temporal difference

update regime, deep Q-network uses stochastic gradient descent as the update regime of the

network parameters. The deep Q-network loss function for time step t is

Loss =
(
Qtarget(St, At)− Q̂(St, At)

)2
, (4.1)
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Figure 4.1: A simplified demonstration of deep Q-network for an MDP with action space size of 2.

where Qtarget(St, At) = Rt+1 + γmax
a′

Q̂(St+1, a
′). Here we assumed that at each time step, the

agent encounters a new experience tuple < St, At, Rt+1, St+1 >, and we update the network

parameters by one iteration of gradient descent, accordingly. This approach is known as on-

line Q-network first presented by [Lin93] and could outperform the best human backgammon

players 27 years ago. However, it was not successful in playing other Atari games.

The vanilla Q-network suffers from large oscillations in the learning curve and often

catastrophic divergence. The instability of Q-network is rooting in two sources. First,

learning the control policy from consecutive experiences is insufficient due to the high

correlation between experiences. When learning on-policy, the current parameters directly

affect the control policy, which consecutively determines the next data sample. For example,

if the maximizing action is to move left, then the training samples will be dominated by

samples from the left-hand side; if the maximizing action then switches to the right, then

the training distribution will also switch. Second, in a supervised learning setting of neural

network training, we always have the ground truth as a fixed value, and we try to minimize

the loss value to get closer to the ground truth. However, in the RL setting, the target values

are moving as we update the Q-values, causing instability and confusion in the agent’s policy

training.
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4.2 Advances in Deep Q-networks

4.2.1 Experience Replay

In 2013, Mnih et al. in their highly noted paper [MKS+13], presented a successful integration of

Q-network with modern deep neural network architectures and advanced hardware technology

toward achieving a scalable RL algorithm. The main idea in their proposed methodology is

to store agent’s experiences at each time step et =< St, At, Rt+1, St+1 > in a replay memory,

and then at each iteration of network update, perform minibatch gradient descent ( instead

of stochastic gradient descent) by randomly drawing a batch of experiences from the memory.

This approach has several benefits over the standard online Q-learning. First, each step

of the experience is potentially used in many weight updates, which leads to greater data

efficiency. Second, learning directly from consecutive samples is inefficient because of the

strong correlations between the samples. Randomizing the samples breaks these correlations,

and therefore, reduces the variance of the updates. Third, when learning on-policy, the

current parameters determine the next data sample that the parameters are trained on, which

causes unwanted feedback loops that may lead to the parameters getting stuck in a poor

local minimum. By using experience replay, the behavior distribution is averaged over many

of its previous states, smoothing out learning and avoiding oscillations or divergence in the

parameters.

The second contribution of [MKS+13] is to benefit from 2D convolutional layers in

their neural network architecture. Convolutional neural networks are well-known for their

outstanding ability to extract features from images; therefore, they greatly enhance learning

successful control policies from raw video data in video and Atari games.

4.2.2 Separate Target Network

In 2015, Mnih and his colleagues at DeepMind presented another paper for stabilizing deep

RL [MKS+15]. This time they addressed the Qtarget variation. Their idea is to separate the

target network from the Q-network and update the target network parameters periodically,
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thereby reducing the correlation of the target value with the Q-values. In their methodology

implementation, the Q-network and the target network are the same, except that the Q-

network parameters get updated at every iteration with mini batches from the experience

replay memory approach presented in [MKS+13]. While the target network freezes and is

updated periodically only at every τ = 10000 iteration.

The loss function after implementing the experience replay memory and freezing target

network can be expressed as follows.

Loss =
1

n

n∑
i=i

[
Qtarget(si, ai)− Q̂(si, ai;wQ)

]2
, (4.2)

Qtarget(si, ai) = ri + γmax
a′

Q̂(s′i, a
′;wtarget), (4.3)

where < si, ai, ri, s
′
i > are random samples of experience tuples < St, At, Rt+1, St+1 > stored

in the replay memory, n is the size of the minibatch, wQ is the Q-network parameters, and

wtarget is the target network parameters.

4.2.3 Double Deep Q-network

Another great advance in deep Q-network is the adaptation of Double Q-learning with DQN

[VHGS16]. In both Q-learning and deep Q-network, the target is the summation of the

reward and the best action-value function in the next step. But how we can make sure that

the next state’s best action is argmax
a′

Q(St+1, a
′) when Q(s, a) is just an estimate of actual

worthiness of actions. In other words, the maximum over the estimated values is implicitly

used as an estimate of the maximum value, which can lead to significant positive bias. In fact,

Hasselt et al. showed in their paper [VHGS16] that this positive bias caused overestimation in

deep Q-network, and implementing the Double Q-learning leads to much better performance

and more accurate value estimation.

Double Q-learning aims at reducing the maximization bias by choosing the best action

from one estimator and to estimate the best action-value by another estimator. Thanks to

the separate target network proposed by [MKS+15], the deep Q-network already has two
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estimators. Accordingly, we can decompose the max operation in the target into action

selection from the Q-network and action evaluation from the target network as follows:

Qtarget(si, ai) = ri + γQ̂
(
s′i, argmax

a′
Q̂(s′i, a

′;wQ);wtarget
)
. (4.4)

This simple to implement yet highly intelligent adaptation of double Q-learning leads to

striking improvements in several Atari games, in some cases bringing scores much closer to

human performance, or even surpassing that.

4.2.4 Dueling Double Deep Q-network

The idea of dueling network architecture comes from the very early notation of state value

function and state-dependent action advantage function separation in Q-values [BI93],

Q(s, a) = V (s) + A(s, a). (4.5)

Decomposing the Q-values into two separate streams intuitively can lead to learning which

states are valuable or not valuable regardless of the actions. This is particularly useful in

states where its action does not affect the environment in any perceivable way for the agent.

For example, consider a student that unfortunately had a poor performance during the

quarter and the final exam. Regardless of whether the student studies or not after the final

exam, he can no longer improve his final grade. However, studying prior to the final exam

could have changed his final grade. Therefore, studying in an earlier state could bring a

significant advantage while it does not have an advantage and would not affect his grade

after the final exam. This fact is very obvious to the human mind that no student would

spend any effort in a course after the final exam, but this is not clear for an RL agent and

might lead to unnecessary policy search in those states. In fact, implementing the advantage

updating in the Q-learning algorithm was shown to speed up the convergence [HBIK95].

The dueling deep Q-network is proposed by Wang et al. [WSH+16] in which they explicitly

separate the representation of state values and action advantage values in the architecture

of the Q-network. As presented in 4.2, the dueling architecture comprises two streams

representing the state value and the advantage functions, while sharing common feature
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Figure 4.2: Demonstration of the dueling deep Q-network for an action space size of 3.

learning layers. The two streams are combined back together via a special aggregating layer,

presented in equation 4.6, to produce an estimate of the action-value function. Wang et al.

in [WSH+16] showed that the dueling architecture converges at about the same speed of

Q-network in environments with a few actions while converges much faster in environments

with larger action spaces.

Q(s, a) = V (s) + A(s, a)− 1

|A|
ΣiA(s, ai) (4.6)

4.2.5 Prioritized Experience Replay

The experiences were uniformly sampled from the replay memory in the basic deep Q-network

with experience replay memory. However, this approach simply replays transitions at the

same frequency as experienced originally regardless of their significance. Consequently, the

rich experiences that occur rarely have almost no chance to be selected. Schual et al. in their

paper [SQAS15], proposed a methodology for prioritizing experiences to replay important

transitions more frequently, and therefore, learn more efficiently. With prioritize experience

replay, we try to change the sampling distribution by using a criterion to define the priority
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of each tuple of experience.

The proposed method is to prioritize experiences when there is a significant difference

between the predicted Q-value and the target value. The priority value is defined as

pi = |δi|+ e, (4.7)

where δi in a double deep Q-network with separate target network is as follows:

δi = Q̂(si, ai;wQ)−
(
ri + γQ̂

(
s′i, argmax

a′
Q̂(s′i, a

′;wQ);wtarget
))
, (4.8)

and e ∈ [0, 1] is a small constant value to ensure no experience has 0 probability. Concretely,

the sampling probability of each experience tuple is defined as

Pi =
pαi
N∑
k=1

pαk

. (4.9)

The exponent α determines how much prioritization is used, with α = 0 corresponding to the

uniform case, and N is the total size of the experience replay buffer.

Introducing prioritized experience replay causes bias in the estimation because the esti-

mation of the action-value functions relies on the expectation of the sampled experiences.

The bias is due to changed distribution of the samples; and therefore, changes the solution

that the estimates will converge to. To correct this bias, the importance-sampling weights

are applied to the minibatch lost function.

IS factori =
( 1

N
.

1

Pi

)β
. (4.10)

In equation 4.10, β controls how much these importance sampling factors affect learning. In

the beginning it is around 0 and at the end of learning when our Q-values begin to converge,

it becomes close to 1.

4.3 Deep Actor-Critic

The dueling double deep Q-network with prioritized experience replay was used to be the

most sample efficient agent by a significant margin on Atari games simulated environments of
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[BNVB13], [SQAS15,WSH+16]. However, we need to do better than that because finding the

best policy by greedy action selection with respect to the Q-functions is costly for large action

spaces and not possible for continuous action spaces. This need for better sample efficiency

is even more compelling when deploying the RL solutions in real-world environments.

Policy gradient methods have been at the center of highly notable advancements in RL

[SLH+14,LHP+15,SLA+15,MBM+16,SHM+16]. Actor-critic methods are the dominant class

of policy gradient methods that are applicable to both continuous and discreet state and

action spaces. These methods are dominant because they have superior learning speed owing

to their lower variance in gradient estimation. The lower variance is the result of integrating

the value function learning with policy learning. Therefore, actor-critic consists of two models;

the model that learns the policy is known as the actor, and the model that learns the value

function is known as the critic.

As presented in section 2.5.4, the actor model is based on a parametrized policy and an

estimator for the parameters. This estimator leverages upon the policy gradient theorem to

optimize the parameters via gradient ascent. The critic model is an estimator of the value

functions whose estimations are utilized in policy gradient calculation. All the advancements

and improvements upon vanilla actor-critic, algorithms 4 and 5, are either (1) to improve

the optimal policy parameters estimator by reducing the gradient’s variance and bias, (2) to

improve the value function estimator through reducing its bias and variance. In the following,

we present the most recent and effective techniques and advancements that are proposed in

the literature to improve the actor-critic learner.

4.3.1 Deep Q-network Critic

In the actor-critic algorithms, the role of the critic is to estimate the value functions. Then

the estimated value functions weight the policy parameters’ updates such that the policy

parameters increase most in the directions that favors the actions with the highest value

functions, equation 2.26. Consequently, the critic’s evaluation of the actor’s actions affects

the future update direction of the actor’s policy.
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The quality of the critic’s value function estimations directly influences the performance

of the whole actor-critic algorithm. As discussed in section 4.2, the recent advancements of

the deep Q-networks highly improve the variance and bias of the value function estimation,

and therefore, make it a compelling choice for deployment in the critic formalization.

The deployment of the deep Q-networks in actor-critic agents is first proposed by Mnih

et al. [MBM+16] at deep mind. They used a deep Q-network as the critic in their popular

asynchronous advantage actor-critic (A3C) algorithm. Unlike the deep Q-networks we

introduced so far, this deep Q-network is not off-policy and does not hold an experience

replay memory. Instead, it relies on parallel on-policy actor-learners. To compensate for the

experience samples’ correlation in on-policy settings, they run different exploration policies

in different threads of learners. This provides a viable alternative to experience replay, since

different exploration diversifies and decorrelates the data, and consequently, stabilize the

network.

It should be noted that multiple online interactions of the learner and the environment

is not feasible in many real-world RL problems. Consequently, the deep Q-network critic

of A3C does not apply to our problem setting. Because in our target environment, there

is no online access to the environment, and the agent is limited to learn from a history of

interaction data. The critic we implement in chapter 5 is an off-policy counterpart of the

A3C’s and leverages upon most advancements presented in section 4.2.

4.3.2 Off-Policy Actor’s Gradient Estimation

In policy gradient actor-critic algorithms, the actor’s main role is to provide a reasonably

good estimation of the objective function’s gradient with respect to the policy parameters.

Controlling the variance in the off-policy gradient estimators without causing bias error is

notoriously hard [WBH+16]. Equation 2.35 by Degris et al. [DWS12] provides a starting

point for deriving a competent gradient estimator. For ease of reading, this equation is
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repeated hereunder.

∇θ J
(
πl(a|s;θ)

)
∝ Eπb,E

[
πl(a|s;θ)

πb(a|s)
Qπl(s, a)∇θ

[
ln πl(a|s;θ)

]]
(4.11)

Equation 4.11 is itself an approximation of the gradient direction, and as shown by Degris

et al. [DWS12], it has proven policy improvement grantees. To improve upon equation 4.11,

one could (1) enhance Qπl estimation, (2) control the variance that the importance weight

introduces to the gradient estimation. In the following, we further discuss both improvement

possibilities.

4.3.2.1 Improved Estimation of the Action-Value Function

Perhaps the most basic action-value estimator, which is derived directly from the action-value

definition in equation 2.9, is the return-based Monte Carlo estimator, equation 4.12. It is

straightforward to show from the action-value definition that the Monte Carlo estimator

is unbiased; however, it suffers from high variance as it includes the summation of many

random variables.

Q̂πl(St, At) =
terminal∑
k=0

γkRt+k+1 (4.12)

Another trivial action-value estimator is the popular TD(0) estimator, equation 4.13.

TD(0) is low-variance and easy to compute but highly biased because the exact value of the

next state’s value function, V (St+1), is unknown, and therefore, we ought to estimate Q(St, At)

from estimated V (St+1). This estimation towards another estimate leads to considerable bias.

Q̂πl(St, At) = Rt+1 + γV̂πl(St+1) (4.13)

To trade-off between bias and variance, Degris et al. [DWS12] used off-policy lambda

return. This estimator applies a weighted sum of the high-bias, low-variance TD(0) estimator

and the low-bias, high-variance return-based Monte Carlo estimator. Therefore, it provides a

way of control over the bias and variance trade-off. The off-policy lambda return is presented
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in equation 4.14.

Rλ
t = Rt+1 + (1− λ) γ V̂πl(St+1) + λ γ ρ(St+1, At+1)Rλ

t+1 (4.14)

The variable ρ(St+1, At+1) in this equation is the importance weight and is equal to

πl(At+1|St+1)
πb(At+1|St+1)

. Degris et al estimated the action-value function Q̂πl(St, At) with the lambda

return at time t. The downside of this estimator is it requires the user to know how to choose

lambda ahead of time to trade-off bias and variance. Moreover, when using small values of

lambda to reduce variance, occasional large importance weights can still cause instability

[WBH+16].

Munos et al. [MSHB16] proposed a more efficient and lower variance off-policy estimator

for the action-value function called the Retrace estimator. This estimator and the related

algorithm are very recent but fundamental developments in RL. We refer the interested

reader to [MSHB16] in which Munos et al. proved that the retrace algorithm converges (in

the tabular case) to the action-value function of the target policy for any behavior policy.

The Retrace estimator can be expressed recursively as follows:

Qret(St, At) = Rt+1+γρ̄(St+1, At+1)

[
Qret(St+1, At+1)−Q̂πl(St+1, At+1)

]
+γV̂πl(St+1), (4.15)

where ρ̄(St+1, At+1) is the truncated importance weight that is defined as ρ̄(St+1, At+1) =

min{c, ρ(St+1, At+1)}, and V̂πl(St+1) is the expected value of the current estimates of the

action values over the learning policy, Eπl
[
Q̂πl(St+1, a)

]
.

The recursive Retrace equation, 4.15, requires an estimate of the action values, Q̂πl . Here,

we leverage upon the critic’s deep Q-network of section 4.3.1 and directly take its outputs as

the estimated action values. Finally, to approximate the gradient via equation 4.11, we use

Qret as an estimate of Qπl .

The Retrace estimator has a significantly lower bias because it benefits from multi-step

returns. Consequently, applying the Retrace estimator to gradient computation results in

better gradient estimations. Wang et al. [WBH+16] took one step further and utilized

the Retrace estimator as the target of the mean squared loss of the critic’s neural network.
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Because Retrace is return-based, it enables faster learning of the critic. In this research,

we follow Wang et al. and use Qret as the deep Q-network critic’s target, equation 4.16.

Therefore, the benefits of Qret are twofold: reduces bias in the gradient estimations, and

enables faster learning of the critic.

Loss =
1

n

n∑
i=i

[
Qret(si, ai)− Q̂(si, ai;wQ)

]2
, (4.16)

4.3.2.2 Importance Weight Truncation with Corrections

Looking back at 4.11, we so far enhanced our estimation of the Qπl . In this section, we

take measures to safeguard against large values of the importance weights that could cause

instability in gradient estimation. One trivial solution is to truncate the importance weight,

similar to equation 4.15. However, truncation causes bias error in the estimation. Wang

et al. [WBH+16] suggest a bias correction term for the truncated importance weight. The

off-policy gradient estimator with truncated importance weight and the bias correction term

is presented in equation 4.17. For more readable notation, hereon we use ĝ(s, a) to denote the

estimated expected return’s gradient with respect to the policy parameters, ∇̂θ J
(
πl(a|s;θ)

)
.

ĝ(s, a) = EE
(
Eπb

[
ρ̄(s, a)Qπl(s, a)∇θ

[
ln πl(a|s;θ)

]]
+

Eai∼πl

[
max{0, ρ(s, ai)− c

ρ(s, ai)
}Qπl(s, ai)∇θ

[
ln πl(ai|s;θ)

]]) (4.17)

By clipping the importance weight in the first term of equation 4.17, we make sure the

variance is kept bounded, and by adding the second term, we ensure that we compensate the

bias caused by gradient clipping and the gradient estimate remains unbiased. Note that the

second term involves an expectation over the learning policy rather than the behavior policy.

Therefore, at each state, the correction term is active for all the actions that have importance

weights larger than c. In particular, when choosing a large value for c, the correction term

only becomes effective when the variance of the original off-policy estimator of equation 4.11

is very high. If this happens, the truncated importance weight in the first term is at most c,

while the correction weights in the correction term are at most 1.
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Equation 4.17 expresses the gradient estimator in terms of expected values. To use that

with retrospective episodes from the behavior policy, we can approximate it by the following

equation:

ĝ(St, At) = ρ̄(St, At)Q
ret(St, At)∇θ

[
ln πl(At|St;θ)

]
+

Eai∼πl

[
max{0, ρ(St, ai)− c

ρ(St, ai)
} Q̂(St, ai;wQ)∇θ

[
ln πl(ai|St;θ)

]]
.

(4.18)

Note that Qπl(St, At) in the first term of equation 4.18 is modeled by Qret(St, At), while

in the second term is modeled by the outputs of the critic’s deep network, Q̂(St, ai;wQ). It is

due to the fact that the Qret value is not available for all actions at state St but the critic

does compute all actions’ Q-values.

4.3.2.3 Baseline Subtraction

To further reduce the variance of the gradient estimation, we subtract a baseline from the

action values, as previously presented in section 2.5.3. Here we hold to the classical baseline

V (St) because, as shown by schulman et al. [SML+15], it yields almost the lowest possible

variance. To estimate the state-value functions, we simply take expectation of Q̂(St, ai;wQ)

under the learning policy πl. The gradient estimator with baseline is presented as follows:

ĝ(St, At) = ρ̄(St, At)
[
Qret(St, At)− V̂πl(St)

]
∇θ
[

ln πl(At|St;θ)
]
+

Eai∼πl

[
max{0, ρ(St, ai)− c

ρ(St, ai)
}
[
Q̂(St, ai;wQ)− V̂πl(St)

]
∇θ
[

ln πl(ai|St;θ)
]]
.

(4.19)

Equation 4.19 presents the final gradient estimator that is utilized to update the parameters

of the actor’s policy.
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CHAPTER 5

Architecture of the Network Used in Trustable Deep

RL

Some of the current advancements in deep RL that brought great new achievements in the

field were reviewed in the previous chapter. We should emphasize that this review is not

exhaustive, and the purpose is to introduce only the techniques relevant to our problem

setting, i.e., data-efficient, off-policy learning for episodic tasks with continuous state space

and discrete, finite action space. In this chapter, we demonstrate the architectures as well

as the implementation details of the deep RL agent utilized in the proposed data-efficient

Trustable Deep RL methodology.

The agent is an actor-critic algorithm with two separate deep neural networks, i.e., the

actor network and the critic network. The actor network outputs the actions’ probability

distribution vector, and the critic network outputs the actions’ value function vector. The

state is the input to both the actor and the critic networks. Since the size of the state

variables in the test environment, chapter 7, is small, we use fully connected layers rather

than convolutional or recurrent layers.

The agent also enjoys a replay memory. However, unlike the experience replay memory

of sections 4.2.1 that stores experience tuples at each time step separately, this one stores

the whole episode of the interactions from the initial state to the terminal state. For

example, it could store the episodes generated when human experts were interacting with

the environment. The neural network training is performed through mini-batches of samples

from the episode replay memory. In the following, we first elaborate upon the actor network,

then we demonstrate the critic network. At the end, we provide more details about the replay
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memory and the sampling strategy.

5.1 The Actor Network

The actor network consists of three fully connected layers. The size of the first and the

second hidden layers are 6 and 12, respectively, each followed by ELU activation. The output

layer has 5 nodes, each node representing one of the 5 possible actions. The output layer has

Softmax activation to turn the logits into meaningful probabilities. We must remark a subtle

difference between the purpose of applying Softmax function in multi-class classification

networks versus the actor networks. In classification networks, the Softmax calculates the

probability of input belonging to each class. However, in the actor networks, it represents

the action taking policy.

The actor network’s loss calculation is performed according to equation 5.1. This equation

requires Qret value. Since Qret is computed recursively, equation 4.15, we need to perform

the loss calculation from the trajectory’s last step and move backward to the first step. To

provide a more concrete example, assume H :=
(
S1, A1, R2, S2, A2, R3, ..., SL−1, AL−1, RL, SL

)
is sampled from the replay memory. If SL is a terminal state, then Qret(SL−1, AL−1) = RL.

Otherwise, it is equal to RL + γV̂πl(SL). Since V̂πl(SL) is not known, we take the expectation

of Q(SL, ai;wcritic) under the actor network’s policy πl(SL, ai;θ).

Lossactor(St, At) = ρ̄(St, At)
[
Qret(St, At)− V̂πl(St)

] [
ln πl(At|St;θ)

]
+

Eai∼πl

[
max{0, ρ(St, ai)− c

ρ(St, ai)
}

[
Q(St, ai;wQ)− V̂πl(St)

] [
ln πl(ai|St;θ)

]]
.

(5.1)

Continuing backward from the trajectory’s last step, we compute the loss of each step

according to 5.1 and then add it to the trajectory’s total loss. One step of the gradient

descent is performed for the actor network when the total trajectory’s loss is computed.

To regenerate the gradient as presented in equation 4.19, the loss’s gradient is taken

assuming only the policy inside the natural logarithm depends on θ. Finally, the network is
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trained with mini-batch gradient descent, and Adam is chosen as the optimizer.

5.2 The Critic Network

The critic network consists of three parts, the common feature learning layers, the state value

function stream, and the advantage function stream. The two separate value function and

advantage function streams embody the dueling network implementation of section 4.2.4.

The common feature learning layers include two feed forward layers with ELU activation.

Since the input of the network is a small vector of the size three, we designed the two common

layers with 6 and 12 nodes, respectively. Moreover, the output of the common layers is

already flat; hence there is no need for additional flattening layers, as shown in figure 5.1.

The state value function stream is formed of one feed forward layer of size 6 with ELU

activation connected to a single-node layer with no activation function. This single node

layer represents the value function of the input state. In parallel with the state value function

stream, there is the advantage function stream that includes a 6-node layer with ELU

activation and a 5-node layer without activation. The test environment has 5 possible actions;

therefore, the output of the advantage stream must have 5 nodes. Finally, the outputs of the

state value stream and the advantage stream are aggregated, as explained in equation 4.6.

The loss function is the mean value of the squared differences between the target values

and the estimated Q-values, as brought in Equation 4.16. Following [WBH+16], we chose

Qret(St, At) as the target value. Therefore there is no justification for using a separate target

network for the critic. Moreover, retrace is a multi-step return estimator of the Q-values;

therefore, it does not suffer from the maximization bias like the TD estimator of equation

4.3. Consequently, we abandon the use of double learning.

Knowing that the Qret value could be computed recursively, the same recursive process of

actor’s loss computation is adopted for the critic, i.e., at each step first we compute the Qret,

and then we compute the step’s loss by equation 4.16. We continue recursively until we get

to the first step. One step of the gradient descent is performed for the critic network when
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Figure 5.1: Architecture of the critic network.

the total trajectory’s loss is computed. Like the actor network, the critic network is trained

by mini-batch gradient descent with an Adam optimizer.

5.3 The Replay Memory

The replay memory is a set of episodes of interactions with the environment which are

recorded in the past. As a reminder, we define the episode as a sequence of interactions from

an initial state to a terminal state, and the trajectory is any consecutive steps of an episode

that could be cut out from any part of it with any desired length. Each episode consists of

a series of environment’s transitions. To comput the actor network and the critic network

losses, the following information is required from each transition:

• the state St,

• the action At,

• the reward received after performing At and arriving at the next state,

• the policy that led to choosing At,

• a flag that shows if the next state is a terminal state.

Comparing the above list with the experience tuple of section 4.2.1, et =< St, At, Rt+1, St+1 >,
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reveals that we do not save the next state mainly because we do not perform one step temporal

difference. However, we keep the policy because the policy is needed for computing the

importance weights, and we keep the terminal flag because it is required to compute the Qret.

For each iteration of the deep networks update, we take mini-batch-sized samples of the

episodes from the replay memory. These episodes must have the same length to accommodate

the tensor calculation of the deep network packages and the system’s GPU. Consequently, they

are randomly cut to the size of the batch’s minimum length. Further talk about prioritized

sampling of trajectoris if you have any
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CHAPTER 6

Proposed Trustable Deep RL

In the light of all the notable researches that have been done to address the limitations of RL

solutions, we propose a methodology that tackles the two main issues of the current deep RL

solutions, which are the data efficiency and the trustability. We believe that these two issues

are the main barriers against deploying the state of the art deep RL algorithms to real-life

sequential decision-making problems.

Along with the trust and the data efficiency issues in deep RL, there are several assumptions

in the current benchmark environments that are not valid in real-world problems and highly

restrict deployment of deep RL in unsimulated, real cases. Hence, in the first section of this

chapter, we discuss the characteristics of the real environments, and we clearly state the

assumptions we made about the target environments. Then in section 6.2, we demonstrate

the proposed solutions for increasing data efficiency in the deep actor-critic training procedure.

Afterward, we introduce layers of safety-assurance procedures in the algorithms in section 6.3.

Section 6.4 presents how we evaluate the performance of the deep RL agent’s policy prior to

deployment with confidence bounds. Finally, Section 6.5 sums up the entire Trustable Deep

RL algorithm by presenting the whole algorithm’s training and evaluation pseudocode, as

well as the deployment pseudocode.

6.1 Characteristics of the Target Environments

While most deep RL advancements are deployed and evaluated on the Atari 2600 games

emulator environment [BNVB13], the games are quite different from the real environments.

First, in simulated environments, we have no limit on the number of interactions with the
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environment. We can generate as much data as needed to train the RL agent adequately.

On the contrary, real environments do not possess this attribute, and often the number of

acquired experience samples from real environments is very limited. That is the reason why

data efficiency is highly critical in real-world applications of RL.

Second, in real-world environments, we are not authorized to explore any action at any

state, due to the risks and unaffordable costs they might have. However, in simulated

environments, there is no actual risk associated with any action. As mentioned in chapter 2,

one of the conditions for achieving the optimal policy in the Q-learning class of algorithms is

that the RL agent must continuously visit all state-action pairs. This condition cannot be

met in real-world environments with limited and constrained agent-environment interactions.

As a result, we cannot claim that RL’s outcome policy in real environments is optimal. Yet

it might be better than the previously in-service policy.

Third, in simulated environments, the agent usually has online interaction with the

environment, which is almost never valid in the real world. Generally, in real environments, a

relatively good policy has been in place for several years without any variation, and data set

of interaction history according to that policy is available. Most of the time, this retrospective

data set is the only source of information to find an improved policy. As a result, one

important requirement of applying deep RL to real environments is to shift from on-policy to

off-policy learning algorithms. Fortunately, off-policy deep RL algorithms are gaining more

attention because they can learn from batches of data, in contrast with online learning that

could ingest data one observation at a time.

Forth, the real-world problems are risk-averse, i.e., we cannot deploy any new policy

in the environment unless we guarantee the superior performance of the new policy with

high confidence. This restriction includes testing the nwe policy on the the environment

for evaluation purposes. Inevitably, we are limited to the history of previous experiences

generated under the old policy for the evaluation phase. This concern never appears in

simulated environments; therefore, their policy evaluation metrics are mostly inapplicable in

real environments.
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Considering the above fundamental differences between the simulated environments and

the real environments, we must frame our methodology within the boundaries of the real

environments because we assume that our proposed methodology’s potential applications are

high-risk real enviroments. In summary, the following assumptions are made for the target

environments of the proposed Trustabl Deep RL algorithm. It is required that any potential

application of the proposed methodology meets these conditions:

1. A decision-making mechanism, called the behavior policy, is already in use in the system.

This behavior policy makes decisions, and the outcomes of those decisions are observed

and recorded. RL algorithms can analyze historical data from the behavior policy and

the environment interactions to propose a new policy that may be better than the

current policy. This new policy is known as the evaluation policy.

2. The new policy cannot be directly tested on the system for evaluation. At the same

time, it needs to be proven as safe and trustable prior to deployment.

3. The under study environment must be fully observable because the underlying learning

techniques are based on the Markov decision process.

4. The state variables can belong to either continuous or discreet infinite state spaces, but

the action space is assumed to be discreet and finite.

5. The agent–environment interaction is episodic,i.e., the interactions last a finite number

of time steps and end in a terminal state. Thus, the interactions can naturally break

down into a set of separate episodes that each starts with an initial state and ends in

one terminal state.

6. The environment is stationary. Our methodology uses the data collected in the past

to determine how to act in the future. Without some assumption that the future will

resemble the past, the retrospective data cannot be used to inform future decisions.
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6.2 Data Efficiency

When applying deep RL to problems beyond the simulated environments, data efficiency

is key to the success of the algorithm. The current state of the art deep RL algorithms

such as rainbow deep Q-network [HMVH+18], A3C [MBM+16], and ACER [WBH+16] can

achieve human-level performance after more than 10 million steps of interactions with the

game environment. This number of interaction steps is far from achievable in real-world

applications. To provide a more tangible example, assume a medication recommendation

tracking that takes 10, 000 patients under investigation for three years with monthly decision

points for medication adjustment. This study, at best, would have 360, 000 steps of interaction.

Although a study with 10, 000 patients is considered large medical research, it has about

two orders of magnitude less number of steps than 10 million interactions of the simulated

environment.

The above example emphasizes the importance of data efficiency in applying deep RL

to real-world problems. In this research, we take advantage of most of the techniques

recommended in the literature to increase the sample efficiency of deep RL which are relevant

to off-policy learning. These techniques are elaborated extensively in chapters 2 and 4, and

are listed as follows:

• We use a deep actor-critic agent which is more sample efficient than deep Q-networks

because it learns the policy and the value functions jointly.

• We use Retrace that is an off-policy action-value function estimator for approximat-

ing the gradient in the actor network. Retrace benefits from multi-step return and

demonstrates low bias and variance. Hence, it could speed up the learning process.

• We use the Retrace Q-value estimations as the target of the critic network, which

results in faster critic learning.

• We implement the importance weight truncation in the off-policy gradient estimation of

the actor network. Truncation reduces the variance significantly, thus improves sample
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efficiency.

• We exercise an episode replay memory, which uses each step of the past experience

many times.

• We implement the dueling architecture in the critic network. The dueling architecture

speeds up convergence in environments with large action spaces.

In addition to the above list, we propose three more techniques for increasing the data

efficiency. We observed that these techniques greatly improved our algorithm’s data efficiency

in the test environment.

1. Prior to training the actor-network in the deep actor-critic setting, we initialize the

actor network’s weights such that the network mimics the previous behavioral policy.

The initial weight adjustment is carried out by training only the actor network in a

multi-class classification setting while considering the performed actions as the class

labels. This network is also needful in the other parts of the proposed Trustable deep

RL algorithm to estimate the behavioral policy when the explicit behavioral policy

is not attainable. Hence, we keep a copy of the trained network and name it as the

behavioral policy estimator network.

2. We initialize the critic network before training the actor-critic structure, as well. A

Dueling Double Deep Q-network with the same architecture as the critic network is

trained following section 4.2. Then, the wights of this deep Q-network, we name it as

the Q-val network, are copied into the weights of the critic network. Furthermore, the

estimated Q-values by this network are used as the initial target Q-values of the critic

network.

3. To better stabilize the joint actor-critic network training, we update the critic’s mean

squared loss target value every τ = 100 iterations. Looking back at equation 4.16,

we update the Qret in this equation every τ iterations. We also choose the estimated

Q-values by the Q-val network as the initial target of the critic network.
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Algorithm 7 presents the high-level psudocode of the actor-critic network training including

the above three novel techniques. For more details on the network structure, please refer to

chapter 5.

Algorithm 7 Training steps for the deep actor-critic network

Require: If available, the explicit behavior policy, πb

Require: Dtrain = {HL1
, HL2

, ...,HLntrain
|HLi

∼ πb}

Require: The reward discount factor, γ

1: Save the Dtrain episodes in an episode replay memory (section 5.3).

2: Break the episodes into experience tuples and save in an experience replay memory (section 4.2.1).

3: Build the behavior policy network with the same structure as the actor network.

4: Train the behavior policy network in a multi-class classification setting considering St and At from the

experience tuples as the input features and the labels, respectively.

5: Copy weights of the behavior policy network into the actor network.

6: Build the Q-val network with the same structure as the critic network.

7: Train the Q-val network in a Dueling Double Deep Q-network setting using the experience replay memory

(section 4.2).

8: Copy weights of the Q-val network into the critic network.

9: if explicit πb is not available then

10: πb ← the trained behavior policy network

11: end if

12: Train the actor-critic network by the episode replay memory (section 4.3). Update the target of the

critic’s mean square loss (equation 4.16) every τ = 100 iterations.

13: return The trained actor-critic network and the trained behavior policy network

6.3 Safety

This section and the next section focus on the trustability of the proposed algorithm. Trust

is known as the greatest challenge of applying artificial intelligence to real-world problems

such as asset maintenance management or medical treatment policy [Ins15]. We offer a

methodology that tackles this issue from various aspects. As our target environments are

highly risk-averse, we enforce multiple protection layers by integrating safe RL approaches

together with off-policy evaluation. Consequently, the algorithm could be trustable by
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decision-makers in risk-averse domains.

Consider there is a history of agent-environment interaction episodes according to some

behavior policy. An RL agent analyzes these retrospective episodes and suggests a new policy.

This new policy is regarded as trustable if:

1. it does not demonstrate undesirable behavior to achieve a better policy, and

2. it is at least as “good” as the behavioral policy with high confidence.

We address the first condition in this section, and the second condition is the topic of the

next section, section 6.4.

The first step is to define the notation of “undesirable behavior”. One might claim that

it is unnecessary to take into account the desirability of the agent’s behavior if the reward

function is designed accurately because undesirable behaviors can be avoided by assigning

negative rewards to them. This statement is true; however, one should note that the reward

design is a long-lasting challenge in the RL community. There is no scientific solution for

it other than optimizing the reward function by trial and error [NBS10]. This results in a

safety concern that even if the RL agent correctly optimizes the specified objective function

(the expected return), the objective function’s designer may not foresee undesirable ways

that the objective function can be optimized until after the agent has produced undesirable

behavior [Wie64,FF19]. Therefore, it is safer to explicitly exclude behaviors that are known

to be risky for the policy learning search space.

Two types of undesirable behaviors are identified in this proposal. Type one is the set of

behaviors that are known to be high-risk by common sense or by an expert, and type two

is the set of behaviors that are not explored under the behavior policy, which means there

is no information about the safety of those actions. Each type of undesirable behavior is

associated with a set of constraints in the policy learning search space, as depicted in figure

6.1. The subset of the policy learning search space that leads to high-risk behaviors is named

as the Hazard Zone, and the subset that leads to previously unexplored behaviors is named

as the Unknown Zone.
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Figure 6.1: Schematic of the two sets of constraints that are associated with the two types of undesirable

behaviors.

To formally impose the hazard zone’s constraints, we identify a subset of the state space

for each action in which performing the action in that part of the state space is endorsed

by an expert as unsafe. We regard this type of constraints as the Expert-in-the-Loop policy

search constraints and mathematically define it as

πe
(
ai|s ∈ SHZ(ai)

)
= 0; ∀ai ∈ A, (6.1)

where SHZ(ai) is the notation for the ai’s hazard zone. Similarly, the unknown zone constraints

are imposed by identifying a subset of the state space for each action that the action has

never been tried in that part of the state space. We name this type of constraints as the

Data-Span policy search constraints.

πe

(
ai|s /∈ Supp

(
πb(ai)

))
= 0; ∀ai ∈ A. (6.2)

Often, it might not be straightforward to find the support set for the various actions in

the behavior policy, for example, when we do not have access to the explicit representation

of the behavior policy. In those cases, we need to estimate the actions’ support sets from a

retrospective data set. Estimating the actions’ support sets might be hard, particularly if the

problem we are dealing with is in a continuous state space.

We suggest a similarity check between the experienced and the new state-action pairs,

instead of the support set, for the problems where the explicit policy is not available. To
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perform the similarity check, we first divide all the experienced state-action pairs in the data

set based on the actions. Then we make a case-base from the state vectors of each group.

When searching for the best policy in state s, we measure the similarity of s to the states in

each group separately. If the similarity is less than a threshold in any case-bases, we assign

zero probability to the action of that case-base in state s.

We pick the similarity measure as the distance to the nearest neighbor in the related

action’s case-base. Accordingly, if saiq is the nearest neighbor of s in ith action’s case-base,

the similarity measure of s to that case-base would be the Euclidean distance between s and

saiq :

dai
(
s
)

=

√√√√state size∑
k=1

(saiq [k]− s[k])2. (6.3)

The Data-Span policy constraint in the problems where the explicit policy is not available is

defined as:

πe

(
ai|dai

(
s
)
> θ

)
= 0; ∀ai ∈ A. (6.4)

The threshold θ is highly problem specific, and the user could assign it considering how the

states numeric representations are chosen.

In addition to the two proposed safety constraints, Expert-in-the-Loop and Data-Span

policy constraints, that are placed to avoid undesirable risky behaviors, our problem setting

has additional inherent safety enforcement. Since the agent is learning the new policy from

stored samples of expert experiences, the data has an intrinsic bias. The bias is passed to the

agent during the training process and greatly improves the agent’s safety.

6.4 Off-Policy Evaluation and Confidence Bounds

The second trustability condition is the new policy must be at least as ”good” as the behavioral

policy with high confidence. For this condition, we need to formalize the “good” notation.

The return value G(H) introduced in equation 2.4 is chosen to quantify “goodness” of an

episode. However, the environment is stochastic, and a better value of return in one episode
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cannot prove the superior performance of a policy. Therefore, we use the notation of the

expected return to quantify a policy’s performance [GF15], as shown in equation 2.7. We can

formally say an evaluation policy πe is better than a behavior policy πb if and only if the

evaluation policy’s expected return is greater than the behavior policy’s expected return.

πe > πb ⇔ J(πe) > J(πb) (6.5)

where J(πe) = E[G(HL)|HL ∼ πe] and J(πb) = E[G(HL)|HL ∼ πb].

In the absence of an accurate model of the system, we cannot formally derive the expected

return; therefore, we use the empirical mean of the returns to estimate the expected return.

Consider D is a set of episodes generated by the interaction of the behavioral policy with the

system.

D = {HL1 , HL2 , ..., HLnD
|HLi

∼ πb} (6.6)

The estimated expected return of the behavior policy according to D is as follows

Ĵ(πb) =
1

nD

nD∑
i=1

G(HLi
|HLi

∼ πb). (6.7)

Noting that the evaluation policy cannot be deployed without a performance guarantee, it

is not possible to possess any episode from the evaluation policy to estimate Ĵ(πe), and we

ought to use the off-policy evaluation methods.

In chapter 3, we reviewed the off-policy evaluation with confidence bounds methods under

section 3.2. We discussed two lines of research, one based on value function approximation

and another based on importance sampling (IS) and concentration inequalities (CIs). We saw

that often the first approach leads to over conservative bounds for the evaluation policy’s

performance. Consequently, we chose the second approach, IS and CIs approach.

6.4.1 Estimating the Expected Return under the Evaluation Policy

One important consideration when applying the IS approaches to off-policy evaluation is that

it is a valid estimation where Pr(HLi
|πb) 6= 0. Or if Pr(HLi

|πb) = 0 then Pr(HLi
|πe) = 0.

This consideration does not impose any concern in the Trustable Deep RL algorithm because
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the Data-Span policy search constraint already enforces this consideration. The Data-Span

policy search constraint states that if an action’s probability is zero in a particular state

under the behavior policy, the evaluation policy must assign zero probability to that action

in that particular state. Consequently, if an episode’s probability is zero under the behavior

policy, it is zero under the evaluation policy, as well.

Four versions of the IS-based point estimators are developed in the literature for the

off-policy expected return estimation, basic IS, PDIS, WIS, WPDIS. These estimators are

extensively elaborated in section 3.2. Basic IS and PDIS are prone to high variance because of

possible large values of importance weights. WIS and WPDIS estimators suffer less because

in their formulation, the importance weights in the denominator counteract the numerator’s

large variance.

WIS and WPDIS are biased but consistent estimators. Hence, their estimates are biased

if the number of samples is small, but they become less biased as the number of samples

increases. Another drawback of WIS and WPDIS is that they are batch estimators, i.e., they

cannot estimate the evaluation policy’s expected return from one episode. This is a challenge

because conventionally CIs input estimated expected return from single episodes.

Our test environment (and potentially other target applications of the proposed algorithm)

is lengthy in horizon. The test environment could have up to 360 steps of agent-environment

interaction. The lengthy interaction episodes cause drastically large importance weights,

leading to very noisy estimations if using the IS and PDIS estimators. Consequently, we

ought to choose WIS and WPDIS over IS and PDIS. Between WIS and WPDIS, we prefer

WPDIS because it demonstrates less variance according to section 3.2. However, the challenge

of utilizing batch estimators with CIs still remains. The pseudocode of the WPDIS estimator

for the expected return under the evaluation policy is brought in algorithm 8. This algorithm

is based on equation 3.24.
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Algorithm 8 WPDIS estimator for πe’s expected return

Require: The behavior and the evaluation policies, πb and πe

Require: Batch of K episodes generated by πb, D = {HL1
, HL2

, ...,HLK
|HLi

∼ πb}

Require: The reward discount factor, γ

1: ĴWPDIS = 0

2: for t = 1 : max{L1, ..., LK} do

3: reward sum = 0, ISW sum = 0

4: for i = 1 : K do

5: if t < Li then

6: ISW = 1

7: for j = 0 : t− 1 do

8: ISW = ISW × πe(a
i
j |s

i
j)

πb(aij |sij)

9: end for

10: reward sum = reward sum+Rit × ISW

11: ISW sum = ISW sum+ ISW

12: end if

13: end for

14: ĴWPDIS = ĴWPDIS + γt−1 × reward sum
ISW sum

15: end for

16: return ĴWPDIS
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6.4.2 Estimating Lower Confidence Bound for the Expected Return

CIs provide confidence bounds for the estimations of the evaluation policy’s expected return

when a group of point estimates is available. We reviewed five popular CIs for off-policy

evaluation in section 3.2. First, we introduced CH inequality, and we observed that it is an

apt option when the samples are independent (but not necessarily identically distributed),

and each has individual upper and lower limits. Otherwise, it does not provide very tight

confidence bounds. In our problem setting, we are dealing with i.i.d. samples. Hence,

although CH could provide reasonable bounds, the other CIs could provide tighter bounds.

CH uses only the sample mean to find confidence bounds. MPeB is another CI introduced

in section 3.2 that uses the sample mean and the sample variance, thus providing better

bounds. MPeB requires independent samples with the same variation range, which is met

by our i.i.d. samples. AM is another introduced inequality that improves upon MPeB by

considering even more statistics from the empirical estimated return’s distribution. It has

a strict condition that the samples must be i.i.d. ; however, it requires only a lower range

of random variables. The formulation of AM, brought in 3.30, heavily relies on the largest

observed value. Therefore, it could provide tight confidence bound when the random variable

has a heavy upper tail, but the largest observation is relatively small. This criterion is very

application-specific. For example, the estimated return of the evaluation policy in our test

environment is not a heavy-tailed distribution so that MPeB might calculate a better lower

bound on the expected return.

The Bootstrap confidence bound is another approach to computing the confidence bounds.

The advantage of this approach is it offers tight confidence bounds if the underlying assumption

about the estimated return’s distribution is valid. Among bootstrap confidence bound

methods, we introduced the Student’s t-test and BCa. BCa is more advanced and reliable

that is often used in medical research.

The above summary of the various CIs’ merits infers that there is no one-size-fits-all

CI choice. The best CI for each application might vary depending on the reward and the

environment properties. We aim at providing a generic trustable algorithm; hence, we
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implement the three best CIs and take the maximum from their lower bounds. We are

interested only in the lower bound of the estimated return because if the actual expected

return is bigger than the estimated value, it won’t raise any concern; therefore, the upper

bound is not needed.

The i.i.d. assumption is valid in our problem setting because all the samples are derived

from the same behavior policy. Consequently, we won’t implement CH and Student’s t-test

because with i.i.d. assumption, MPeB provides tighter bounds than CH, and BCa provides

tighter bounds than Student’s t-test. However, we keep AM because it works better than

MPeB if the estimated return distribution has a heavy upper tail (this is common in RL

problems), or the user cannot provide reasonable bounds for the return under the evaluation

policy. In conclusion, we select MPeB, AM, and BCa for deployment in the proposed Trustable

Deep RL agent.

Section 6.4.1 concluded that WPDIS is the best estimator for the evaluation policies’

expected return. We also mentioned that WPDIS is a batch estimator, and it is a challenge

to use it with CIs because conventionally CIs are applied to single samples of episodes’

return. We tackle this challenge by assuming the random variable X in equation 3.25 is an

estimated expected return from a K-sized batch of episodes rather than a single episode.

Consequently, X is ĴWPDIS(πe|{Hi}Ki=1, πb), and equation 3.25 could be expressed as follows

for the evaluation policies expected return:

Pr

(
E
[

1

n

n∑
i=1

ĴWPDIS(πe|Di, πb)

]
≥

f(ĴWPDIS(πe|D1, πb), ..., Ĵ
WPDIS(πe|Dn, πb), δ)

)
≥ 1− δ,

(6.8)

whereDis are all in the same size, K. Since WPDIS is a consistent estimator, E
[

1
n

n∑
i=1

ĴWPDIS
i

]
would converge to the true expected return, J(πe), when the batch size grows to infinity,

K →∞. This means that the CIs could provide an approximate 1− δconfidence lower bound.

A subtle but crucial point about this new derivation of the CIs for J(πe)’s lower confidence

bound is the bound comes from batch estimators of the expected return. The batch estimators
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are less noisy, resulting in tighter confidence bounds than single episode estimators. When

comparing πe’s performance with another policy, we need to account for this effect of the batch

estimators and express the other policy’s performance in the same way as πe’s performance.

The performance comparison is a critical step in the proposed Trustable Deep RL algorithm.

In order to have a fair comparison, we derive a lower confidence bound for the behavior policy

from batch estimators in the same way as the evaluation policy. Algorithm 9 handles this

task and computes four values that could be used by the user for comparing the evaluation

and the behavior policies’ performances. These values are:

• πe’s expected return according to algorithm 8,

• πb’s expected return according to equation 4.3,

• δ-error confidence lower bound of the πe’s expected return,

• δ-error confidence lower bound of the πb’s expected return.

6.5 Trustable Deep RL Algorithm

This section combines deep RL, data efficiency techniques, safety measures, and the off-policy

evaluation into the united Trustable Deep RL algorithm. The integration is carried out in two

stages, policy improvement and policy evaluation. The new improved policy comes from the

deep actor-critic network, then it passes through the safety measures, and at the end, will be

approved for deployment if the policy evaluation results are satisfactory. In the deployment

phase, the agent behaves according to the improved and trustable policy in the previously

explored areas of the state-action space. In unexplored areas, it hands the decision making

to the expert (or the user). However, if requested by the user, it could guide future data

gathering to help the decision-makers explore more informative and promising parts of the

state-action space.

Prior to getting into the policy improvement and policy evaluation details, we need

to clarify the train and test sets preparation steps. Assuming that D is a set of episodes
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Algorithm 9 Lower confidence bound estimation for πe and πb’s expected returns

Require: The behavior and the evaluation policies, πb and πe

Require: Dtest = {HL1 , HL2 , ...,HLnDtest
|HLi ∼ πb}

Require: The error rate, δ

Require: The reward discount factor, γ

Require: The batch size of the WPDIS estimator, K

Require: The number of BCa’s bootstrap resamplings, B

Require: The best approximate for lower and upper range of πe’s expected return, ae and be; and πb’s

expected return, ab and bb

1: n = bnDtest

K c

2: for w = 1 : n do

3: Take K random episodes without replacement from Dtest, {HL1
, ...,HLK

}

4: Compute Ĵew by algorithm 8
(
γ, πb, πe, {HL1

, ...,HLK
}
)

5: Compute Ĵbw by 1
K

K∑
i=1

G(HLi
)

6: end for

7: πe MPeB bound = 1
n

n∑
w=1

Ĵew −
7(be − ae)ln( 2

δ )

3(n− 1)
−

√√√√2ln( 2
δ )

n

1

n(n− 1)

n∑
i,j=1

(Ĵei − Ĵej )2

2

8: πb MPeB bound = 1
n

n∑
w=1

Ĵbw −
7(be − ae)ln( 2

δ )

3(n− 1)
−

√√√√2ln( 2
δ )

n

1

n(n− 1)

n∑
i,j=1

(Ĵbi − Ĵbj )2

2

9: Compute πe BCa bound by algorithm 6
(
δ,B, (Ĵe1 , ..., Ĵ

e
n)
)

10: Compute πb BCa bound by algorithm 6
(
δ,B, (Ĵb1 , ..., Ĵ

b
n)
)

11: Sort Ĵews and Ĵbws, and put them in the vectors Ze = (Ze1 , ..., Z
e
n) and Zb = (Zb1, ..., Z

b
n)

12: Add Ze0 = ae and Zb0 = ab to the sorted vectors Ze and Zb

13: πe AM bound = Zen −
n−1∑
i=0

(Zei+1 − Zei ) min

{
1,
i

n
+

√
ln( 2

δ )

2n

}

14: πb AM bound = Zbn −
n−1∑
i=0

(Zbi+1 − Zbi ) min

{
1,
i

n
+

√
ln( 2

δ )

2n

}
15: πe lower conf bound = max{πe MPeB bound, πe AM bound, πe BCa bound}

16: πb lower conf bound = max{πb MPeB bound, πb AM bound, πb BCa bound}

17: Compute Ĵe by algorithm 8
(
γ, πb, πe, Dtest

)
18: Compute Ĵb by 1

K

nDtest∑
i=1

G(HLi
)

19: return Ĵe, Ĵb, πe lower conf bound, and πb lower conf bound
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generated according to the behavior policy, equation 6.6, the episodes are first partitioned into

the test and the train sets with 30% to 70% ratio. The train set is meant only for training the

deep actor-critic network, and the test set is for off-policy evaluation of the new policy. The

test set is kept as it is while the train set is stored into two memories, the experience replay

memory and the episode replay memory. The experience relay memory is needed to train the

Q-val network and initialize the critic network’s weights; therefore, the episodes are broken

into experience tuples similar to < St, At, Rt+1, St+1 > and then saved in an experience replay

memory. The episode replay memory is used to train the deep actor-critic network, and the

episodes are saved in an episode replay memory according to section 5.3.

In the policy improvement stage, a deep actor-critic network is trained to estimate the

best policy according to the train set. Afterward, states of the test episodes are fed into

the trained network sequentially, and the output policy for each state passes through the

following steps for safety and trustability adjustments:

1. Compute the policy from the trained actor-critic network,

πe(ai|s) = π(ai|s, wactor−critic); ∀ai ∈ A (6.9)

2. Apply the expert-in-the-loop policy constraints.

if s ∈ SHZ(ai)→ πe(ai|s) = 0; ∀ai ∈ A (6.10)

3. Apply the data-span policy constraints.
πe
(
ai|s /∈ Supp

(
πb(ai)

))
= 0; ∀ai ∈ A if πb is explicit

πe
(
ai|dai(s) > θ

)
= 0; ∀ai ∈ A if πb is not explicit

(6.11)

4. Adjust the policy’s probabilities to the constraints.

πe(ai|s)←
πe(ai|s)
|A|∑
i=1

πe(ai|s)

; ∀ai ∈ A (6.12)
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In the evaluation stage, we provide πb, final πe, and the test episodes to algorithm

9 to estimate πe’s expected return and provide statistics on both policies’ performance.

This algorithm first makes multiple estimations of πe’s and πb’s expected returns, and then

computes δ-error confidence lower bounds for the estimations. Therefore, the user could

ensure that the Trustable Deep RL algorithm’s new policy would, on average, perform better

than the lower confidence bound with probability 1− δ. Finally, the evaluation policy will be

approved for deployment in the system if:

1. πe’s estimated expected return is greater than or equal to the πb’s estimated expected

return, and

2. δ-error confidence lower bound on πe’s expected return is greater than or equal to

δ-error confidence lower bound on πb’s expected return .

The pseudocode of training and evaluation phases of the Trustable Deep RL agent is brought

in Algorithm 10.

When the Trustable Deep RL’s performance is approved, it could be deployed according

to algorithm 11. Due to the unknown zone and the hazard zone constraints, section 6.3,

it is possible that for a new and never explored state, the probabilities of all the actions

are zero. In these situations, the Trustable Deep RL agent would raise the “unprecedented

state” error and hand the decision-making to the expert or the user. However, if the user is

interested in knowing which parts of the unexplored state-action space are more promising,

the algorithm could advise where to explore and gather new data. The advice is made based

on recommendations from the actor-critic deep network, i.e., we input the new state to the

network and then pass the output policy through the expert-in-the-loop constraints. Finally,

we adjust the policy’s probabilities and recommend it to the user.
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Algorithm 10 Training and evaluation of the Trustable Deep RL agent

Require: Set of episodes generated by πb, D = {HL1
, HL2

, ...,HLN
|HLi

∼ πb}

Require: The error rate, δ

Require: The reward discount factor, γ

Require: The batch size of the WPDIS estimator, K

Require: The number of BCa’s bootstrap resamplings, B

Require: The best approximate for lower and upper ranges of πe and πb expected returns, ae, be, ab, bb

Require: The threshold for the states similarity measure, θ

Require: The hazard zone for each action SHZ(ai), ∀ai ∈ A

Require: If available, the explicit behavior policy, πb

1: Partition D into a train and a test set with ratio 70% to 30%.

2: Get the trained actor-critic network and the trained behavior policy network by calling algorithm 7; input

Dtrain and πb (if available).

3: if the explicit πb is not available then

4: Estimate πb by the trained behavior policy network, πb(ai|s) = π(ai|s, wbehavior−network); ∀ai ∈ A.

5: end if

6: Compute the evaluation policy from the trained actor-critic network, πe(ai|s) = π(ai|s, wactor−critic);

∀ai ∈ A.

#Apply expert-in-the-loop policy constraints

7: if s ∈ SHZ(ai)→ πe(ai|s) = 0; ∀ai ∈ A

#Apply data-span policy constraints

8: if the explicit πb is not available then

9: if dai
(
s
)
> θ → πe(ai|s) = 0; ∀ai ∈ A

10: else

11: if s /∈ Supp
(
πb(ai)

)
→ πe(ai|s) = 0; ∀ai ∈ A

12: end if

#Adjust the policy’s probabilities to the constraints.

13: πe(ai|s)← πe(ai|s)
|A|∑
i=1

πe(ai|s)

; ∀ai ∈ A

14: Compute Ĵe, Ĵb, πe lower conf bound, and πb lower conf bound by calling algorithm 9; input Dtest,

πe, πb, δ, γ, K, B, ae, be, ab, bb.

15: if (Ĵe ≥ Ĵb) and (πe lower conf bound ≥ πb lower conf bound) then

16: return πe

17: else

18: return “no better policy found”

19: end if
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Algorithm 11 Deployment of the Trustable Deep RL Agent

Require: The trained actor-critic network

Require: The hazard zone for each action SHZ(aj), ∀ai ∈ A

Require: If available, the explicit behavior policy, πb

1: Read the encountered state, s.

2: Compute the Trustable deep RL agent’s policy from the trained actor-critic network, π(ai|s, wactor−critic);

∀ai ∈ A.

#Apply expert-in-the-loop policy constraints

3: if s ∈ SHZ(ai)→ π(ai|s) = 0; ∀ai ∈ A

4: Save π as the future data gathering guidance policy πguide

#Apply data-span policy constraints

5: if the explicit πb is not available then

6: if dai
(
s
)
> θ → π(ai|s) = 0; ∀ai ∈ A

7: else

8: if s /∈ Supp
(
πb(ai)

)
→ π(ai|s) = 0; ∀ai ∈ A

9: end if

10: if π(ai|s) = 0; ∀ai ∈ A then

11: πguide(ai|s)← πguide(ai|s)
|A|∑
i=1

πguide(ai|s)

; ∀ai ∈ A

12: return “Unprecedented-state! the recommended policy is πguide”

13: else

14: π(ai|s)← π(ai|s)
|A|∑
i=1

π(ai|s)

; ∀ai ∈ A

15: return π

16: end if
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CHAPTER 7

The Test Environment

This chapter presents the test environment used for evaluating the proposed Trustable

Deep RL methodology’s performance. The environment is an underground dry gas pipeline

subject to internal corrosion. The sequential decision-making problem we aim at solving

by the proposed methodology is to find the best maintenance strategy for mitigating the

corrosion-related costs in the pipeline’s life cycle while securing the pipeline reliability.

In this chapter, we first introduce the environment, and then, we elaborate upon how

to frame the corrosion-related maintenance management problem into an MDP structure.

The corrosion model presented in the following is developed at the Garrick Institute of Risk

Sciences. This chapter’s contribution is building a decision-making test bench out of the

corrosion model that is capable of:

1. Interacting with a decision-maker, receiving action orders from the decision-maker, and

reporting the corrosion status to that.

2. Adjusting its internal corrosion model to multiple concurrent maintenance actions.

3. Approximating the cost associated to the maintenance actions and the pipeline health

state.

7.1 Corrosion Management Test Bench

The natural gas pipeline network transports natural gas from the wellhead to the customers

throughout the entire USA. Corrosion is a very severe and costly issue in natural gas pipeline.

It is specified as the gradual reduction of the pipeline wall thickness that might lead to
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substantial environmental and economic consequences as a result of catastrophic events,

including leak and burst. Therefore, pipeline corrosion management has become highly

essential [YKTA17].

In the absence of real data from the gas pipeline, we developed and used a simulated test

bench to mimic the real system (the pipeline corrosion) behavior. Prior to getting into the

test bench details, we state the assumptions made in the test bench implementation.

1. The system is one section of the pipeline, which is presumed to be new at time t =

0, and a corrosion defect gradually develops after that depending on the time-varying

operating conditions.

2. It is assumed that the pipeline section suffers from only one corrosion defect at each

time.

3. The pipeline section is assumed to corrode by two types of corrosion, namely pitting

and uniform corrosions. A linear combination of the two is considered to aggregate the

two corrosion processes, as suggested by Wu and Castro [WC20]. When the combined

degradation reaches threshold values, the pipeline system fails due to a leak or burst.

4. Two types of maintenance are considered, namely, preventive maintenance and a

replacement of the system. The preventive maintenance includes batch corrosion

inhibitor, internal coating, and pigging. The replacement renews the system completely.

5. Determining in line inspection interval is always a challenging problem for pipeline

operators, which depends on the conditions of the pipeline systems [G+19]. We simplify

the problem by assuming that the RL maintenance scheduler receives signals from the

pipeline’s health state through monthly inspections. It can then decide whether to do

nothing, do one of the preventive maintenance, or do a replacement. The scheduler’s

maintenance order is disclosed to the system at the beginning of each month.

6. Inspection and maintenance times are neglected.
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The following subsections describe the implementation details of the proposed test bench.

First, an overview of various components of the test bench and their interactions is presented,

then the details of each particular component are further elaborated.

7.1.1 Components of the Test Bench

The test bench is composed of three components. First, a set of environmental and operational

parameters that mimic the daily variation of a real pipeline’s environmental and operational

parameters are simulated. Afterward, the parameters are fed into a pipeline model along

with the order of the month’s maintenance action. Then, the pipeline corrosion model adjusts

itself to the received maintenance order and then simulates the corrosion progress over a

month period. At the end of the month, the total corrosion depth and length are reported

to the pipeline reliability model that simulates the failure events, namely leak and burst.

Eventually, a cost approximator estimates the month’s expenditure according to the exitance

of any failure as well as any maintenance actions.

Figure 7.1 shows an overview of the developed test bench. It should be emphasized that

the maintenance scheduler is not part of the test bench. It is a separate entity that interacts

with the test bench by reading in the end of the month corrosion condition and the cost and

then instructing a maintenance order for the next month. The choice of the maintenance

actions is limited to the set of actions that the corrosion model could adjust to them.

7.1.2 The Environmental and Operational Parameters Simulator

The complex operating condition of the pipeline system is simulated by modeling a variety

of environmental parameters. The most common environmental parameters related to the

pipeline corrosion include temperature, total pressure, partial pressure of CO2, partial pressure

of H2S, flow velocity, pH value, chloride ion concentration, sulfate ion concentration, and

the presence of solids. The environmental parameters are stochastic in nature; therefore, the

Poisson Square Wave Process (PSWP) [ZZ13,WM19] is used to model them and generate

different time-varying environmental parameters. We refer the interested reader to [MWM]
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Figure 7.1: The block diagram of the test bench for interaction evaluation between a maintenance decision-

maker and a corrosive pipeline.

for further details about parameters simulation with PSWP.

7.1.3 The Pipeline Model

The simulated system is a dry natural gas pipeline, which is 1.6 km in length, 509 mm in

outer diameter, and 492 mm in inner diameter. The pipeline is considered for transporting

natural gas (i.e., CH4) with a small amount of corrosive gases (i.e., CO2 and H2S) and

elements (i.e., Cl-). The degradation is the result of internal corrosion, including uniform

and pitting corrosions. Degradation is a function of the operating conditions, which are

considered and simulated as time-varying parameters. When the linear combination of the

two degradation processes reaches the threshold value, the pipeline fails either due to leak or

burst. In summary, the pipeline model takes the environmental parameters as inputs and

outputs two Boolean signals representing whether the pipeline fails by either leaks or bursts.

The pipe model consists of a corrosion model and a reliability model, each of which will be
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Figure 7.2: A rectangular-like shaped corrosion defect in the pipeline in: (a) top view and (b) cross-section

view.

described in the following subsections.

7.1.3.1 Corrosion Model

The pipeline system degrades as a result of internal corrosion, including uniform and pitting

corrosions. The corrosion defect is assumed to have a rectangular-like shape, as shown in

figure 7.2, and can be described by corrosion depth and corrosion length. To simulate the

overall degradation, a linear combination of the uniform and pitting corrosion is adopted as

expressed in the following equations [WC20],

dC(t) = dUC(t) + dPC(t), (7.1)

lC(t) = lUC(t) + lPC(t), (7.2)

where dC and lC are the total corrosion depth and length, dUC and lUC are the uniform

corrosion depth and length, dPC and lPC are the pitting corrosion depth and length. The

depth of each type of the corrosions is calculated by accumulating the related corrosion rate.
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For example, assuming CRUC(i) is the uniform corrosion rate in the ith day, the corrosion

depth in day t from the uniform corrosion is as follows:

dUC(t) =
t∑
i=1

CRUC(i). (7.3)

The uniform corrosion rate, CRUC , is simulated by the two-stage model proposed in

[WM19], and the pitting corrosion rate, CRPC , is simulated by the model presented in

[PDR10]. These models take various environmental parameters and predict the corrosion

exacerbation in one day.

Unlike modeling of the corrosion depth that has been studied for a long time, there are no

widely accepted models to calculate corrosion length [MPMY+14]. Therefore, a linear growth

model [Zho10] with an expert suggested corrosion length growth rate (LGR) is assumed. The

same LGR is considered for uniform and pitting corrosion; therefore, the following represents

both the uniform corrosion length, lUC , and the pitting corrosion length, lPC :

lUC(t) = lPC(t) = LGR× t. (7.4)

The simulated overall corrosion depth dC(t) and length lC(t) are inputs to the reliability

model, which will be introduced in the following subsection.

7.1.3.2 Reliability Model

A gas pipeline may fail by leak or burst, given the presence of corrosion defects. Our simulator

considers these two failure modes, and the system reliability is modeled by the load and

strength interference technique by defining their limit state functions at a given corrosion

defect. The limit state function of the leak can be written as g1 = λ− dmax where λ is the

corrosion allowance (i.e., 0.8×wall thickness) and dmax is the maximum defect depth. This

limit state function shows that the leak happens when the maximum defect depth is larger

than the corrosion allowance (g1≤ 0).

On the other hand, the limit state function of the burst g2 can be written as g2 = Pb−Pop

where Pb is burst pressure of the corroded pipeline, and Pop is the operating pressure. Burst
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occurs when the operating pressure is larger than the burst pressure (g2 ≤ 0). The burst

pressure (or remaining strength) of the pipeline decrease due to corrosion damage, and

therefore, the pipeline becomes weaker with increasing time. The burst pressure can be

calculated via a number of developed models, all of which are related to the geometry of the

corrosion defect and the material property of the pipeline. In this simulator, we select ASME

B31G standard [oMECCfPP91] to do the calculation. Once the probabilities of failure for

the failure modes are calculated, Binomial distributions are chosen to determine whether

the scenario ends with a failure event or not. Specifically, we derive two samples from two

Binomial distributions with the leak and burst probabilities. If either failure happens, the

pipeline is regarded as failed.

7.1.3.3 Adjustment of the Corrosion Model to Maintenance Actions

Two types of maintenance are considered, namely preventive maintenance and replacement.

Preventive maintenance includes batch corrosion inhibitor, internal coating, and pigging, all

of which are common ways of mitigating the internal corrosion in dry natural gas pipelines

[oPP18]. Although the internal coating is usually applied during the manufacturing process,

it is not uncommon for pipeline operators to do coating repair if corrosion damages the

coating [Sin17,PJP00]. Therefore, for comparison purposes, the internal coating is considered

as one maintenance action here. Do nothing is also an option to provide the agent with the

flexibility of applying no maintenance action. The influence of these actions on the corrosion

are described as follows:

1. Do nothing: The corrosion continues with no mitigation.

2. Batch corrosion inhibitor: It provides a protective barrier on the inside wall of the

pipeline and reduces the corrosion rate on the basis of inhibitor efficiency.

3. Internal coating: It isolates the pipeline from its environment to prevent water from

reaching the pipeline surface; therefore, no corrosion will happen during the coating

lifetime.
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4. Pigging: It can remove liquids, solids, and debris; and no corrosion will happen until

the water accumulates again.

5. Replacement: The damaged section is removed and then replaced with a new one.

Failure intensity is a common metric used to quantify the effect of repair models in asset

management problems. For example, Doyen and Gaudoin [DG04] proposed reduction of the

intensity model to express the repair effect on the system failure. Inspired by this paper, we

propose a discount factor (df) ranging between zero and one to account for the influences

of maintenance actions on the pipeline corrosion. The corrosion rate is multiplied by the

discount factor to model the updated corrosion rate. Each maintenance action that directly

influences the corrosion rate has its lifetime beyond which the discount factor becomes one.

The discount factors and the lifetime with respect to different maintenance actions are listed

in table 7.1.

Table 7.1: Discount factors and lifetime of different maintenance actions.

Actions Discount factors Lifetime

Batch corrosion inhibition df = 1− 0.95e−0.023×t 1 month

Internal coating dfcoating = 0 5 years

Pigging dfpigging = 0 2 weeks

The variable t in the batch corrosion inhibitor’s df represents time from the inhibitor

appliance. According to table 7.1, the batch corrosion inhibitor’s df is represented with

an exponentially increasing function, i.e., immediately following a batch corrosion inhibitor

appliance, the corrosion rate significantly lessens, and afterward gradually increases to its

original value by an exponential function [YSKS15]. The coating effect and the pigging effect

are to set the corrosion rate to zero but with different time scales. The coating effect is more

permanent and remains for a more extended period of time; therefore, the corrosion rate is

set to zero for five years. However, following a pigging action, the corrosion rate is set to zero

only for two weeks.
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7.1.4 Cost Approximator

Defining the costs is a critical task in any decision-making problem because the reward/cost

is the only mean of the decision-maker to know the aptness of its actions. The goal of the

maintenance decision-maker in the corrosion maintenance scheduling problem is to:

1. avoid catastrophic failures, namely leakage and burst,

2. extend the life of the asset,

3. reduce the maintenance costs.

To include these three goals in the reward function, we define three types of rewards as

follows. Here we use cost to address the negative reward, and the total reward after each

month is the algebraic summation of these three values:

1. Cost of failure: the cost that is associated with the situations where the system has

failed. This cost is non-zero only when the pipeline enters a failure state. Upon the

pipeline’s arrival in a failed state, a high cost is emited to the decision-maker to penalize

its decision-making policy. This cost should be considerably higher than the other

types of costs because of the massive hazard the failures impose on people’s lives and

the pipeline’s surrounding environment. Besides, failures cause an interruption in the

service that might have significant economic consequences.

2. Life extension reward: the reward of delaying the failure. At the end of each month

that the pipeline is not in one of the terminal states, namely failure and replacement,

the agent receives a positive reward for extending the life of the pipeline for that month.

This value is small in comparison to other types of cost.

3. Cost of maintenance: the cost that is associated with each maintenance action. The

cost of the month’s maintenance action is emitted to the agent at the end of each

month, along with the failure delaying reward and the failure cost.
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One of the challenges in designing the test bench is assigning values to the reward function

since the cost-sensitive decision-making mechanisms highly rely on the cost values. The

approach taken in this research is to assign values to the maintenance costs from general

information appertaining to the gas pipeline maintenance and then specify the remaining

reward values with respect to the maintenance costs. It should be noted that the values

assigned here could be updated for different application scenarios. In addition, at this stage,

the problem is simplified by considering only a segment of the pipeline, which is 1-mile long.

By doing that, we can ignore the spatial effect on our studied system.

Table 7.2 lists the values of the three types of reward functions considered in this study.

Regarding the maintenance cost, first of all, “Do nothing” costs $0 in general if the cost

of the inspection is neglected for all the other maintenance actions. Second, the “Pigging”

operation starts from inlet to outlet. Therefore, the cost is determined based on the distance

between the launcher and the receiver. Based on the data from pipeline operators, the cost is

roughly $35000/mile [Mit13]. Third, “Batch-treatment of corrosion inhibitor” is to pump the

corrosion inhibitors from the inlet, and the volume of the pipeline determines the cost. Here

it is assumed that one-third of the tubing volume is needed for the inhibition efficiency to

be over 90%, and the cost is estimated to be $130000/mile [Gar94]. In addition, “Internal

coating” is a costly option as it requires the pipeline excavation. The cost is approximately

$800000/mile, according to [Lar20]. Finally, the cost of a corroded pipeline replacement varies

based on the pipeline size, which is hard to estimate, but in general, it is more expensive than

any rehabilitation actions. Here, we assign it to be $1600000/mile, two times the coating

cost.

Two types of failure costs are considered in this research. The leak cost is assumed to

be three times the replacement cost because a leaked pipeline needs to be replaced, but

the replacement follows with an unplanned interruption of the service. The burst cost also

includes the replacement cost, but along with that, it has a significantly larger cost reflecting

the highly catastrophic hazards it might cause. The life extension reward per month is set to

$50000 based on the sensitivity analysis results performed on the value of the life extension
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reward.

Table 7.2: Values of reward functions for different types of costs in the unit of $10,000.

Type Cases Value($10,000)

Maintenance cost

Do nothing 0

Pigging -3.5

Inhibitor -13

Coating -80

Replacement -160

Failure cost
Leakage -480

Burst -1760

Life extension reward Reward per month +5

7.2 Framing the Test Bench in an MDP Format

The first step to frame the pipeline corrosion maintenance as a sequential decision-making

problem is to define it in an MDP format. As stated before, MDP is the mathematical

formulation of RL and consists of a state space, an action space, a reward function, and a

state transition function. The transition function is not required here because the techniques

employed in this research are data-driven (model-free) RL that does not need any knowledge

about the pipeline’s health state transition. In the following, we define the state space, the

action space, and the reward function for the developed test bench.

7.2.1 State Space

The state in an MDP must be defined in a way that they have the Markov property. In

the case of an MDP, the Markov property requires that the future state depends only on

the current state and the current action. In other words, the state is a concise summary

of the environment’s history that includes all the necessary information to predict the next
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state given the action. Because this study’s scope is the pipeline’s corrosion, the state

definition should include all the essential information to predict the next corrosion status

given the action. Therefore, the state definition consists of the depth, length, and rate of the

corrosion. Instead of directly taking the value of the depth and length, we considered the

max-normalized representation of them to remove the agent dependency on the pipeline’s

parameters. Equations 7.5 and 7.6 define the corrosion depth and length as utilized in the

pipeline’s health state definition where the maximum corrosion depth is the wall thickness,

and the maximum corrosion length is estimated by running the model for 40 years without

maintenance; and equation 7.7 defines the corrosion rate.

NCD =
corrosion depth

max corrosion depth
, NCD ∈ SNCD = [0, 1], (7.5)

NCL =
corrosion length

max corrosion length
, NCL ∈ SNCL = [0, 1], (7.6)

CR = NCD(t)−NCD(t− 1) , CR ∈ SCR = [0, 1], (7.7)

In the above equations, NCD is the normalized corrosion depth, NCL is the normalized

corrosion length, and CR is the corrosion rate. The whole state space is defined as

s = (NCD,NCL,CR) , s ∈ S = SNCD × SNCL × SCR. (7.8)

7.2.2 Action Space

The action space is defined by available actions that the maintenance scheduler can take in

response to the system’s state. As presented in section 7.1.3.3, the test bench provides the

scheduler with five actions. Therefore, a discrete action space of size 5 is considered for the

agent as follows,

A = {do nothing, pigging, batch corrosion inhibitor, internal coating, replacement}. (7.9)
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7.2.3 Reward Function

The reward is a feedback signal from the environment to the agent that reflects the aptness

of the RL agent’s actions from the environment’s prospect. In real-world RL problems, the

reward function is usually a handcrafted variable by an expert derived from the environment’s

conditions. Assigning the reward function is a longtime challenge in RL [NR+00]. In this

research, the test bench provides the agent with approximated cost values on a monthly basis.

Therefore, the agent can use the negative cost as the reward signal. As stated in section 7.1.4,

the total cost signal is the algebraic summation of the three types of costs, each of which

reflects one of the expectations from the maintenance scheduler. Equation 7.10 formulates

the reward signal. The bold italic terms are binary variables that represent the presence or

absence of the term. For example, if pigging is the maintenance order in the past month,

then the pigging value is set to 1; otherwise, it is 0. Also, ∨ signifies the Boolean “or”.

total monthly cost = [480× leak + 1760× burst] +

[3.5× pigging + 13× inhibitor + 80× coating+

160× replacement + [(1− (leak ∨ burst))× (−5)]

(7.10)

Finally, the maintenance scheduler makes decisions about which one of the five maintenance

actions are the most appropriate and cost-effective to perform in a timely manner. Here

we make the assumption that the corrosion depth and length are inspected and provided

to the scheduler on a monthly basis, and the maintenance scheduler can choose among the

maintenance actions every month after the inspection. In addition to the monthly corrosion

inspection, the maintenance scheduler receives the cost of the previous month and incorporates

that into its current month’s decision.
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CHAPTER 8

Results

In the previous chapters, we presented the proposed trustable deep RL algorithm and our test

environment. This chapter concentrates on presenting and interpreting the results of applying

the methodology to the test environment. Prior to delivering the results, we introduce a

behavior policy that is deployed in the test environment to generate data in section 8.1.

The results section, section 8.2, follows the same structure as chapter 6 since this structure

better conveys the merits of each part of the methodology’s contributions. First, we present

the results of applying the deep actor-critic network with weights initialization on data-

efficiency. We then show how the safety constraints successfully avoid high-risk actions and

improve the trustability of the deep agent’s policy. Afterward, we evaluate the safety-adjusted

policy’s performance by estimating its expected return and a lower confidence bound on

the estimation. In the last part of this chapter, section 8.3, we perform sensitivity analysis

on how variations in the behavior policy would affect the proposed Trustable Deep RL’s

methodology’s performance and accuracy.

8.1 Behavior Policy

The Trustable Deep RL methodology is developed for the class of sequential decision-making

problems that requires an improved decision-making policy upon one or more previously

applied policies. The Trustable Deep RL agent could arrive at a better policy by digesting a

data set generated under the old policies. Therefore, the methodology’s first requirements are

the test and the train sets derived from the old policies. As stated in the previous chapters, we

refer to the old policy as the behavior policy. The behavior policy utilized for data generation
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Table 8.1: The stochastic behavior policy suggested by an environment expert and used for data generation.

CR NCD\NCL 0-0.2 0.2-0.4 0.4-0.6 0.6-1

0 0-1 [1,0,0,0,0] [1,0,0,0,0] [1,0,0,0,0] [1,0,0,0,0]

>0 0-0.33
[0.9,0.025,

0.025,0.025,0.025]

[0.04,0.75,

0.04,0.15,0.02]

[0.04,0.75,

0.04,0.15,0.02]

[0.025,0.025,

0.9,0.025,0.025]

>0 0.33-0.66
[0.04,0.75,

0.04,0.15,0.02]

[0.04,0.75,

0.04,0.15,0.02]

[0.04,0.75,

0.04,0.15,0.02]

[0.025,0.025,

0.9,0.025,0.025]

>0 0.66-1+
[0.025,0.025,

0.9,0.025,0.025]

[0.025,0.025,

0.9,0.025,0.025]

[0.025,0.025,

0.9,0.025,0.025]

[0.025,0.025,

0.9,0.025,0.025]

in this chapter is presented in table 8.1. This is a relatively good policy suggested by the

experts of the simulated pipeline corrosion environment, and as it can be realized from the

table, it is a stochastic policy that associates a probability mass function to each one of

the five actions at each state. The sequence of the actions are do nothing, batch corrosion

inhibitor, internal coating, pigging, and replacement.

By closely looking at the behavior policy, it can be referred that the expert choice of

action for the states in which the corrosion rate is zero is to do nothing deterministically. The

zero corrosion rate happens when the coating is applied, and therefore, there is no corrosion

exacerbation and no need for any other maintenance actions. The behavior policy shifts from

do nothing to pigging to inhibitor to coating as the corrosion gets worse.

In order to generate the training set, 1050 episodes with maximum length of 30 years

(360 steps) are generated while the behavioral policy was in place. Also, another set of 450

episodes with maximum length of 30 years are generated for the test set. The episodes

terminate if the agent reaches the maximum simulation time step, or if the pipeline goes

through replacement, or if the pipeline enters a failed state.

The generated train set is preprocessed by removing the too short episodes, i.e., episodes

with length less than 10 steps. Although these short episodes might be valuable experiences,

they are removed because they adversely affect the training process. During the training,
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random batches of episodes with the same length are sampled from the episode replay memory.

Therefore, when the episodes’ lengths are different, we truncate all the episodes to have the

same length as the shortest one. Consequently, too short episodes result in short training

batches that leads to an agent with poor long-run performance.

In the next step of the preprocessing, the train episodes are saved in an experience replay

memory as experience tuples and in an episodic replay memory as complete episodes. Later,

the experience memory is used for the Q-val network training and the episode replay memory

used for the actor-critic network training. The total number of experience tuples in the

training set is 121109, and the total number of episodes in the training set is 994. The test

set’s episodes are saved as complete episodes and later used for evaluating the new policy’s

performance.

8.2 Applying the Proposed Trustable Deep RL to the Pipeline

Maintenance Management

The training and evaluation phases of the Trustable Deep RL agent is brought in algorithm

10. This algorithm consists of three parts, each highlights one of the three main ideas of this

research, namely, computing the deep actor-critic agent’s policy (lines 1-6), adjusting the deep

agent’s policy according to the safety constraints (lines 7-13), evaluating the safety-adjusted

policy’s performance with a lower confidence bound (lines 14-19). The results of each part

are brought in the following.

8.2.1 Data Efficiency

The data efficiency of the proposed actor-critic network with weight initialization is evaluated

in comparison with a Dueling Double Deep Q-network (DDDQN, section 4.2.4) and an actor-

critic network with no initialization. First, we follow algorithm 7 to train the actor-critic

network with weight initialization. Then, we show the learning curves of the three deep RL

agents and compare them.
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Figure 8.1: The cross-entropy loss of the train and the validation sets during the behavior network’s training

process.

We built the behavior policy network with the same structure as the actor network (section

5.1) and trained that in a multi-class classification setting considering St and At from the

experience tuples as the input features and the labels, respectively. Figure 8.1 presents the

behavior network loss curve. Unlike classification problems that widely choose accuracy as the

learning evaluation indicator, we picked the cross-entropy loss because our goal is to estimate

each action’s probabilities, not the true labels. Figure 8.1 shows the behavior network training

reached a stable value and does not suffer from high bias or variance. Therefore, we copy the

weights into the actor network.

In the next step, a DDDQN with the same structure as the critic network (section 8.2) is

trained using the experience replay memory. This network is called the Q-val network, and

its loss curve during the training is plotted in figure 8.2.

This plot is misleading for evaluating the Q-val network’s training quality because it shows

constantly increasing loss with lots of variations. However, we cannot rely on the loss curve for

deep RL agents’ training evaluation because the target values are not fixed in deep RL networks
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Figure 8.2: The temporal difference loss during the Q-val network training process.

training (please refer to equations 5.1 and 4.4, and their related sections.) The standard

training evaluation practice in the deep RL literature is to plot an indicator of the agent’s

performance in various training stages [HMVH+18,MKS+13,MKS+13,DRBM18,SQAS15].

One major difference between our deep RL algorithm and the studies mentioned above is

in our problem framework, learning happens in an offline setting while those studies work

in a fully or partially online settings. Online training means the agent’s choice of action

is implemented in the system, and the reward is visible at each iteration. Hence, it is

straightforward to compute the total reward at the end of each episode.

Here we take the same approach of plotting the agent’s performance versus iterations

to evaluate the agent’s training with one distinction that we cannot implement the agent’s

choice of action in every iteration of offline training. Instead, we propose testing the agent’s

performance by implementing the most updated policy in the simulated pipeline system every

50 iterations. To account for the environment and the policy stochasticity, we simulate three

episodes with the most updated policy and report the average return over the three episodes.

Figure 8.3 shows the average return of the agent over the three test episodes in every 50

iterations for the Q-val network.
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We should emphasize that testing in the target environment is not possible when dealing

with real, risk-sensitive settings, and this step is not part of the Trustable Deep RL algorithm.

Here we take advantage of our simulated environment only to demonstrate the quality of the

training process.

Figure 8.3: The average return over three test episodes during the Q-val network training process.

The Q-val network starts training with randomly initialized weights, and therefore, the

network’s policy performs poorly at the beginning, with three episodes average return around

−250. After 1200 iterations, the network begins to improve the policy and gain higher

average returns; however, the improvement is not stable, and we observe variations in the

three-episode average return value. Finally, after 4000 iterations, the Q-val network’s return

reaches 53.

According to algorithm 7, in the next step, we copy the Q-val network’s weights into the

critic network, which has the same architecture as the Q-val network. Afterward, we train

the actor-critic network with initialized weights copied from the behavior network and the

Q-val network, following section 4.3. To evaluate the training process, we implement the

most updated policy every 50 iterations in the simulated pipeline environment and run three

test episodes. Figure 8.4 shows the average return over the three test episodes versus the
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Figure 8.4: The average return over three test episodes during the actor-critic network with weight initializa-

tion.

iterations.

The actor-critic network with initialized weights starts off the training from a higher

return value than the DDDQN, figures 8.3 and 8.4. This could be associated with the initial

weights of the two networks. The actor network’s initial weights mimic the behavior policy,

while the initial weights of the DDDQN are random, resulting in a random initial policy.

The training of the actor-critic network with initialized weights continues with a drop, and

then it generally increases until it reaches the return value of 196 at iteration 3000. In the

last 1000 iterations, the return value does not vary much and stays at around 190 with

small variations. By comparing figure 8.4 with figure 8.3, we can conclude that the proposed

actor-critic network with weights initialization outperforms the DDDQN because it reaches a

higher return and demonstrates more stable training; therefore, it has superior data efficiency

than the DDDQN network.

To evaluate the proposed initialization merits on the actor-critic structure’s data efficiency,

we train an actor-critic network in the same way as section 4.3 with random Xavier weight

initialization [GB10]. This network’s training is evaluated in the same way as the previous
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Figure 8.5: The average return over three test episodes during the actor-critic network with no weight

initialization.

two networks, and the result is plotted in figure 8.5.

According to the above graph, the actor-critic network starts the training with a low

return value at around −200, and does not make improvement until after 1000 iterations.

The plots’ overall trend shows the policy improves from 1000 iterations to 1700 iterations,

and till the end of the training at 4000 iterations, it swings between 91 and 24.

Comparing the three deep RL networks’ training evaluation graphs (Figures 8.3, 8.4, and

8.5) shows that the proposed actor-critic network with weights initialization achieved the

highest return and the most stable training. Since the training set and the number of training

iterations are the same for the three deep RL networks, the higher return value infers that

the proposed actor-critic network with weights initialization has better data efficiency than

DDDQN and actor-critic without initialization.
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8.2.2 Safety

The first trustability criterion defined in section 6.3 is safety. The proposed algorithm ensures

the safety of the deep actor-critic RL agent by eliminating undesirable behaviors. This

section quantitatively investigates how eliminating undesirable behaviors improves the deep

RL outcome policy’s safety.

Following the Trustable Deep RL agent methodology, algorithm 10, after training the

deep actor-critic network and the behavior network, the user must apply expert-in-the-loop

constraints to the deep actor-critic network’s output policy. The actions “do nothing” and

“pigging” shall not be performed by common sense when the corrosion is severe. We consider

a corrosion defect as severe when 60% of the wall thickness is corroded. On this ground, we

define the following hazard zones for the two aforementioned actions:

SHZ (ai = do nothing) = {CR 6= 0, NCD ≥ 0.6, NCL ≥ 0.6}, (8.1)

SHZ (ai = pigging) = {CR 6= 0, NCD ≥ 0.6, NCL ≥ 0.6}. (8.2)

Other actions do not have expert-in-the-loop constraints,

SHZ (ai) = ∅ ; ai ∈ {inhibitor, coating, replacement}. (8.3)

The next step is to set the data-span constraints that require the unknown zone for each

action. We have access to the explicit behavior policy of table 8.1, and it is straightforward

to derive the unknown zone of each action from their support sets in the explicit policy.

However, we take the similarity check approach because knowing the explicit policy is rare in

real problems.

The case-bases are formed by first separating the training set experience tuples based on

the actions and then storing each group’s state vectors in a separate case-base. Consequently,

we build five case-bases of state vectors, each related to one of the five actions. When a new

state arrives, the distances between the new state and the nearest neighbors in each of the

five case-bases are measured according to equation 6.3. Any action that its corresponding
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nearest neighbor distance is larger than θ would have zero probability in the new state’s

policy, equation 6.4.

To assign θ, we first measure the greatest distance within the state space. In the test

environment, the state variables are max-normalized; hence the state space is a 1 × 1 × 1

cube, and the line between diagonally opposite corners is the greatest distance in the cube.

The length of the diagonal is
√

3, hence we pick θ =
√

3
2

. We would like to emphasize here

that θ is one of the algorithm’s hyperparameters, and it might take several experiments to

find the best value for that. When the explicit policy is not available, but some outside

information exists on the unknown zones of the actions, we recommend integrating that with

the similarity check approach to gain more accurate data-span constraints.

After setting up the policy search constraints, we need to define a metric to measure

whether the constraints improve the RL agent’s safety. Our test environment is an industrial

installation, namely a gas pipeline system, in which equipment failure causes extensive down-

time, environment and facility damage, and on-site injuries. Therefore, a safer maintenance

policy is the one that leads to lower failure risk. To evaluate a maintenance policy’s failure

risk, we simulate 50 pipeline life episodes while the maintenance policy is in place. The

fraction of the episodes that terminates by failure reflects the failure risk of the in-place

maintenance policy.

Here we call the deep actor-critic network’s policy before passing through the safety

measures as the network policy and after passing through the safety measures as the evaluation

policy. Table 8.2 reports the number of failed episodes under the behavior policy, the network

policy, and the evaluation policy.

Table 8.2: The number of the failed episodes in 50 runs of the pipeline simulation while the behavior policy,

the network policy, and the evaluation policy were in place.

Behivor policy Network policy Evaluation policy

Failed episodes

in 50 runs

Leak 5 2 0

Burst 1 0 0
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According to table 8.2, 6 out of 50 simulated pipeline life episodes ended by failure when

the behavior policy was in place. That was foreseeable because we intentionally designed the

behavior policy imprudent. The network policy performed much safer because the actor-critic

deep agent has learned from the behavior policy experiences and made improvements upon

that. However, 2 cases of leakage failure are still observed in 50 simulated pipeline life

episodes. Finally, the evaluation policy, which is the network policy after passing through

the hazard zone and unknown zone constraints, performed completely safe without any failed

episodes.

We further looked into the average returns of the network and evaluation policies to

check how much of the actor-critic output policy’s optimality is lost by imposing the policy

constraints. The evaluation policy average return is 187 while the network policy average

return is 193. Accordingly, we can conclude that undesirable behavior elimination successfully

improved the safety of the deep RL agent’s maintenance policy without a significant reduction

in the network policy’s expected return (optimality).

8.2.3 Off-Policy Evaluation with Lower Confidence Bound

The second trustability criterion is the new policy suggested by the agent must perform at

least as good as the behavior policy. Following algorithm 10, we compute the estimated

expected returns of the two policies and their lower confidence bounds to evaluate how the

new policy performs comparing to the behavior policy. Algorithm 9, which is invoked within

algorithm 10, handles this computation. It applies equation 6.7 on the whole Dtest to estimate

the behavior policy’s expected return, Ĵ b, and the WPDIS estimator (algorithm 8) on the

whole Dtest to estimate the evaluation policy’s expected return, Ĵe. The estimated expected

returns under the two policies are brought in table 8.3. These values are computed for the

450 episodes in the test set.

We observe that the evaluation policy’s expected return is estimated to be 226.56, which

is larger than the estimated expected return for the behavior policy, 44.31. Hence, on average,

the evaluation policy is estimated to perform much better than the behavior policy.
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Table 8.3: The estimated expected returns by the Trustable Deep RL algorithm for the behavior and

evaluation policies on the Dtest.

Estimated expected return Ĵ b Ĵe

Value 44.31 226.56

Comparing only the point estimates of the expected returns might not gain trust of the

highly risk-averse domains’ users. The proposed Trustable Deep RL algorithm provides lower

confidence bounds on the expected returns to bring more confidence about the new policy’s

performance with respect to the behavior policy. Algorithm 9 calculates three values for the

lower confidence bounds and report the maximum of the three values to make the bounds

tighter.

The three confidence bounds are computed leveraging the MPeB, AM, and BCa concen-

tration inequalities, which are extensively discussed in chapters 3 and 6. The first requirement

for using these CIs is to acquire a set of samples of the estimated expected returns. Algorithm

9 partitions the test set into batches of size K = 5 and computes the estimated expected

returns for the behavior and the evaluation policies, in each batch. Consequently, there

are 450
5

= 90 samples for the behavior policy’s expected return estimated by the empirical

mean, equation 6.7, and 90 samples for the evaluation policy’s expected returns estimated by

WPDIS, algorithm 8.

We need the lower and upper ranges of the estimated expected returns to compute the

MPeB bounds. In the gas pipeline test environment, the largest return happens when the

maximum reward of +5 receives in every step, and the length of the episode is the largest,

i.e., 360 steps. This condition is impossible to happen because the reward of +5 is gained

when no maintenance action has been applied, and the pipeline would not operate for 30

years without maintenance. In fact, it would fail due to severe corrosion after approximately

five years. However, this unrealistic scenario provides us with an approximate upper range

for the return. If we assign Rt = +5, tmax = 360, and γ = 0.99, we get the return upper

limit of +486. We assume all the episodes in equation 6.7 have the maximum return of +486;
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therefore, we get an upper range of +486 for the estimated expected return of the behavior

policy. The upper range of the evaluation policy’s estimated expected return is the same as

the behavior’s because the importance weights in the numerator and denominator of equation

3.24 cancel out each other’s effects.

We investigate a few scenarios to find a tight estimate for the lower range of the return under

the behavior policy. The reward discount factor in all the scenarios is kept at 0.99, a typical

value used in the RL literature that deals with long episodes [MBM+16,WAD17,LHP+15].

The first scenario is when the most costly maintenance happens every month. Among the

pipeline’s four maintenance actions, replacement is the most expensive action. However, the

episode would end as soon as a replacement is performed. In the worst case, if we assume the

replacement happens at the first step of the episode, it would result in the return value of

−160. The second most expensive maintenance action is coating. When coating is performed,

the corrosion rate would be zero for five consecutive years; hence, according to the behavior

policy, table 8.1, no other maintenance action would be performed. Therefore, this scenario

does not provide a low return value.

The next scenario is to apply the batch corrosion inhibitor every month. This scenario

would result in the return value of −778, assuming the pipeline survives for 30 years. We do

not consider a scenario with pigging because it is a less costly action than the inhibitor. The

last scenario is when the pipeline life episode terminates by a burst failure. If no maintenance

action is performed, the pipeline will fail after approximately five years by burst failure. To

get a lower range for the return, we assume it survives for four years with no maintenance

and afterward fails due to burst. In this scenario, we get the return value of −898. The

reward and cost values in all the above scenarios are taken from table 7.2.

The minimum return among the above scenarios belongs to the last scenario, pipeline

failure by burst after four years of operation without maintenance actions. Therefore, we

pick −898 as the return lower limit. Similar to the upper range, the same value, −898, holds

as the lower range of the behavior and evaluation policies’ estimated expected return.

The confidence level selected for this experiment is 90%; therefore, the final lower confidence
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Table 8.4: The input parameters used in algorithm 9.

Parameter Dtest δ γ K B ae be ab bb

Value 450 10% 0.99 5 200 -898 486 -898 486

bounds estimate values that with a 90% chance, the true expected returns are larger than

those values. The results of applying the three confidence bounds to the test set are brought

in table 8.5.

Table 8.5: Lower confidence bounds estimated for the policies’ expected returns.

Policy

Bound type
MPeB AM BCa Maximum

πe 20.69 26.37 223.37 223.37

πb -181.41 -139.91 36.15 36.15

According to the above table, the MPeB and AM inequalities computed very close lower

bounds, with AM performing slightly better. Whereas the BCa performed much better and

computed much tighter bounds. Consequently, we pick BCa bounds as the 90% confidence

lower bounds of the returns. The evaluation policy’s performance has 90% confidence lower

bound of approximately 223.37, and the behavior policy has 90% confidence lower bound

of approximately 36.15. Looking jointly at tables 8.5 and 8.3 endorses that the estimated

expected return of the evaluation policy is much larger than the behavior policy. Besides, its

90% confidence lower bound is much larger. This result indicates that the evaluation policy is

strongly a better policy than the behavior policy, and therefore, it is safe to be implemented

in real pipeline maintenance management.

After the new policy’s performance is endorsed by the off-policy evaluation steps in the

Trustable Deep RL algorithm, it is allowed to be deployed as the decision-making mechanism

of the pipeline maintenance management. Thus, we can assess the off-policy evaluation steps’

accuracy by on-policy evaluation, i.e., directly implementing the evaluation policy in the test

environment. We generate 450 episodes of the pipeline life when the new policy is in place
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Table 8.6: Empirical and estimated expected returns of the behavior and the evaluation policies.

Average return Value

Empirical Ĵ b over 450 test episodes 44.31

Estimated Ĵe over 450 test episodes 226.56

Empirical Ĵe over 450 deployed episodes 190.02

and compute each episode’s return. According to table 8.6, the empirical mean of these 450

episodes’ returns is 190.02, which was estimated to be 226.56 by the WPDIS algorithm. This

result proofs that the adopted methodology for off-policy evaluation provides an estimate

with reasonably good accuracy. We should emphasize that implementing the new policy for

off-policy accuracy assessment is not part of the Trustable Deep RL algorithm and might not

be doable in most real environments’ problems.

The histograms of the returns under both policies for 450 episodes are brought in figures

8.6a and 8.6b to better compare the performances of the evaluation policy with the behavior

policy. Figure 8.6a shows that there are two peaks in the frequency distribution of the return

with the behavior policy, one around −120 and one around +120. The peak around −120

is sharp and narrow while the one near +120 is wide and flat. The return histogram of the

evaluation policy is also a bimodal distribution; however, the right peak is dominant in 8.6b

showing the new policy is more confident about taking better actions. We conclude that the

new policy suggested by the Trustable Deep RL algorithm successfully shifted the return

toward higher values. Moreover, these figures endorse the considerable difference between the

90% confidence lower bounds of the behavior and evaluation policies.
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(a)

(b)

Figure 8.6: Histogram of the returns for on-policy evaluation of: 8.6a behavior policy and 8.6b evaluation

policy.
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8.3 Sensitivity Analysis

This section performs sensitivity analysis on the behavior policy to investigate how variations

in that would affect the proposed Trustable Deep RL algorithm’s performance and accuracy.

Particularly, we study how the algorithm responds when using a more optimal or less optimal

policy for data generation.

The first sensitivity scenario is to use a more optimal policy for data generation. To design

a more optimal policy, we closely studied some of the pipeline life episodes under the previous

section’s evaluation policy, which histograms of figures 8.6a and 8.6b proved its superior

performance. We observed that the previous section’s evaluation policy performs all the

maintenance actions less frequently and prefers pigging rather than applying inhibitor. Hence,

in the first sensitivity scenario’s behavior policy, table 8.7, we assigned higher probability

to “do nothing” in all the stages of the corrosion, higher probability of “pigging” in the

earlier stages of the corrosion, and higher probability of “inhibitor” in the later stages of the

corrosion comparing with the policy of table 8.1.

In the next step, we generate 1050 episodes with maximum length of 30 years as the

training set and another 450 episodes as the test set while the first scenario’s behavior

policy is in place. The generated data set is processed similar to section 8.1. Afterward, we

follow algorithm 10 for training and evaluation of the Trustable Deep RL algorithm. All the

algorithm’s requirements, such as the hazard zones, lower and upper ranges of the returns,

and the WPDIS batch size, are same as the previous sections, except for the behavior policy.

The evaluation results of the new policy suggested by the Trustable Deep RL algorithm are

brought in tables 8.8 and 8.9.

The following tables indicate that the new policy is estimated to have the expected return

of 304 with 90% confidence lower bound of approximately 296.92. Whereas the behavior

policy is estimated to have the expected return of 210 with 90% confidence lower bound of

approximately 208.83. Hence, the new policy is strongly a better policy than the behavior

policy and trustable for implantation in the pipeline test bench. In the next step, to examine
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Table 8.7: The stochastic behavior policy used for data generation in the first sensitivity scenario.

CR NCD\NCL 0-0.2 0.2-0.4 0.4-0.6 0.6-1

0 0-1 [1,0,0,0,0] [1,0,0,0,0] [1,0,0,0,0] [1,0,0,0,0]

>0 0-0.33
[0.74,0.1,

0.005,0.15,0.005]

[0.45,0.1,

0.005,0.44,0.005]

[0.45,0.1,

0.05,0.44,0.005]

[0.45,0.1,

0.005,0.44,0.005]

>0 0.33-0.66
[0.45,0.1,

0.005,0.44,0.005]

[0.45,0.1,

0.005,0.44,0.005]

[0.325,0.42,

0.1,0.15,0.005]

[0.325,0.4,

0.16,0.11,0.005]

>0 0.66-1+
[0.225,0.47,

0.2,0.1,0.005]

[0.322,0.4,

0.2,0.1,0.005]

[0.325,0.4,

0.16,0.11,0.005]

[0.325,0.1,

0.5,0.025,0.05]

Table 8.8: The estimated expected returns by the Trustable Deep RL algorithm for the behavior and

evaluation policies in the first sensitivity scenario.

Estimated expected return Ĵ b Ĵe

Value 210 304

Table 8.9: Lower confidence bounds for the estimated expected returns in the first sensitivity scenario.

Policy

Bound type
MPeB AM BCa Maximum

πe 103.84 94.00 296.92 296.92

πb -2.22 7.49 208.83 208.83

the accuracy of the off-policy evaluation, we generate 450 episodes of the pipeline life when

the new policy is in place and compute each episode’s return. The return empirical mean

of these 450 on-policy episodes is 295.13, which was estimated to be 304 by the WPDIS

algorithm. Therefore, we conclude that the methodology provides a more accurate estimate

for the expected return when the policy is near-optimal. Figures 8.7a and 8.7b show the

histograms of the returns under both policies for 450 episodes. In figure 8.7a we observe

the similar bimodal distribution as in figure 8.6a; however, the evaluation policy almost

eliminates the lower return episodes, figure 8.7b.
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(a)

(b)

Figure 8.7: Histogram of the returns for on-policy evaluation of: 8.7a behavior policy and 8.7b evaluation

policy in the first sensitivity scenario.
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Table 8.10: The stochastic behavior policy used for data generation in the second sensitivity scenario.

CR NCD\NCL 0-0.2 0.2-0.4 0.4-0.6 0.6-1

0 0-1 [1,0,0,0,0] [1,0,0,0,0] [1,0,0,0,0] [1,0,0,0,0]

>0 0-0.33
[0.84, 0.05,

0.005, 0.1, 0.005]

[0.84, 0.05,

0.005, 0.1, 0.005]

[0.05 , 0.1 ,

0.84, 0.005 , 0.005]

[0.05, 0.1,

0.84, 0.005 , 0.005]

>0 0.33-0.66
[0.84, 0.05,

0.005, 0.1, 0.005]

[0.84, 0.05,

0.005, 0.1, 0.005]

[0.05 , 0.1 ,

0.84, 0.005 , 0.005]

[0.05, 0.1,

0.84, 0.005 , 0.005]

>0 0.66-1+
[0.84, 0.05,

0.005, 0.1, 0.005]

[0.84, 0.05,

0.005, 0.1, 0.005]

[0.05 , 0.1 ,

0.84, 0.005 , 0.005]

[0.05, 0.1,

0.84, 0.005 , 0.005]

Table 8.11: The estimated expected returns by the Trustable Deep RL algorithm for the behavior and

evaluation policies in the second sensitivity scenario.

Estimated expected return Ĵ b Ĵe

Value -93 175

Table 8.12: Lower confidence bounds for the estimated expected returns in the second sensitivity scenario.

Policy

Bound type
MPeB AM BCa Maximum

πe -44.17 -22.84 150.02 150.02

πb -299.43 -238.96 -90.52 -90.52

The second sensitivity scenario is to place a less optimal policy than table 8.1 for data

generation, and then investigate how the algorithm’s output policy would improve upon that,

and how accurate the off-policy evaluation would be. We designed the second sensitivity

scenario’s behavior policy to perform maintenance actions much less often than table 8.1.

Moreover, the probability of applying inhibitor in moderate and severe corrosion is larger

than pigging. The second scenario’s behavior policy is shown in table 8.10

In the next step, we generate 1050 episodes with maximum length of 30 years as the

training set and another 450 episodes as the test set while the second sensitivity scenario’s
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behavior policy is in place. The generated data set is processed similar to section 8.1.

Afterward, we follow algorithm 10 for training and evaluation of the Trustable Deep RL

algorithm. All the algorithm’s requirements, such as the hazard zones, lower and upper

ranges of the returns, and the WPDIS batch size are same as the previous sections, except

for the behavior policy. The evaluation results of the new policy suggested by the algorithm

are brought in tables 8.11 and 8.12.

The above tables indicate that the new policy is estimated to have the expected return

of 175 with 90% lower confidence bound of approximately 150.02. Whereas the behavior

policy is estimated to have the expected return of −93 with 90% lower confidence bound of

approximately −90.52. Hence, the Trustable Deep RL algorithm successfully found a strongly

better policy than the input policy which is trustable for implantation in the pipeline test

bench. In the next step, to examine the accuracy of the off-policy evaluation steps, we generate

450 episodes of the pipeline life when the new policy is in place and compute each episode’s

return. The empirical mean of these 450 episodes’ returns is 82.75, which was estimated to

be 175 by the WPDIS algorithm. The large difference between the WPDIS-estimated return

and the empirical mean return infers that the WPDIS’s accuracy for the second sensitivity

scenario is less than the other two studied scenarios.

The histograms of the returns are brought in figures 8.8a and 8.8b to better compare

the performances of the behavior and evaluation policies in the second scenario. We observe

that the behavior policy’s return histogram is a single-mode, right-skewed distribution with

mean around -100, figure 8.8a. Whereas the evaluation policy’s return histogram is a bimodal

distribution with a sharp but narrow distribution around -110 and a wide and flat distribution

around 200 8.8b. The emergence of the right distribution in the evaluation policy’s histogram

shows that the Trustable Deep RL algorithm successfully found a better performing policy.
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(a)

(b)

Figure 8.8: Histogram of the returns for on policy evaluation of: 8.8a behavior policy and 8.8b evaluation

policy in the second sensitivity scenario.
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Table 8.13: Summary of the Trustable Deep RL performance in the sensitivity analysis and base-line scenarios.

Near-optimal πb,

table 8.7

Base-line πb,

table 8.1

Poor πb

table, 8.10

Behavior policy

empirical mean
210 44 -93

Evaluation policy

estimated expected return
304 226 175

Evaluation policy

empirical mean
295 190 82

In summary, the sensitivity analysis approach we employed tested the Trustable Deep RL

algorithm’s performance in different scenarios of the behavior policy optimality. Table 8.13

very concisely summarizes the sensitivity analysis results. We observe that as we enhance

the behavior policy, the Trustable Deep RL algorithm also improves its suggested policy.

However, the accuracy of its estimate on the new policy’s expected return decreases. One

reason might be when we use a poor policy for generating data, the algorithm finds a policy

that is very different from the data generation policy, causing the IS weights of the WPDIS

estimator to explode or vanish, which leads to estimation inaccuracy. On the other hand,

when the data generation policy is near-optimal, the algorithm’s suggested policy would vary

less from the data generation policy; hence the WPDIS estimator provides more accurate

estimates.
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CHAPTER 9

Conclusion and Future Work

Deep RL is one of the most promising avenues of AI research that has gained significant

breakthroughs in several applications. Despite all the recent advances made in the field,

there is still a long way to deploy deep RL in real and highly risk-sensitive systems, e.g.,

clinical treatment policy and industrial installation’s maintenance management policy. RL

has several limitations that hinder its application to everyday life problems, including state

definition and state visibility, credit assignment, and restricted online interaction. In this

dissertation, we tackle the two main deep RL limitations that we believe they need more

fundamental research, namely trustability and data efficiency. In the following, we summarize

each chapter and highlight the novelties. This dissertation’s contributions are chapters 5

and 6, where the Trustable Deep RL algorithm and the pipeline simulated test bench are

proposed.

The dissertation began with a formal description of RL and mathematical representation

of its elements in chapter 2. We introduced two classes of RL solutions, namely value-based

methods and policy-based methods, and presented some of the vanilla off-policy RL algorithms

that set the ground for more advanced algorithms presented or developed in the following

chapters. We stated that RL algorithms’ objective function is to maximize the expected

return and an agent or a decision-making mechanism has a better policy if its expected

return is larger. The expected return plays the central role in the agent’s trustability and

performance evaluation discussed in later chapters.

In chapter 3, we introduced the trustability taxonomy in RL algorithms. An RL agent is

regarded as trustable if it:
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1. acts safely, i.e., it does not perform risky or undesirable behavior,

2. behaves at least as good as the previously deployed policy.

This definition is one of the fundamental contributions of the dissertation. The two trustability

aspects have been addressed separately in the RL community. We unify them and tie them

together by introducing the RL agent’s trustability concept. The issue of avoiding undesirable

or risky actions has been studied under the term safe RL in the literature, and the background

work on safe RL is brought in section 3.1. Providing performance guarantees for a new

recommended policy prior to deployment is tackled under the term off-policy evaluation. The

background work on off-policy evaluation is brought in section 3.2.

Chapter 4 focused on the off-policy deep RL algorithms’ data efficiency. Leveraging

chapter 2 discussion on various types of RL algorithms, this chapter presented the state of the

art data efficiency techniques in deep Q-networks and deep actor-critic networks. Moreover,

the architecture of the network used in the Trustable Deep RL methodology is presented in

chapter 5.

This dissertation’s most significant contribution is the Trustable Deep RL algorithm with

efficient data utilization presented in chapter 6. This chapter began by explicitly listing

characteristics of the target environments. It continued by mentioning all the implemented

techniques to increase the deep RL agent’s data efficiency, among which the weight initializa-

tion of the actor and the critic networks is the novel technique proposed in this dissertation.

Another novelty of this methodology is to apply two sets of policy search constraints as risk

barriers to ensure the safety of the deep network’s policy. One constraint is advised by the

expert, and the other one is derived from data.

The methodology is required to take one more step, beyond safety, to gain the users’

trust, which is to estimate the new policy’s performance prior to deployment. The algorithm

estimates the new policy’s expected return by implementing the WPDIS method introduced

in chapter 3. The algorithm further provides confidence bounds on the estimated expected

return values computed from a K-sized batch of episodes. This points to another contribution
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of the dissertation, which is utilizing expected return batch estimators with concentration

inequalities. Although the proposed approach cannot bound single episodes returns, it well

serves the purpose of comparing the previous policy with the new policy.

The training and evaluation steps of the Trustable Deep RL algorithm are presented

in single pseudocode, algorithm 10. First, the algorithm efficiently trains an actor-critic

network, then the network’s output policy passes through the safety constraints. Lastly, the

resulting policy would be accepted for implementation if its estimated expected return and

lower confidence bound are larger than the previous policy.

Finally, At the end of chapter 6, we brought the Trustable Deep RL deployment algorithm,

algorithm 11. This algorithm encompasses another contribution of this dissertation that is

making advice for future data gathering, i.e., in unprecedented regions of the state space, the

algorithm could provide suggestions on exploring the most promising actions.

Chapter 7 presents a test bench for optimizing the corrosion-related maintenance manage-

ment in the dry gas pipeline. The test bench is another contribution of the dissertation. It is

an effort to facilitate the development of RL methodologies in pipeline integrity management

without risking the real system. The test bench is a physics-based corrosion degradation

model that could interact with a decision-maker agent and adjust itself to the decision-maker’s

maintenance orders. In this dissertation, it offers a test environment for the Trustable Deep

RL methodology.

Lastly, chapter 8 demonstrated and discussed the results of applying the data-efficient

Trustable Deep RL methodology to the pipeline’s corrosion maintenance management problem.

This chapter assessed the data efficiency, safety, and accuracy of the off-policy evaluation.

Besides, it presented the methodology’s sensitivity to the behavior (data generation) policy’s

optimality. In summary, when the behavior policy is a relatively good (around optimal)

policy, the Trustable Deep RL algorithm finds a superior policy that is not very different

from the behavior policy; also the accuracy of the estimated performance and confidence

bounds are satisfactory. In case of a bad behavior policy, the Trustable Deep RL algorithm

still could find a superior policy; however, due to the large difference between the behavior
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and the new policy, the off-policy evaluation’s accuracy is unsatisfactory.

9.1 Future Work

The methodology and test environment presented in this dissertation have highlighted several

topics on which further research would be beneficial:

1. The test environment presented here is a simulated environment. Although we used

that in an offline fashion similar to real systems, we cannot ignore that it is an emulator,

intrinsically different from real-world problems. One direction for future work is to apply

the presented methodology on real data sets, e.g., medical treatment policy. Specifically,

we intend to implement our methodology on sepsis treatment policy because it is

emerging as a benchmark for deep RL medical applications. We aim to leverage upon

the MIMIC III database [JPS+16], which is a publicly available database and contains

hospital admissions from approximately 38,600 adults.

2. In the proposed methodology, the actor-critic network is trained by batches of uniform

random samples from the episode replay memory. Uniform sampling strategy underrates

the informative and rich experiences that happen rarely. Hence, it would be beneficial

to prioritize episodes and replay critical but rare episodes more frequently. To the

best of the author’s knowledge, there is no research on prioritizing episodes, unlike

experience tuples that are well studied in the literature. Considering the increasing

interest in off-policy, episodic RL, this would be a promising avenue of future research.

Our suggestion is to prioritize episodes that have a higher number of rare transitions.

3. One of the assumptions in the Trustable Deep RL methodology is the agent’s action

space is discreet and finite. However, many applications, including robot control and

medication dosage administration, have continuous action space. One direction for

future work is to extend the methodology to problems with continuous action space.

Since the proposed methodology classifies as a policy gradient approach, it is easily

extendable to continuous action space.
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4. Another restrictive assumption in the proposed Trustable Deep RL methodology is

the environment must be fully observable because the underlying techniques are based

on the Markov decision process assumption. The methodology’s extension to par-

tially observable environments would significantly enhance the proposed methodology’s

practicality to real environments. We believe the bottleneck would be to adjust the

actor-critic network to partially observable environments. Our suggestion is to follow

the recent work of Srinivasan et al. [SLZ+18] and Nian et al. [NIR20] who aimed at

modifying the actor-critic deep RL network to handle sequential decision making in

complex partially observable problems.

5. The stationary assumption is also restrictive since many real sequential decision-making

problems are in dynamic environments where the environment responds to the same set

of decisions drift over time. One approach to extend the methodology to non-stationary

environments is to frequently update the training set and retraining the networks with

the most recent observations. The challenge in this approach is how to determine when

is the best time to perform retraining. In other words, how we determine when the

nature of the environment’s responses are shifting.
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