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ABSTRACT OF THE DISSERTATION

Visual-Inertial Odometry on Resource-Constrained Systems

by

Mingyang Li

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, December 2014
Dr. Anastasios Mourikis, Chairperson

In this work, we focus on the problem of pose estimation in unknown environments, using the measurements from an inertial measurement unit (IMU) and a single camera. We term this estimation task visual-inertial odometry (VIO), in analogy to the well-known visual-odometry (VO) problem. Our focus is on developing VIO algorithms for high-precision, consistent motion estimation in real time. The majority of VIO algorithms proposed to date have been developed for systems which are equipped with high-end processors and high-quality sensors. By contrast, we are interested in tracking the motion of systems that are small and inexpensive, and are equipped with limited processing and sensing resources. Such resource-constrained systems are common in application areas such as micro aerial vehicles, mobile phones, and augmented reality (AR) devices. Endowing such systems with the capability to accurately track their poses will create a host of new opportunities for commercial applications, and lower the barrier to entry in robotics research and development.
Performing accurate motion estimation on resource-constrained systems requires novel methodologies to address the challenges caused by the limited sensing and processing capabilities, and to provide guarantees for the optimal utilization of these resources. To this end, in this work, we focus on developing novel, resource-adaptive VIO algorithms based on the extended Kalman filter (EKF) formulation. Specifically, we (i) analyze the properties and performance of existing EKF-based VIO approaches, and propose a novel estimator design method, which ensures the correct observability properties of the linearized system models to improve the estimates’ accuracy and consistency, (ii) present a methodology for minimizing the computational cost of the EKF-VIO algorithms, which relies on online optimization of the estimator’s parameters based on the properties of the environment, (iii) propose an algorithm for joint online calibration of the spatial and temporal relationship between the visual and inertial sensors, and (iv) propose high-fidelity sensor models that enable us to process the measurements captured by rolling-shutter cameras and low-cost inertial sensors. We evaluate our estimators with various simulated and real-world data sets, which demonstrate that our proposed formulations are able to consistently and accurately track the pose of resource-constrained systems in real time.
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\hat{x} \quad \text{An estimate of the variable } x.
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Chapter 1

Introduction

1.1 Localization Using Visual and Inertial Sensors

Localization is the task of determining the pose (position and orientation) of a mobile platform, using sensor measurements. Typically, a localization system includes multiple sensors that are used to capture information about the system’s motion and/or its surroundings, and a computer used to process the sensor information to produce estimates about the system’s pose. In recent years, localization algorithms have been at the focus of intense research interest, due to their importance for applications such as space exploration [1,84,112], self-driving cars [109,115], unmanned aerial vehicles [14,60,79], and several others.

For applications where GPS signals can be reliably received, a number of proven localization solutions exist [25,106,126]. However, when GPS is unavailable, the localization problem is significantly more challenging. While successful
GPS-denied navigation systems have been developed for a number of applications [54, 55, 80, 100], a common characteristic of all these systems is that they rely on expensive, high-quality sensors, and often require significant processing power. Such reliance on expensive hardware makes the widespread adoption of these localization solutions difficult. Specifically, in many applications there exist strict limitations in terms of size, weight, power consumption, battery life, and cost, which preclude the use of high-end processors and high-quality sensors. Such resource-constrained systems include mobile phones, tablet computers, augmented reality (AR) devices, micro aerial vehicles (MAVs), and several others, which are quickly becoming ubiquitous in both industrial applications and our daily lives. Endowing these resource-constrained systems with the capability to accurately localize will create a host of new opportunities in commercial applications and also lower the barrier to entry in robotics research and development.

One key decision in designing a system for GPS-denied localization is the selection of appropriate sensors. These sensors can be categorized into two main types: proprioceptive and exteroceptive. Proprioceptive sensors provide measurements of quantities related to the motion of the system, with typical examples being wheel encoders [15, 122], which measure linear and rotational velocity, and inertial measurement units (IMUs) [8, 25], which measure rotational velocity and specific force. On the other hand, exteroceptive sensors capture information about the surroundings, with common examples being laser scanners [4], radars [51], magnetometers [99], cameras [67, 84, 120], and sonars [27].
In this work, we focus on localization using an IMU and a single camera, as these sensors offer several advantages for localizing small, inexpensive systems. First of all, both IMUs and cameras provide 3D motion information, which is a prerequisite for the application domains of interest. In addition, both IMUs and cameras can operate without requiring any external infrastructure, and thus the resulting localization system can operate in any environment. Moreover, since the IMU is a proprioceptive sensor and the camera is an exteroceptive one, they provide complementary measurement information. As a result, by fusing their sensory input, we can obtain increased accuracy and robustness of the localization system. More importantly, both sensors are suitable for resource-constrained systems, since they consume little power, and are small, light-weight, and inexpensive. Finally, both IMUs and cameras are already found in several commercial resource-constrained devices (e.g., mobile phones and AR devices), and thus using them for providing location information does not require installation of additional hardware.

Methods that use cameras and IMUs for localization are often termed *vision-aided inertial navigation* methods. In these, the cameras are used to detect and track distinctive visual features, which may include points [66], lines [58], planes [33], or objects [95]. Subsequently, the measurements of these features are fused with the IMU measurements for ego-motion estimation. Depending on the type of feature information available, and the system-design objectives, the vision-aided inertial navigation approaches can be grouped into three broad categories: map-based localization, simultaneous localization and mapping (SLAM),
and visual-inertial odometry (VIO). In the following, we briefly discuss each type of methods.

- Map-based localization: These methods assume the existence of an *a priori* feature map of the area where the localization system operates [9, 112, 121]. Using the observations of features with known coordinates, we can obtain estimates of the system pose with bounded uncertainty. This increases the system’s robustness to failure and simplifies estimator design. However, accurate prior feature maps are not known in advance in many situations, and therefore the applicability of this type of approaches is limited.

- Simultaneous localization and mapping (SLAM): In SLAM methods, the sensor measurements are used to localize a system in an unknown environment, while concurrently building a map for the environment [43, 50, 91, 105]. However, constructing and maintaining a detailed feature map is computationally costly, and thus SLAM algorithms should be only used in situations where the feature map is necessary and useful. If the goal of a vision-aided inertial navigation algorithm is to track a moving platform only, building and maintaining a map should be avoided.

- Visual-inertial odometry (VIO): The goal of VIO algorithms is to estimate the pose of a moving platform as it moves in an unknown environment, without the overhead of building a feature map [57, 66, 80, 119]. By focusing only on pose estimation, VIO algorithms attain low computational cost. This makes them suitable for systems with limited resources, which is our primary
interest. These algorithms can be used either as standalone localization methods [66, 80, 120], or as parts of larger localization systems [87, 96, 97].

In this work, since our goal is to track the motion of resource-constrained systems in any environment, we focus on the problem of visual-inertial odometry.

1.2 Key Contributions

The majority of VIO algorithms developed to date have been tailored for specialized robotic systems, which are equipped with high-end sensors and processors. In these systems, the availability of high-quality sensor data and of processing resources simplifies the algorithm design process, to some extent. By contrast, in the resource-constrained systems we are interested in, the design of a localization algorithm is significantly more challenging. First, the limited CPU capabilities of the systems require VIO algorithms to optimally utilize the available computational resources, to attain the highest possible accuracy. Second, the lower quality of inexpensive sensors introduces additional technical challenges that need to be addressed. Specifically, the camera-to-IMU spatial and temporal configuration is typically not accurately known at the hardware level, which introduces extra sensor-calibration problems. Furthermore, low-cost sensors are typically affected by additional systematic errors such as IMU axis misalignment, scale factors, and g-sensitivity, and the image distortions caused by rolling-shutter cameras. These factors, which are typically not present in high-end sensor systems, need to be modelled and treated properly to achieve high-precision pose estimation. In this work,
we propose algorithms for addressing each of the challenges mentioned above, as described in more detail in what follows.

1.2.1 Algorithm design for high-precision, consistent VIO

The first contribution of this work is the design of an EKF-based, high-precision, consistent VIO algorithm. We note that, to date, numerous algorithms have been proposed for VIO, with the majority relying on either the extended Kalman filter [43, 50, 119], or nonlinear iterative least-squares [24, 71, 100]. In this work, the main goal is to design VIO algorithms suitable for resource-constrained systems, where computational capabilities are limited. To this end, we focus on EKF-based VIO, since iterative least-squares algorithms require multiple re-linearizations of the nonlinear measurement models and thus lead to higher computational cost. In our work, we first perform a detailed study of existing EKF-based VIO algorithms, by comparing both their theoretical properties and empirical performance. We show that an EKF formulation where the state vector comprises a sliding window of poses (the MSCKF algorithm [80]) attains better accuracy, consistency, and computational efficiency than the SLAM formulation of the EKF, in which the state vector contains the current pose and the features seen by the camera. Moreover, we prove that both types of EKF approaches are inconsistent, due to the way in which Jacobians are computed. Specifically, we show that the observability properties of the EKF’s linearized system models do not match those of the underlying system, which causes the filters to underestimate the uncertainty in the state estimates. Based on our analysis, we propose a novel, real-time EKF-based
VIO algorithm, termed MSCKF 2.0, which reports consistent motion estimates by ensuring the correct observability properties of its linearized system model. We show that the proposed MSCKF 2.0 algorithm is able to obtain substantially better estimation accuracy and consistency, compared to both existing EKF-based VIO approaches and an iterative non-linear least-squares algorithm.

1.2.2 Optimal utilization of the computational resources

The second key contribution of this work is an EKF-based VIO algorithm that processes the available feature measurements optimally, in terms of utilization of the computational resources, and thus enables real-time operation on the low-end processors of resource-constrained systems. Specifically, we propose a MSCKF/SLAM hybrid filter that combines the MSCKF 2.0 algorithm and EKF-based SLAM in a way that leverages their complementary computational properties, while maintaining high estimation accuracy. A key characteristic of the proposed hybrid filter is that it learns, at runtime, the feature tracks’ statistical properties that affect its computational cost, and employs this information in order to minimize this cost. We show that this optimization can be formulated as a one-variable minimization problem, which can be solved efficiently at runtime. This process allows the estimator to optimally decide whether each of the available features should be processed by the MSCKF 2.0 or the EKF-SLAM approach, in order to minimize the computation. Compared to each individual algorithm, the computational cost of the hybrid filter is significantly reduced. Additionally, since the optimization process is performed by learning the feature information, the
estimator is able to adapt to the changes of the environment. We show that the proposed hybrid filter can attain high-precision state estimates, while operating in real-time on low-end processors, similar to those found on a mobile phone.

1.2.3 Online camera-to-IMU calibration

The third key contribution of this work is an estimation approach that calibrates the relative spatial and temporal relationship between the visual and inertial sensors. The relative spatial relationship refers to the relative orientation and translation between the sensors’ coordinate frames. On the other hand, the temporal relationship refers to the relative time offset between the sensors’ measurement time stamps. For performing accurate VIO, both the spatial and temporal calibration parameters must be precisely estimated. To this end, we include these parameters into the state vector of the proposed MSCKF/SLAM hybrid filter, and estimate them along with all other variables in the state (IMU pose, velocity, biases, and feature positions). Moreover, we present a detailed identifiability analysis of these parameters. Specifically, since the identifiability properties of the spatial calibration parameters have been analyzed in prior work [43,50], we here focus on the properties of the time offset. We show that the time offset is locally identifiable, except in a small number of degenerate motion cases, which we characterize in detail. These degenerate cases are either (i) cases known to cause loss of observability even when no time offset exists, or (ii) cases that are unlikely to occur in practice. Our estimation approach as well as the identifiability analysis are validated by both simulation and experimental results, which demonstrate
that the proposed approach yields high-precision, consistent estimates, with both constant and time-varying offsets.

1.2.4 Localization using a low-cost inertial sensor and a rolling-shutter camera

The final key contribution of this work is a high-precision pose estimation algorithm which addresses the special characteristics of low-cost MEMS inertial sensors and rolling-shutter cameras. On the one hand, low-cost inertial sensors exhibit significant systematic errors, which must be estimated and compensated for to allow accurate pose estimation. On the other hand, the rolling-shutter sensors which are found on most low-cost cameras create significant distortions (the rolling shutter effect) which, if left unmodeled, can lead to poor performance. To address these issues, we propose an algorithm that employs high-fidelity sensor models for both the IMU and the rolling-shutter camera, and performs online estimation of all the model parameters. Moreover, we propose a novel method for processing the measurements of rolling-shutter cameras, which employs an approximate representation of the estimation errors, instead of the state itself. We show that the proposed error representation results in lower modeling errors compared to existing approaches, and thus leads to better performance. The high-fidelity sensor modeling, online calibration, and novel rolling-shutter formulation are employed in conjunction with the MSCKF/SLAM hybrid filter. The resulting algorithm is shown to result in high-precision localization using the limited computational resources and low-cost sensors of a mobile phone.
1.3 Manuscript Organization

The remainder of the dissertation is organized as follows. Chapter 2 analyzes existing EKF-based VIO approaches and presents an accurate and consistent VIO algorithm, termed MSCKF 2.0. In Chapter 3, we present a hybrid EKF which further optimizes the computational cost of the MSCKF 2.0. Chapter 4 addresses the spatial and temporal calibration problem for fusing the visual and inertial measurements. In Chapter 5, we propose our approach for performing VIO using the measurements from low-cost sensors. Finally, Chapter 6 concludes the dissertation.
Chapter 2

Consistent EKF-based Visual-Inertial Odometry

2.1 Introduction

To date, most VIO algorithms are either extended Kalman filter (EKF)-based methods [43, 50, 80], or methods utilizing iterative minimization over a window of states [21, 55, 56]. The latter are generally considered to be more accurate, as they employ re-linearization at each iteration to better deal with the nonlinearity of the measurement models. However, the need for multiple iterations also incurs a high computational cost, compared to EKF-based methods. Ideally, we would like to have an algorithm that obtains accuracy similar to, or better than, that of iterative-minimization algorithms, but at the computational cost of an EKF algorithm. In this chapter, we show that this can be achieved. Specifically, we present a novel EKF-based VIO algorithm, which attains estimation accuracy...
better than both existing EKF alternatives and an iterative-minimization-based VIO method.

We begin by comparing the performance of two families of EKF-based VIO estimators: EKF-SLAM and sliding-window algorithms. In the former class of methods, the filter state vector contains the current IMU pose as well as the visual features [43, 54, 91]. Since we are interested in performing VIO, not mapping, only the currently visible features are maintained in the state vector, to keep the computational cost bounded [85]. On the other hand, in the latter class of methods, the state vector contains only a sliding window of poses, and the feature measurements are used to apply probabilistic constraints between them [20, 80]. Out of this second class of methods, we focus on the multi-state-constraint Kalman filter (MSCKF) algorithm [80], which has been shown to be the maximum-a-posteriori estimator up to linearization [67]. We here show that the MSCKF algorithm outperforms EKF-SLAM in terms of both accuracy and consistency in experimental data, and provide a theoretical explanation for this result.

Having shown the advantages of the MSCKF over EKF-SLAM methods, we then focus on analyzing and further improving its performance. Specifically, our approach relies on improving the consistency of the MSCKF, which, in turn, also improves the accuracy of the estimates. As defined in [7, Section 5.4], a recursive estimator is consistent when the estimation errors are zero-mean and have covariance matrix equal to that reported by the estimator. In this chapter, we identify and address the root cause of inconsistency in the MSCKF, which is related to a fundamental shortcoming of the EKF: we prove that, due to the way the EKF Ja-
cobians are computed, even though the IMU’s rotation about gravity (the yaw) is not observable in VIO (see, e.g., [43, 50, 75]), it appears to be observable in the linearized system model used by the MSCKF – and the same occurs in EKF-SLAM. Thus, the estimator erroneously believes it has more information than it actually does, and reports a covariance matrix for the state that underestimates the actual one.

To address the inconsistency problem, we present an approach that ensures the appropriate observability properties for the filter’s linearized system model. To achieve this, we derive a closed-form expression for the IMU’s error-state transition matrix, and employ it in conjunction with a modified way to compute the filter Jacobians. We term the resulting algorithm MSCKF 2.0. Our results show that the MSCKF 2.0 obtains higher consistency and accuracy compared to the original algorithm [80], but also compared to a sliding-window iterative-minimization approach, which has much higher computational cost.

2.2 Related Work

The simplest (and most computationally efficient) approaches to VIO are loosely-coupled ones, i.e., methods that process the IMU and image measurements separately. For instance, some methods first process the images for computing relative-motion estimates between consecutive poses, and subsequently fuse these with the inertial measurements [20, 73, 94, 107, 120]. Alternatively, IMU measurements can be processed separately for extracting rotation estimates, and fused in
an image-based estimation algorithm [14, 56, 88]. Separately processing the two sources of information leads to a reduction in computational cost. This however, comes at the expense of information loss: for instance, using feature measurements for egomotion estimation between pairs of images ignores the correlations between consecutive timesteps [82], and processing IMU measurements separately does not allow for optimal estimation of sensor biases.

In this work, we are therefore interested in tightly-coupled methods, which directly fuse the visual and inertial data, thus achieving higher precision. As previously mentioned, these are either based on iterative minimization over a sliding window of states, or are EKF formulations\(^1\). In the former methods (e.g., [21, 55, 56, 72, 88]), which essentially implement bundle-adjustment in a sliding window of states [23] with the addition of IMU measurements, older poses and/or features are removed from the state vector to maintain the computational cost bounded. The need for multiple iterations during minimization results in increased computational cost, however. In this chapter, we show that a properly designed EKF estimator can attain performance higher than that of iterative minimization, at only a fraction of the computation.

To fuse the visual and inertial measurements, the most commonly used tightly-coupled EKF estimator is EKF-based SLAM, in which the current camera pose and feature positions are jointly estimated [43, 50, 54, 91, 92]. To keep the computational cost bounded in EKF-SLAM algorithms, features that move out of the

\(^{1}\text{Note that hybrid approaches have also appeared (e.g., [81]), which use the estimates of the EKF as initial guesses for iterative minimization. Moreover, hybrid schemes that maintain both an EKF and a minimization-based estimator for robustness and/or efficiency have been proposed [14, 119].}\)
camera’s field of view must be removed from the state vector [85]. On the other hand, the MSCKF algorithm is an alternative EKF-based VIO method [80, 98], which maintains a sliding window of poses in the state vector and uses the feature measurements to impose constraints on these poses. In this chapter, we compare the MSCKF and EKF-SLAM algorithms, and show that the MSCKF can lead to estimates with better accuracy and consistency.

A key contribution of this chapter is a systematic approach to improve the consistency of EKF-based vision-aided inertial navigation. Specifically, our approach is motivated by recent work examining the relationship between the observability properties of the EKF’s linearized system model and the filter’s consistency, in the context of 2D SLAM [40, 41]. These works showed that, due to the way in which Jacobians are computed in the EKF, the robot’s orientation appears to be observable in the linearized system model, while it is not in the actual, nonlinear system. As a result of this mismatch, the filter produces too small estimates for the uncertainty of the orientation estimates, and becomes inconsistent. In this chapter, we show that the same problem affects EKF-based VIO in 3D, and present approaches to address it and improve the estimation consistency and accuracy.

2.3 EKF-based Visual-Inertial Odometry

Consider a mobile platform, equipped with an IMU and a camera, moving with respect to a global coordinate frame, \( \{G\} \). Our goal is to perform VIO, i.e., to track the position and orientation of the platform using inertial measurements and
observations of naturally occurring point features, whose positions are not known \textit{a priori}. To this end, we affix a coordinate frame \{I\} to the IMU, and track the motion of this frame with respect to the global frame. We note that, to define the frame \{I\}, we choose its origin to be the point where the three accelerometer axes intersect, and select the direction of its axes along that of the accelerometer axes.

In this chapter, it is assumed that the IMU axes are perfectly orthogonal to each other. The case where the axes are mis-aligned is treated in Chapter 5. In what follows, we first describe the parameterization we employ for the IMU state, and then discuss the two alternative tightly-coupled EKF formulations for VIO, and compare their performance.

### 2.3.1 IMU state parameterization

Following standard practice, the IMU state at time step $k$ is defined as the $16 \times 1$ vector

\[
\mathbf{x}_E^T = \begin{bmatrix}
I^T_k \bar{\mathbf{q}}_k^T & G^T_{I_k} p^T_{I_k} & G^T_{I_k} v^T_{I_k} & b^T_{gk} & b^T_{ak}
\end{bmatrix}
\]  

(2.1)

where $I^T_k \bar{\mathbf{q}}_k$ is the unit quaternion \cite{113} representing the rotation from the global frame to the IMU frame at time step $k$, $G^T_{I_k} p^T_{I_k}$ and $G^T_{I_k} v^T_{I_k}$ are the IMU position and velocity in the global frame, and $b^T_{gk}$ and $b^T_{ak}$ are the gyroscope and accelerometer biases. The bias vectors $b_g$ and $b_a$ are modeled as random walk processes, driven by zero-mean white Gaussian noises $n_{wg}$ and $n_{wa}$ respectively. To define the error state corresponding to $\mathbf{x}_E$, we use the standard additive error definition for the position, velocity, and biases (e.g., $\hat{G}_p^I = G^I_{p_I} - \hat{G}_p^I$). For the orientation error, out of the several possible options that exist, the preferable ones are those that (i)
are local, so that singularities are avoided, and (ii) use a minimal, 3-dimensional representation of the orientation error. To obtain a local parameterization, we define the orientation error based on the quaternion $\delta \bar{q}$ that describes the difference between the true and estimated orientation. Specifically, we define:

$$I_G \bar{q} = I_G \hat{q} \otimes \delta \bar{q} \Rightarrow \delta \bar{q} = I_G \hat{q}^{-1} \otimes I_G q$$

(2.2)

where $\otimes$ denotes quaternion multiplication. Intuitively, $\delta \bar{q}$ is the (small) rotation that should be applied so that the estimated global frame matches the true one. To obtain a minimal representation for this rotation, we note that $\delta \bar{q}$ can be written as:

$$\delta \bar{q} = \begin{bmatrix} \frac{1}{2} G \hat{\theta}_i \\ \sqrt{1 - \frac{1}{4} G \hat{\theta}_i^T G \hat{\theta}_i} \\ 1 \end{bmatrix} \approx \begin{bmatrix} \frac{1}{2} G \hat{\theta}_i \\ 1 \end{bmatrix}$$

(2.3)

where $G \hat{\theta}_i$ is a $3 \times 1$ vector describing the orientation errors about the three axes. With the above error definition, the evolving IMU error-state at time-step $k$ is defined as the $15 \times 1$ vector:

$$\bar{x}_{E_k} = \begin{bmatrix} G \hat{\theta}_{ix}^T & G \hat{\theta}_{ix}^T & G \hat{\theta}_{ix}^T & b_{ix}^T & b_{ax}^T \end{bmatrix}^T$$

(2.4)

It is worth pointing out that our choice of the orientation-error parameterization is guided by the analysis of [63]. That analysis showed that defining the orientation error based on the difference between the true and estimated global frame, as in (2.2)-(2.3), is preferable to defining it as the difference between the true and estimated IMU frame. Specifically, the latter choice (used, for example, in [80]) causes undesirable terms to appear in the observability matrix of the EKF’s linearized system model.
2.3.2 EKF-based SLAM

In EKF-SLAM algorithms, the filter state vector contains the current evolving IMU state, $x_{E_k}$, and a representation of the feature positions. Thus, the filter state vector at time-step $k$ is defined as:

$$x_k = \begin{bmatrix} x^T_{E_k} & f_1^T & \cdots & f_{s_k}^T \end{bmatrix}^T$$  \hspace{1cm} (2.5)

where $f_i$, $i = 1, \ldots, s_k$, are the features included in the state vector at time step $k$. The features can be parameterized in different ways, which will lead to different estimation performance. We discuss the details of the feature parameterization in Section 2.3.4.

The EKF-SLAM equations are well-known, and we therefore only briefly describe them here, to introduce the necessary notation. In standard practice, the IMU measurements are used to propagate the evolving state. To describe the way in which the errors in the propagated state estimate depend on the estimation errors at the previous time step, the EKF employs a linearized equation of the form:

$$\ddot{x}_{E_k+1|k} \simeq \Phi_{I_k} \dot{x}_{E_k|k} + \mathbf{w}_{d_k}$$  \hspace{1cm} (2.6)

where $\Phi_{I_k}$ is the IMU error-state transition matrix at time-step $k$, and $\mathbf{w}_{d_k}$ is a noise vector, with covariance matrix $Q_{d_k}$. The filter’s covariance matrix is propagated according to

$$P_{k+1|k} = \begin{bmatrix} \Phi_{I_k} P_{EE_k|k} \Phi^T_{I_k} + Q_{d_k} & \Phi_{I_k} P_{EF_k|k} \\ P^T_{EF_k|k} \Phi^T_{I_k} & P_{FF_k|k} \end{bmatrix}$$

where $P_{EE_k|k}$ is the covariance matrix of the evolving IMU state, $P_{FF_k|k}$ is the covariance matrix of the features, and $P_{EF_k|k}$ the cross-covariance between them.
On the other hand, the camera measurements are used to perform EKF updates. Specifically, the observation of feature \( i \) at time step \( k \) is described by the equation:

\[
\mathbf{z}_{ik} = \mathbf{h}(\mathbf{x}_{Ek}, f_i) + \mathbf{n}_{ik}
\]  

(2.7)

where \( \mathbf{n}_{ik} \) is the measurement noise vector, modelled as zero-mean Gaussian with covariance matrix \( \sigma^2 \mathbf{I} \), and the function \( \mathbf{h} \) describes the camera measurement model, given by:

\[
\mathbf{h}(\mathbf{x}_{Ek}, f_i) = \begin{bmatrix}
\mathbf{C}_k x_{fi} \\
\mathbf{C}_k y_{fi} \\
\mathbf{C}_k z_{fi}
\end{bmatrix}
\]  

(2.8)

In the above equation, the vector \( \mathbf{C}_k \mathbf{p}_{fi} = [\mathbf{C}_k x_{fi}, \mathbf{C}_k y_{fi}, \mathbf{C}_k z_{fi}]^T \) is the position of the feature with respect to the camera at time step \( k \):

\[
\mathbf{C}_k \mathbf{p}_{fi} = \mathbf{C}_I \mathbf{R}_{Ik} \mathbf{R}_G (\mathbf{G}_I \mathbf{p}_{fi} - \mathbf{G}_I \mathbf{p}_{I}) + \mathbf{C}_I
\]  

(2.9)

with \( \{ \mathbf{C}_I \mathbf{R}, \mathbf{C}_I \mathbf{p}_I \} \) being the rotation and translation between the camera and the IMU. In this chapter, since we focus on algorithms for motion estimation, we assume that \( \{ \mathbf{C}_I \mathbf{R}, \mathbf{C}_I \mathbf{p}_I \} \) are accurately known (i.e., from hardware-specific knowledge or offline calibration), and thus treated as constants in (2.9). Additionally, we also assume that the measurements of the IMU and the camera have been precisely synchronized. The more general case when the camera-to-IMU configuration is unknown is discussed in Chapter 4. It is also important to note that, in (2.8), we assume that the camera is pre-calibrated, and therefore the normalized image coordinates are used, instead of the “raw” image pixel coordinates. The case of imperfectly known camera calibration parameters is treated in Chapter 5.
In EKF-SLAM, the feature observations are used directly for updating the state estimates. To this end, we employ the residual between the actual and expected feature measurement, and its linearized approximation:

\[
\tilde{z}_{ik} = z_{ik} - h(\hat{x}_{E|k-1}, \hat{f}_{i|k-1}) \\
\approx H_{ik}(\hat{x}_{k|k-1}) \tilde{x}_{k|k-1} + n_{ik}
\]  

(2.10)

where \( H_{ik}(\hat{x}_{k|k-1}) \) is the Jacobian matrix of \( h \) with respect to the filter state, evaluated at the state estimate \( \hat{x}_{k|k-1} \). This is a sparse matrix, containing nonzero blocks only at the locations corresponding to the IMU state (position and orientation) and the \( i \)-th feature:

\[
H_{ik}(\hat{x}_{k|k-1}) = \begin{bmatrix}
H_{I_{ik}}(\hat{x}_{k|k-1}) & 0 & \cdots & H_{f_{ik}}(\hat{x}_{k|k-1}) & \cdots & 0
\end{bmatrix}
\]  

(2.11)

Once \( \tilde{z}_{ik} \) and \( H_{ik} \) have been computed, a Mahalanobis gating test is performed, and if successful the standard EKF update equations are employed [76]. Depending on the particular feature parameterization used, the exact form of the above Jacobians, as well as the “bookkeeping” required in the filter, will be slightly different.

In VIO, we must ensure that the computational cost of the algorithm remains bounded. To achieve this, features are removed from the state vector immediately once they leave the field of view of the camera. This of course means that the filter cannot process feature re-observations that occur when an area is re-visited. However, such “loop-closure” events do not need to be handled by a VIO algorithm: if desired, they can be handled by a separate algorithm running in parallel, as done for example in [81]. In the “prototypical” VIO scenario, where the camera keeps
moving in new areas all the time, the EKF-SLAM algorithm described above will use all the available feature information.

2.3.3 Multi-state-constraint Kalman filter (MSCKF)

In contrast to EKF-SLAM, the MSCKF is an EKF algorithm that maintains in its state vector a sliding window of poses, and uses feature observations to impose probabilistic constraints between these poses [80]. The state vector of the MSCKF at time-step $k$ is defined as:

$$x_k = \begin{bmatrix} x_{E_k}^T & x_{k-1}^T & x_{k-2}^T & \cdots & x_{k-m}^T \end{bmatrix}^T$$  \hspace{1cm} (2.12)

where $x_{I_i}$, for $i = k - m, \ldots, k - 1$, are the IMU poses at the times the last $m$ images are recorded, consisting of the IMU’s orientation and position:

$$x_{I_i} = \begin{bmatrix} l_i q_i^T & G_i p_i^T \end{bmatrix}^T$$  \hspace{1cm} (2.13)

During MSCKF propagation, the IMU measurements are used to propagate the IMU state estimate and the filter covariance matrix, similarly to EKF-SLAM. The difference lies in the way in which the feature measurements are used. Specifically, every time a new image is recorded by the camera, the MSCKF state and covariance are augmented with a copy of the current IMU pose, and the image is processed to extract and match features. Each feature is tracked until all its measurements become available (e.g., until it goes out of the field of view), at which time an update is carried out using all the measurements simultaneously.

To present the update equations, we consider the case where the feature $f_i$, observed from the $m$ poses in the MSCKF state vector, is used for an update at
time step $k$. The first step of the process is to obtain an estimate of the feature position, $G\hat{p}_f$. To this end, we use all the feature’s measurements to estimate its position via Gauss-Newton minimization [80]. Subsequently, we compute the residuals (for $j = k - m, \ldots, k - 1$):

$$\tilde{z}_{ij} = z_{ij} - h(\hat{x}_{Ij|k-1}, G\hat{p}_f)$$  \hspace{1cm} (2.14)

$$\simeq H_{x_{ij}}(\hat{x}_{Ij|k-1}, G\hat{p}_f)\tilde{x}_{Ij|k-1} + H_{f_{ij}}(\hat{x}_{Ij|k-1}, G\hat{p}_f)G\hat{p}_f + n_{ij}$$  \hspace{1cm} (2.15)

where $\tilde{x}_{Ij|k-1}$ and $G\hat{p}_f$ are the error of the current estimate for the $j$-th pose and the error in the feature position respectively, and the matrices $H_{x_{ij}}$ and $H_{f_{ij}}$ are the corresponding Jacobians, evaluated using $\hat{x}_{Ij|k-1}$ and $G\hat{p}_f$. At this point we note that, in the EKF algorithm, to be able to employ a measurement residual, $\tilde{z}$, for a filter update, we must be able to write this residual in the form $\tilde{z} \simeq H\tilde{x} + n$, where $\tilde{x}$ is the error in the state estimate, and $n$ is a noise vector that is independent from $\tilde{x}$. The residual in (2.15) does not have this form, as the feature position error $G\hat{p}_f$ is correlated to both $\tilde{x}_{Ij|k-1}$ and $n_{ij}$ (this is because $G\hat{p}_f$ is computed as a function of $\tilde{x}_{Ij|k-1}$ and $z_{ij}$, $j = k - m, \ldots, k - 1$). Therefore, in the MSCKF we proceed to remove $G\hat{p}_f$ from the residual equations. For this purpose, we first form the vector containing the $m$ residuals from all the feature’s measurements:

$$\tilde{z}_i \simeq H_{x_i}(\hat{x}_{k|k-1}, G\hat{p}_f)\bar{x}_{k|k-1} + H_{f_i}(\hat{x}_{k|k-1}, G\hat{p}_f)G\hat{p}_f + n_i$$  \hspace{1cm} (2.16)
where \( \tilde{z}_i, \mathbf{n}_i, \mathbf{H}_{\mathbf{f}i}, \) and \( \mathbf{H}_{\mathbf{x}i} \) are block vectors/matrices with elements \( \tilde{z}_{ij}, n_{ij}, H_{fij}, \) and \( H_{xij} \), respectively, defined as:

\[
\tilde{z}_i = \begin{bmatrix} \tilde{z}_{ik-1} \\ \tilde{z}_{ik-2} \\ \vdots \\ \tilde{z}_{ik-m} \end{bmatrix}, \quad \mathbf{n}_i = \begin{bmatrix} n_{ik-1} \\ n_{ik-2} \\ \vdots \\ n_{ik-m} \end{bmatrix} \quad \mathbf{H}_{\mathbf{f}i} = \begin{bmatrix} H_{fik-1} \\ H_{fik-2} \\ \vdots \\ H_{fik-m} \end{bmatrix}
\]

Subsequently, we define the residual vector \( \tilde{z}_o_i = V_i^T \tilde{z}_i \), where \( V_i \) is a matrix whose columns form a basis for the left nullspace of \( \mathbf{H}_{\mathbf{f}i} \). From (2.16), we obtain:

\[
\tilde{z}_o_i \approx H_o_i \hat{x}_{k|k-1} + \mathbf{n}_o_i \tag{2.19}
\]

where \( H_o_i = V_i^T \mathbf{H}_{\mathbf{x}i} \) and \( \mathbf{n}_o_i = V_i^T \mathbf{n}_i \). Note that the residual vector \( \tilde{z}_o_i \) is now independent of the errors in the feature position, and thus can be used for an EKF update. It should also be mentioned that, for efficiency, \( \tilde{z}_o_i \) and \( H_o_i \) are computed without explicitly forming \( V_i \) [80].

Once \( \tilde{z}_o_i \) and \( H_o_i \) are computed, we proceed to carry out a Mahalanobis gating test for the residual \( \tilde{z}_o_i \). Specifically, we compute:

\[
\gamma_i = (\tilde{z}_o_i)^T \left( H_o_i^T \mathbf{P}_{k|k-1} (H_o_i)^T + \sigma^2 \mathbf{I} \right)^{-1} \tilde{z}_o_i \tag{2.20}
\]

and compare it against a threshold given by the 95-th percentile of the \( \chi^2 \) distribution with \( 2m - 3 \) degrees of freedom (\( 2m - 3 \) is the number of elements in the
residual vector $\tilde{z}_o^i$). By stacking together the residuals of all features that pass this gating test, we obtain:

$$\tilde{z}^o \simeq H^o \tilde{x}_{k|k-1} + n^o \quad (2.21)$$

where $\tilde{z}^o$, $H^o$, and $n^o$ are block vectors/matrices, with block rows $\tilde{z}_i^o$, $H_i^o$, and $n_i^o$, respectively. We can now use the above residual expression, which only involves the IMU poses’ errors, for an EKF update. However, if a large number of features are processed at each time instant (the common situation), further computational savings can be achieved. Specifically, in [80] it is shown that instead of using the above residual, we can equivalently compute the thin QR factorization of $H^o$, written as $H^o = QH^r$, and then employ for the updates the residual $\tilde{z}^r$, defined as:

$$\tilde{z}^r = Q^T \tilde{z}^o \simeq H^r \tilde{x} + n^r \quad (2.22)$$

where $n^r$ is the $r \times 1$ noise vector, with covariance matrix $\sigma^2 I_r$. Once the residual $\tilde{z}^r$ and the matrix $H^r$ have been computed, the standard EKF update equations can be thus implemented to compute the posterior state estimates and the covariance matrix. After the EKF update takes place, we remove from the sliding window those poses whose observed features have all been used for updates. An overview of the MSCKF is given in Algorithm 1.
Algorithm 1 Multi-State-Constraint Kalman Filter (MSCKF)

Propagation: Propagate state vector and covariance matrix using IMU readings.

Update: when a new image is recorded,

- State augmentation: augment the state vector as well as the associated covariance matrix with the current IMU position and orientation.

- Image processing: extract corner features and perform feature matching.

- Update: for each feature whose track is complete, compute $\tilde{z}_i^o$ and $H_i^o$, and perform the Mahalanobis test. Use all features that pass the test to formulate $\tilde{z}^r$ and $H^r$, and perform an EKF update.

- State management: remove from the state vector those IMU states for which all associated features have been processed.
2.3.4 Comparison of the MSCKF and EKF-SLAM approaches

We now compare the two VIO methods discussed in the preceding subsections. We start by noting that the MSCKF and EKF-SLAM make use of the same measurement information. Specifically, in [67], it is shown that if the system model was linear-Gaussian, the MSCKF estimate for the current IMU pose would be the optimal, maximum a posteriori (MAP) estimate. In the linear-Gaussian case, EKF-SLAM also yields the MAP estimate, since the Kalman filter is a MAP estimator [48]. Thus, if the system models were linear-Gaussian, the EKF-SLAM and the MSCKF algorithms would yield the same, optimal estimates for the IMU pose. The differences in their performance arise due to fact that the actual measurement models are not linear, as discussed next.

To test the performance of the methods with the actual nonlinear system models, we performed extensive Monte-Carlo simulation tests. To obtain realistic simulation environments, we first collected a 13-minute, 5.5-km-long real-world dataset, and subsequently generated simulation environments based on the collected dataset, as described in Appendix A.6. In the simulations, the algorithms compared are (i) the MSCKF, (ii) EKF-SLAM with inverse depth parametrization (IDP) [18], (iii) EKF-SLAM with the anchored homogeneous feature parametrization (AHP) [103], and (iv) EKF-SLAM with the “traditional” XYZ feature parametrization (XYZ). Our goal in these simulations is to examine both the accuracy and the consistency of the algorithms. Therefore, we collect
statistics for the average normalized estimation error squared (NEES) for the IMU pose (position and orientation), as well as the root mean squared error (RMSE) for the IMU position and orientation. We note that for a consistent estimator the average pose NEES should be 6 (equal to the dimension of the pose error), while a larger NEES value indicates inconsistency.

In all the SLAM algorithms, we wait until $\kappa$ observations of a feature are available, prior to initializing it in the state vector. For this purpose, we maintain a sliding window of $\kappa$ poses in the state vector, and when a feature has been observed $\kappa$ times, all the measurements of the feature are used concurrently to initialize the feature parameterization and its covariance. In our tests, we used the values $\kappa = 2$, $\kappa = 4$, and $\kappa = 6$. Even though for the IDP and AHP approaches it is not necessary to use multiple observations for initialization, our results show that this results in dramatically improved performance. We note that if a feature’s track ends after fewer than $\kappa$ observations, its measurements are processed with the MSCKF measurement model instead. In this way no measurements are discarded, and all the algorithms compared use the same feature observations for fairness.

Fig. 2.1 shows the average NEES for the IMU pose, as well as the RMSE for the IMU position and orientation, averaged over 50 Monte-Carlo trials. This plot corresponds to the case $\kappa = 4$ for the SLAM methods. Moreover, Table 2.1 provides the numerical values for the NEES and RMSE for all the algorithms, and with different values of $\kappa$ for the SLAM methods. Several interesting conclusions can be drawn from these results. The most important one is that the MSCKF
Figure 2.1: Comparison between the MSCKF and EKF-SLAM: The average NEES of the IMU pose and RMSE of the IMU position and orientation. The different lines correspond to the MSCKF (line with squares – red), the AHP (line with triangles – light green), the IDP (line with circles – blue), and the XYZ (dotted line – dark green). Note that due to their large values, the curves for some of the EKF-SLAM methods are not fully visible. Table 2.1 presents the statistics for all the curves.
algorithm outperforms all three EKF-SLAM VIO formulations, both in terms of accuracy (smaller RMSE) and in terms of consistency (NEES closer to six). This is a result that we have consistently observed in all our tests, and that we attribute to two main reasons:

- First, all EKF-SLAM algorithms assume that the errors of the IMU state and feature positions are jointly Gaussian at each time step. However, due to the nonlinearity of the camera measurement model, this is not a good approximation, particularly for the XYZ parameterization [18]. By intelligently choosing the feature parameterization, as AHP and IDP do, the accuracy and consistency of EKF-SLAM can be improved, as shown in these results. However, these algorithms still perform significantly worse than the MSCKF. Since in the MSCKF the features are never included in the state
vector, no assumptions on the feature errors’ pdf are needed, thus avoiding a major source of inaccuracy.

- In EKF-SLAM, feature measurements are linearized and processed at each time step. By contrast, the MSCKF employs a “delayed linearization” approach: it processes each feature only when all its measurements become available. This means that more accurate feature estimates are used in computing Jacobians, leading to more precise calculation of the Kalman gain and state corrections, and ultimately better accuracy.

Examining the different EKF-SLAM methods, we see that in agreement with previous results [18, 103], we find that the performance of the AHP and IDP parameterizations is significantly better than that of the XYZ parameterization. It should be mentioned that, for the XYZ parameterization, initializing features after only two observations is extremely unreliable: the estimator always fails, which does not allow us to obtain reliable statistics. This failure is characterized by a sequence of timesteps in which the filter corrections are very large (and erroneous), after which all residuals fail the Mahalanobis test, no filter updates occur, and the estimation errors increase rapidly. In fact, even if more observations are used for feature initialization, the XYZ parameterization still remains unreliable: for instance, when \( \kappa = 4 \), the EKF-SLAM with XYZ parametrization fails in 4% of the Monte-Carlo simulations. In the statistics reported in Table 2.1 for the XYZ parametrization, only successful trials are used, to provide more meaningful statistics. Note that no failures were observed in the IDP SLAM, AHP SLAM, or MSCKF algorithms. Moreover, we can observe that the use of more measurements
for feature initialization (larger $\kappa$) leads to better performance, for all EKF-SLAM algorithms. The improvement as $\kappa$ increases occurs because, with more measurements, a better initial estimate for the feature is obtained, and thus the filter Jacobians become more accurate and the feature pdf closer to a Gaussian.

In addition to the algorithms’ estimation performance, it is also important to examine the computational efficiency of the different methods. For the tests performed above, the MSCKF’s average runtime was 0.93 msec per update, while for the EKF-SLAM methods the average runtime was 1.54 msec for XYZ, 3.28 msec for IDP, and 4.45 msec for AHP, when $\kappa = 2$ (measured on a Core i7 processor at 2.66 GHz, with a single-threaded C++ implementation). These observed runtimes agree with the theoretical computational complexity of the algorithms: the MSCKF’s computational cost per time step is linear in the number of features, as opposed to cubic for EKF-SLAM. Thus, we can conclude that due to the higher accuracy, consistency, robustness, and computational efficiency, the MSCKF is preferable to EKF-SLAM algorithms for VIO applications.

2.4 EKF Consistency and Relation to Observability

In Table 2.1 we can see that the average IMU-pose NEES for the MSCKF in the simulation tests is 7.741, i.e., above the theoretically expected value of six for a consistent estimator. Moreover, Fig. 2.1 shows that the NEES is gradually increasing over time, reaching an average of 10.6 in the last 100 sec. These results
show that the MSCKF becomes *inconsistent*, albeit much less so than EKF-SLAM methods. This inconsistency can become significant in long trajectories, as demonstrated in the results of Section 2.8.2. In the remainder of this chapter, we focus on explaining the cause of the inconsistency, and proposing a solution to it.

To illustrate the main idea of our approach, consider a physical system described by general nonlinear models:

$$\dot{x} = f(x, u) + w$$

$$z = h(x) + n$$

(2.23) \hspace{1cm} (2.24)

where $x$ is the system state, $u$ is the control input, $z$ are the measurements, and finally $w$ and $n$ are noise processes. To track the state vector $x$ on a digital computer, discretization of the continuous-time system model is necessary. Furthermore, when an EKF is used for estimation, the filter equations (e.g., covariance propagation and update, gain computation) rely on a linearized version of the discrete-time model, which has the general form:

$$\tilde{x}_{k+1} \simeq \Phi_k \tilde{x}_k + w_k$$

$$\tilde{z}_k \simeq H_k \tilde{x}_k + n_k$$

(2.25) \hspace{1cm} (2.26)

where $\Phi_k$ and $H_k$ denote the error-state transition matrix and the measurement Jacobian matrix, respectively. Since the EKF equations are derived based on the linearized system model in (2.25)-(2.26), the observability properties of this model play a crucial role in determining the performance of the estimator. Ideally, one would like these properties to match those of the actual, nonlinear system in (2.23)-(2.24): if a certain quantity is unobservable in the actual system, its error should
also be unobservable in the linearized model. If this is not the case, “fictitious” information about this quantity will be accumulated by the EKF, which will lead to inconsistency.

The observability properties of the nonlinear system for visual-inertial navigation have recently been studied in [43, 50, 75]. Based on the analysis of these papers, it is now known that when a camera/IMU system moves in a general trajectory, in an environment with a known gravitational acceleration but no known features, four degrees of freedom are unobservable: (i) the three corresponding to the global position, and (ii) one corresponding to the rotation about the gravity vector (i.e., the yaw). In Section 2.6, we analyze the observability properties of the linearized system model employed in EKF-based VIO, by studying the nullspace of the observability matrix associated with (2.25)-(2.26):

\[
\mathcal{O} \triangleq \begin{bmatrix}
H_b \\
H_{b+1} \Phi_b \\
\vdots \\
H_{b+m} \Phi_{b+m-1} \cdots \Phi_b
\end{bmatrix}
\] (2.27)

The nullspace \(\mathcal{O}\) describes the directions of the state space for which no information is provided by the measurements in the time interval \([b, b + m]\), i.e., the unobservable directions. For the linearized system to have observability properties analogous to the actual, nonlinear system, this nullspace should be of dimension four, and should contain the vectors corresponding to global translation and to rotation about gravity. However, our key result, proven in Section 2.6, is that this is not the case when the MSCKF (or an EKF-SLAM method) is employed for VIO. Specifically, due to the way in which the Jacobians are computed in the EKF, the
global orientation appears to be observable in the linearized model, while it is not in the actual system. As a result of this mismatch, the filter produces too small values for the state covariance matrix (i.e., the filter becomes inconsistent), and this in turn degrades accuracy.

Note that, to study the nullspace of the matrix $O$ in (2.27) for the VIO system, we must have an expression for the error-state transition matrix $\Phi_k$, for $k = b, \ldots, b + m - 1$. In turn, this requires an expression for the IMU’s error-state transition matrix, defined in (2.6). Therefore, before proceeding with the observability analysis, we must derive an expression for this matrix. This is the focus of the next section.

### 2.5 Computing the IMU Error-State Transition Matrix

Most existing methods for computing $\Phi_I$ stem from the integration of the differential equation $\dot{\Phi}_I(t, t_k) = F(t)\Phi_I(t, t_k)$, where $F(t)$ is the Jacobian of the continuous-time system model of the IMU motion [113]. For instance [80, 107] employ Runge-Kutta numerical integration, [119, 120] use a closed-form, approximate solution to the differential equation, while several algorithms (especially in the GPS-aided inertial navigation community) employ the simple approximation $\Phi_I \simeq I + F\Delta t$ that is equivalent to using one-step Euler integration (e.g., [25, 29, 72, 116, 123]). All these methods for computing $\Phi_I$ have the disadvantage that, being numerical in nature, they are not amenable to theoretical
analysis. More importantly, however, when $\Phi_I$ is computed numerically and/or approximately, we have no guarantees about its properties. As a result, if $\Phi_I$ is computed in this fashion, we cannot guarantee that the observability matrix of the linearized VIO system (2.27) will have the desirable nullspace properties, a prerequisite for consistent estimation.

In what follows, we describe how the IMU error-state transition matrix can be computed in closed form, as a function of the state estimates. To this end, we first examine what motion information we can infer from the IMU data, and how this information can be used for state propagation. This will enable us to derive an expression for $\Phi_I$ that holds independently of the particular method used to integrate the IMU signals. We note that the expression derived here can be employed in any estimation problem that uses IMU measurements for state propagation (e.g., GPS-aided inertial navigation, vision-aided inertial navigation, etc).

2.5.1 What information do the IMU measurements provide?

The IMU’s gyroscopes and accelerometers give sampled measurements of the following continuous-time signals:

$$\omega_m(t) = I\omega(t) + b_g(t) + n_r(t) \quad (2.28)$$

$$a_m(t) = I G R(t) \left( G a_I(t) - G g \right) + b_a(t) + n_a(t) \quad (2.29)$$
where \( I_\omega(t) \) and \( ^Ga_f(t) \) denote the IMU angular rate and linear acceleration, respectively, \( n_r(t) \) and \( n_a(t) \) are white Gaussian noise processes, and \( ^Gg \) is the gravity vector expressed in the global frame.

Equation (2.28) shows that the IMU gyroscopes provide measurements of the rotational velocity, expressed in the IMU frame. Using these measurements, we can only infer the relative rotation of the IMU between two time instants. Moreover, (2.29) shows that the IMU accelerometers measure specific force, which includes both the body and gravitational acceleration, expressed in the local frame. These signals provide us with information about the velocity change expressed in the local IMU frame, and must be “gravity-compensated” before use for state propagation. In what follows, we momentarily assume that we have access to the continuous-time signals \( \omega_m(t) \) and \( a_m(t) \) in the time interval \([t_k, t_{k+1}]\) (corresponding to the transition from time-step \( k \) to \( k + 1 \)), and show how these signals can be used for state propagation. In each case, we will show how \( \omega_m(t) \) and \( a_m(t) \) can be used to extract the local motion information, and how the local quantities can be used to propagate the global orientation, position, and velocity estimates.

### 2.5.1.1 Gyroscope measurements

The orientation of the IMU frame at time \( t_{k+1} \) with respect to the IMU frame at \( t_k \) (i.e., the relative rotation) can be computed by integrating a differential equation, whose form depends on the selected representation of orientation. In the unit-quaternion representation [113], the relative rotation of the IMU between \( t_k \) and \( t_{k+1} \) is described by a \( 4 \times 1 \) unit quaternion \( I_{k+1}^tq \). To compute an estimate
of $I_{k+1}^k \hat{q}$ using $\omega_m(t)$, we first obtain the estimated rotational velocity in $[t_k, t_{k+1}]$ as

$$\dot{\omega}(t) = \omega_m(t) - \dot{b}_g(t)$$

(2.30)

and then integrate the differential equation:

$$I_k^k \dot{\hat{q}} = \frac{1}{2} \begin{bmatrix} -[\dot{\omega}(t) \times] & \dot{\omega}(t) \end{bmatrix} I_k^k \hat{q}, \quad t \in [t_k, t_{k+1}]$$

(2.31)

with initial condition $I_k^k \hat{q} = [0 \ 0 \ 0 \ 1]^T$. The relative orientation estimate $I_k^k \hat{q}$, computed from the above differential equation, can be employed for propagating the IMU global orientation estimate as follows:

$$I_{k+1}^k_G \hat{q} = I_k^k \hat{q} \otimes I_k^k \hat{q} \quad (2.32)$$

### 2.5.1.2 Accelerometer measurements

Using $a_m(t)$ and an estimate of the accelerometer bias, we can obtain an estimate of the IMU’s acceleration in the global frame as (see (2.29)):

$$G \hat{a}_I(t) = \hat{R}_I^G \left( a_m(t) - \dot{b}_a(t) \right) + g$$

(2.33)

Integrating this signal twice in the time interval $[t_k, t_{k+1}]$ gives the velocity and position propagation equations:

$$G \hat{v}_{I_{k+1}} = G \hat{v}_{I_k} + \int_{t_k}^{t_{k+1}} G \hat{a}_I(\tau) d\tau$$

(2.34)

$$= G \hat{v}_{I_k} + \int_{t_k}^{t_{k+1}} \hat{R}_I^G \left( a_m(\tau) - \dot{b}_a(\tau) \right) d\tau + g \Delta t$$

(2.35)
and

\[
G \hat{p}_{I_{k+1}} = G \hat{p}_{I_k} + \int_{t_k}^{t_{k+1}} G \hat{\mathbf{v}}_I, d\tau
\]

\[
= G \hat{p}_{I_k} + G \hat{\mathbf{v}}_I \Delta t + \int_{t_k}^{t_{k+1}} \hat{G} \hat{R} \hat{y}_k + \frac{1}{2} g \Delta t^2 \quad (2.36)
\]

where \(\Delta t = t_{k+1} - t_k\), and

\[
\hat{s}_k = \int_{t_k}^{t_{k+1}} \int_{t_k}^{t} \hat{R} \left( a_m(\tau) - \hat{b}_a(\tau) \right) d\tau
\]

\[
\hat{y}_k = \int_{t_k}^{t_{k+1}} \int_{t_k}^{t} \hat{R} \left( a_m(\tau) - \hat{b}_a(\tau) \right) d\tau ds \quad (2.37)
\]

Note that the terms \(\hat{s}_k\) and \(\hat{y}_k\) depend only on the values of \(a_m(t)\) and \(\omega_m(t)\) in the time interval \([t_k, t_{k+1}]\), as well as on the IMU biases. These terms express the information provided by the IMU about the change in the IMU velocity and position in \([t_k, t_{k+1}]\). As shown in (2.35) and (2.36), to use \(\hat{s}_k\) and \(\hat{y}_k\) to propagate the global velocity and position estimates, we must express them in the global frame (via the rotation matrix \(\hat{G} \hat{R}\)), and account for the gravitational acceleration.

We note that in [72] it is shown how the IMU measurements can be “pre-integrated”, so that they can be used even without an initial guess for the state. While [72] follows a reasoning similar to the one presented here, we go one step further, and use this analysis to obtain a closed-form expression for the error-state transition matrix.

### 2.5.2 Discrete-time IMU propagation

To derive equations (2.31)-(2.32) and (2.35)-(2.38), it was assumed that the signals \(\omega_m(t)\) and \(a_m(t)\) were available in the entire interval \([t_k, t_{k+1}]\). In practice,
however, the IMU provides samples of $\mathbf{a}_m(t)$ and $\mathbf{\omega}_m(t)$ at the discrete times $t_k$ and $t_{k+1}$. To use these measurements for state propagation, it is necessary to employ additional assumptions about the time evolution of $\mathbf{a}_m(t)$ and $\mathbf{\omega}_m(t)$ between the two times for which samples are available. For instance, we can assume that these signals remain constant for the entire period (equal to their values at either $t_k$ or $t_{k+1}$), or that they change linearly between the sampled values. These assumptions will introduce approximations, which will be small if the sample rate is sufficiently high. We stress however, that some approximation is unavoidable, since turning a continuous-time signal to a sampled one leads to loss of information\(^2\).

In what follows, we describe the integration approach followed in our implementation. In our work, since the IMU biases are modelled as random-walk processes, their estimates remain constant during propagation: $\hat{\mathbf{b}}_{g_{k+1}} = \hat{\mathbf{b}}_{g_k}$ and $\hat{\mathbf{b}}_{a_{k+1}} = \hat{\mathbf{b}}_{a_k}$.

To propagate the IMU pose in time, at time $t_{k+1}$ we use the IMU samples recorded at $t_k$ and $t_{k+1}$ and assume that the signals $\mathbf{\omega}_m(t)$ and $\mathbf{a}_m(t)$ change linearly between these two time instants. With this assumption, we numerically integrate (2.31) using fourth-order Runge-Kutta to obtain $\int_{t_k}^{t_{k+1}} \mathbf{\hat{q}}$, and propagate the IMU orientation using (2.32). For the position and velocity, we employ equations (2.35) and (2.36), where the quantities $\hat{s}_k$ and $\hat{\mathbf{y}}_k$ are computed using Simpson integration of (2.37) and (2.38).

\(^2\)Note that, if the signals are known to be band-limited, more advanced signal-reconstruction methods can be employed. However this requires additional assumptions about the motion characteristics and/or the sensor, which are not always appropriate.
2.5.3 Computing $\Phi_{I_k}$

We now turn our attention to computing the IMU error-state transition matrix shown in (2.6), which can be done by direct linearization of the state-propagation equations (2.32), (2.35), and (2.36). For clarity, we here show the derivation of $\Phi_{I_k}$ omitting the IMU biases, while the full result for the case where the biases are included in the state vector is shown in Appendix A.1. Starting with the orientation error, we note that the orientation-error definition in (2.2)-(2.3) satisfies:

$$\mathbf{R}^G_{I_k+1} \simeq \mathbf{R}^G_{I_k} \left( \mathbf{I}_3 - [\hat{\theta}_I \times] \right)$$  \hspace{1cm} (2.39)

Moreover, the estimated rotation in the time interval $[t_k, t_{k+1}]$ is corrupted by an error due to the inaccuracy of the gyroscope measurements as well as the assumptions employed during integration. We define this error based on the expression

$$\mathbf{q}_{I_k+1} = \mathbf{q}_{I_k} \otimes \delta \mathbf{q}_{\Delta t},$$

from which we obtain

$$\mathbf{R}^{I_k+1}_{I_k} \simeq \mathbf{R}^{I_k+1}_{I_k} \left( \mathbf{I} - [\hat{\theta}_{\Delta t} \times] \right)$$  \hspace{1cm} (2.40)

where $\hat{\theta}_{\Delta k}$ is a $3 \times 1$ error vector. Substituting (2.40) and (2.39) into the expression relating the true rotation matrices, $\mathbf{R}^{I_{k+1}}_G = \mathbf{R}^{I_{k+1}}_{I_k} \mathbf{R}^{I_k}_G$, and removing second-order terms, we obtain the following linearized expression for the orientation-error propagation:

$$\mathbf{g}_{I_{k+1}}^{\hat{\theta}} \simeq \mathbf{g}_{I_k}^{\hat{\theta}} + \mathbf{R}^T_k \hat{\theta}_{\Delta t}$$  \hspace{1cm} (2.41)

where we used the shorthand notation $\mathbf{R}^T_k \hat{\theta}_{\Delta t} = \hat{\mathbf{R}}_k$. For the velocity error, we linearize (2.35) using (2.39), to obtain the linearized error-propagation equation:

$$\mathbf{g}_{I_{k+1}}^{\hat{v}} \simeq -[\hat{\mathbf{R}}^T_k \hat{\mathbf{s}}_k \times] \mathbf{g}_{I_k}^{\hat{\theta}} + \mathbf{g}_{I_k}^{\hat{v}} + \mathbf{R}^T_k \hat{\mathbf{s}}_k$$  \hspace{1cm} (2.42)
The term \( \hat{s}_k = s_k - \hat{s}_k \) is the error in \( \hat{s}_k \), which depends only on the IMU measurement noise and the assumptions employed during integration. Similarly, for the position we obtain:

\[
G \hat{p}_{i_{k+1}} \simeq -[R_k^T \hat{y}_k \times] G \hat{\theta}_{i_k} + G \hat{v}_{i_k} \Delta t + G \hat{p}_{i_k} + R_k^T \hat{y}_k
\]  

(2.43)

where \( \hat{y}_k = y_k - \hat{y}_k \). By combining (2.41), (2.42) and (2.43), we can now write:

\[
\begin{bmatrix}
G \hat{\theta}_{i_{k+1}} \\
G \hat{p}_{i_{k+1}} \\
G \hat{v}_{i_{k+1}} \\
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{I}_3 & 0_3 & 0_3 \\
I_3 & \Delta t I_3 \\
0_3 & I_3 \\
\end{bmatrix}
\begin{bmatrix}
G \hat{\theta}_{i_k} \\
G \hat{p}_{i_k} \\
G \hat{v}_{i_k} \\
\end{bmatrix}
+ 
\begin{bmatrix}
R_k^T \hat{\theta}_{\Delta t} \\
R_k^T \hat{y}_k \\
R_k^T \hat{s}_k \\
\end{bmatrix}
\]  

(2.44)

It is important to note that the above expression for \( \Phi_{i_k} \) has an intuitive explanation. We see that: (i) The diagonal block elements are all identity matrices, which shows that the errors in the IMU state at time \( t_k \) “carry over” to the next time step, as expected. (ii) The velocity error, multiplied by \( \Delta t \), affects the position error at time \( t_{k+1} \), and (iii) The orientation error at time \( t_k \) is multiplied by the “lever-arms” \( \hat{R}_k^T \hat{y}_k \) and \( \hat{R}_k^T \hat{s}_k \), causing accumulation of errors in position and velocity. To write the state transition matrix as a function of the state estimates only, we solve (2.35) and (2.36) for \( \hat{s}_k \) and \( \hat{y}_k \), respectively, and substitute in (2.44) to obtain:

\[
\Phi_{i_k}(\hat{x}_{E_{k+1}}, \hat{x}_{E_k}) = 
\begin{bmatrix}
\mathbf{I}_3 & 0_3 & 0_3 \\
\mathbf{I}_3 & \Delta t I_3 \\
0_3 & I_3 \\
\end{bmatrix}
\]  

(2.45)

\[
\Phi_{pq}(\hat{x}_{E_{k+1}}, \hat{x}_{E_k}) = -[ (G \hat{p}_{i_{k+1}} - G \hat{p}_{i_k} - G \hat{v}_{i_k} \Delta t - \frac{1}{2} g \Delta t^2) \times ]
\]

\[
\Phi_{vq}(\hat{x}_{E_{k+1}}, \hat{x}_{E_k}) = -[ (G \hat{v}_{i_{k+1}} - G \hat{v}_{i_k} - G g \Delta t) \times ]
\]
We stress that this matrix is a closed-form function of the state estimates only. Thus, it can be employed regardless of the way in which the integration of the equations (2.31), (2.37) and (2.38) is carried out.

Note that in different implementations of IMU propagation, the form of the equations being integrated may be different from those shown above (for example, for velocity propagation one may choose to numerically compute the integral in (2.34), instead of breaking it into two terms as in (2.35)). However, this does not change the nature of the information provided by the IMU measurements, and thus does not (in fact, should not) change the way in which the errors in a state estimate propagate to future estimates. This way is described by the matrix in (2.45), as discussed above.

2.6 Observability Properties of the MSCKF System Model

We now employ the closed-form expression for $\Phi_{tk}$ derived in the preceding section to analyze the observability properties of the MSCKF’s system model. To simplify the presentation, we here carry out the analysis for the case where the IMU biases are not included in the estimated state vector. These biases are known to be observable [43], and thus their inclusion would not change the key result of this analysis, which is the erroneous decrease in the dimension of the
nullspace of the observability matrix\(^3\). The fact that the analysis also holds for the case where the biases are included in the state vector is demonstrated by the results presented in Sections 2.8 and 2.9. In the implementation used for all our simulation and experimental results, the biases are included in the state vector, as described in Section 2.3.1.

A difficulty that arises is that the linearized model used by the MSCKF has a complicated form (see, e.g., (2.19)), which makes direct analysis cumbersome. However, we can circumvent this issue by employing the result of [67], which shows that given a linear (or linearized) model, the EKF-SLAM and MSCKF measurement models are equivalent. This means that we can examine the observability properties of the MSCKF’s linearized model, by analyzing those of the corresponding EKF-SLAM model. Note that we cannot directly employ the SLAM Jacobians in (2.11), however, because the MSCKF and EKF-SLAM linearize the measurements using different state estimates: in the MSCKF, a single estimate for each feature is used for computing all the Jacobians involving this feature (see (2.16)), in contrast to EKF-SLAM. Therefore, to analyze the observability properties of the linearized system model used in the MSCKF, we must use the MSCKF’s linearization points in the EKF-SLAM Jacobians.

We consider a state vector containing the IMU orientation, position, and velocity, as well as the positions of all the landmarks observed in the time inter-

\(^3\)If we include in the state additional quantities that are known to be observable, this will augment the observability matrix (2.27) with additional, linearly independent, columns and will not affect the dimension of the nullspace of \(O\).
val \( b, b + m \). For this state vector, the error-state transition matrix (using the MSCKF’s linearization point) at time step \( k \) is given by:

\[
\Phi_k(\hat{x}_{E_{k+1|k}}, \hat{x}_{E_{k|k}}) = \begin{bmatrix} \Phi_{f_k}(\hat{x}_{E_{k+1|k}}, \hat{x}_{E_{k|k}}) & 0 \\ 0 & I_{3s_k \times 3s_k} \end{bmatrix}
\]

(2.46)

where \( s_k \) is the number of landmarks. Turning to the measurement Jacobians, we note that if feature \( i \) is processed at time-step \( \alpha_i + 1 \), then the Jacobians of the measurement model (2.8) are evaluated with the state estimates computed using all measurements up to \( \alpha_i \), and the feature position estimate \( G\hat{p}_{f_i} \) computed via triangulation. Thus, the measurement Jacobian we use in our analysis becomes (see (2.11) and (2.15)):

\[
H_{ik}(\hat{x}_{E_{k|\alpha_i}}, ^G\hat{p}_{f_i}) = \begin{bmatrix} H_{f_{ik}}(\hat{x}_{E_{k|\alpha_i}}, ^G\hat{p}_{f_i}) & 0 & \cdots & H_{f_{ik}}(\hat{x}_{E_{k|\alpha_i}}, ^G\hat{p}_{f_i}) & \cdots & 0 \end{bmatrix}
\]

(2.47)

where the Jacobians of (2.8) with respect to the IMU pose and the feature position are given by

\[
H_{f_{ik}}(\hat{x}_{E_{k|\alpha_i}}, ^G\hat{p}_{f_i}) = J_{ik}(\hat{x}_{E_{k|\alpha_i}}, ^G\hat{p}_{f_i})^T \begin{bmatrix} 0 & -C_k\hat{x}_{f_i} \\ 0 & C_k\hat{y}_{f_i} \\ 0 & C_k\hat{z}_{f_i} \end{bmatrix}
\]

(2.48)

with \([C_k\hat{x}_{f_i} \ C_k\hat{y}_{f_i} \ C_k\hat{z}_{f_i}]^T\) being the estimate of the feature position with respect to the camera:

\[
\begin{bmatrix} C_k\hat{x}_{f_i} \\ C_k\hat{y}_{f_i} \\ C_k\hat{z}_{f_i} \end{bmatrix} = C_R \hat{R}_{k|\alpha_i}(^G\hat{p}_{f_i} - ^G\hat{p}_{f_{k|\alpha_i}}) + ^Cp_f
\]

(2.50)

By substitution of (2.46) and (2.47) in (2.27), we can therefore study the observability properties of the linearized system model of the MSCKF. Before doing that...
however, it is interesting to first examine what the observability matrix would look like in the “ideal” case where the true state estimates were used in computing all Jacobians.

2.6.1 “Ideal” observability matrix

To derive the “ideal” observability matrix, we evaluate the state transition matrix as $\Phi(x_{E_{k+1}}, x_{E_{k}})$ (see (2.46)), and evaluate the Jacobian matrix in (2.47) using the true states. Substituting these matrices in (2.27) yields the following result for the block row of the observability matrix corresponding to the observation of feature $i$ at time step $k$:

$$\hat{O}_{ik} = \hat{M}_{ik} \left[ \hat{\Gamma}_{ik} - I_3 - \Delta t_k I_3 0_3 \cdots I_3 \cdots 0_3 \right] \tag{2.51}$$

$$\hat{M}_{ik} = \hat{J}_{ik} C I_R R_k \tag{2.52}$$

$$\hat{\Gamma}_{ik} = \left[ (G_{p_{f_{1}}} - G_{p_{b}} - G_{v_{b}} \Delta t_k - \frac{1}{2} G_{g} \Delta t_k^2) \times \right] \tag{2.53}$$

In the above equations, $\Delta t_k$ denotes the time interval between time steps $b$ and $k$, and we have used the symbol “$\hat{}$” to denote a matrix computed using the true state values. At this point, if we define the matrix $N$ as:

$$N = \begin{bmatrix}
0_3 & R_b \times \nabla \dot{\Phi} \\
I_3 & G_{p_{b}} \\
0_3 & G_{v_{b}} \\
I_3 & G_{p_{f_{1}}} \\
\vdots & \vdots \\
I_3 & G_{p_{f_{N}}} \\
\end{bmatrix} \tag{2.54}$$

it is easy to verify that $\hat{O}_{ik} \cdot N = 0_{2 \times 4}$. Since this holds for any $i$ and any $k$ (i.e., for all block rows of the observability matrix), we conclude that $\hat{O} \cdot N = 0$. In
addition, the four columns of \( N \) are linearly independent, which implies that they form a basis for the nullspace of the observability matrix \( \tilde{O} \) (in Appendix A.2, we prove that no additional basis vectors can be found for the nullspace).

In other words, the above shows that the observability matrix, when all Jacobians are computed using the true states, has a nullspace of dimension four. It is also interesting to examine the physical interpretation of the nullspace basis found above. We see that the first three vectors correspond to global translation of the state vector, while the last column corresponds to rotations about gravity, i.e., the yaw (see Appendix A.3 for the detailed derivations). Thus, if we were able to estimate all the Jacobians using the true state estimates, the observability properties of the linearized system model would match those of the nonlinear system, as desired.

### 2.6.2 MSCKF observability matrix

Using (2.46) and (2.47) in (2.27), the block row of the observability matrix \( O \) corresponding to the observation of feature \( i \) at time-step \( k \) becomes:

\[
O_{ik} = M_{ik} \left[ \Gamma_{ik} + \Delta \Gamma_{ik} - I_3 - \Delta t_k I_3 \ 0_3 \ \cdots \ I_3 \ \cdots \ 0_3 \right] \tag{2.55}
\]

where

\[
M_{ik} = J_{ik}(\hat{x}_{E_k|\alpha_i}, \hat{\mathbf{p}}_{f_i}) C \hat{R}_{k|\alpha_i} \tag{2.56}
\]

\[
\Gamma_{ik} = \begin{bmatrix} \left( G_{f_i} \hat{\mathbf{p}}_{f_i} - G_{l_{ib}} \hat{\mathbf{p}}_{l_{ib}} - G_{v_{l_{ib}}} \Delta t_k - \frac{1}{2} G_g \Delta t_k^2 \right) \times \end{bmatrix} \tag{2.57}
\]

\[
\Delta \Gamma_{ik} = \left[ G_{\hat{\mathbf{p}}_{l_{ik}}} - G_{\hat{\mathbf{p}}_{l_{ib}}} \right] \times + \sum_{j=b+1}^{k-1} (E_j^b + \sum_{s=b+1}^{j} E_s^b \Delta t) \tag{2.58}
\]
\[ E_p^j = \left[ G \hat{p}_{ijj-1} - G \hat{p}_{ijj} \times \right] \]  
\[ E_v^j = \left[ G \hat{v}_{ijj-1} - G \hat{v}_{ijj} \times \right] \]  

By comparing (2.55)-(2.58) to (2.51)-(2.53) we see that the structure of the observability matrix in both cases is similar. The key difference is that when the Jacobians are evaluated using the state estimates instead of the true states, the “disturbance” term \( \Delta \Gamma_{ik} \) appears. While \( \Delta \Gamma_{ik} \) is quite complex, we can observe that it contains terms that depend on the corrections (e.g., \( G \hat{p}_{ijj} - G \hat{p}_{ijj-1} \), \( G \hat{v}_{ijj} - G \hat{v}_{ijj-1} \)) that the filter applies at different time steps. Since these corrections are random, the term \( \Delta \Gamma_{ik} \) is a random one, and this “destroys” the special structure of the observability matrix. As a result, the property \( O_{ik} \cdot N = 0 \) does not hold.

It can be shown that the nullspace of \( O \) (i.e., the unobservable subspace) is now of dimension only three (see Appendix A.4 for the detailed derivations). This nullspace is spanned by the first three column vectors (the first block column) of \( N \) in (2.54), which means that the global yaw erroneously appears to be observable. As a result, the MSCKF underestimates the uncertainty of the yaw estimates. Since the yaw uncertainty affects the uncertainty of other state variables (e.g., the position), eventually the uncertainty of all states will be underestimated, and the estimator will be inconsistent. This helps to explain the results observed in the NEES plot of Fig. 2.1.

It is important to point out that the incorrect observability properties of the linearized system model do not affect only the MSCKF algorithm. In Appendix A.5
the observability matrix of the linearized model of EKF-SLAM is shown. This matrix has a nullspace of dimension three as well, similarly to the MSCKF. In fact, for the EKF-SLAM methods, the “disturbance” term appearing in the observability matrix contains additional terms due to the corrections in the feature position estimates. Such terms do not appear in the MSCKF, which uses only one estimate for each feature in all Jacobians.

2.7 MSCKF 2.0

In the preceding section, we proved that the linearized system model employed by the MSCKF has incorrect observability properties, which cause the filter to become inconsistent. In this section, we propose an extension of the basic MSCKF algorithm, termed MSCKF 2.0, which is able to address the inconsistency problem by ensuring the correct observability properties of the filter’s linearized model.

To motivate the main idea of the MSCKF 2.0 algorithm, we note that, as shown in the previous section, in the original MSCKF different estimates of the same states are used for computing Jacobians, and this leads to an infusion of “fictitious” information about the yaw. Specifically, the use of different estimates for the IMU position and velocity result in nonzero values for the disturbance terms \( \Delta \Gamma_{ik} \) (see (2.58)), which change the dimension of the nullspace of the observability matrix. To remove these \( \Delta \Gamma_{ik} \) terms, a simple solution is to ensure that only one estimate of each IMU position and velocity is used in all Jacobians involving it.
A causal approach to achieve this is to always use the first available estimate for each state. Specifically, we compute the filter Jacobians as follows:

- The IMU error-state transition matrix at time-step $k$ is computed as:

$$
\Phi^*_k(\hat{x}_{E_{k+1}|k}, \hat{x}_{E_{k}|k-1})
$$

(2.61)

- The measurement Jacobians are computed as:

$$
H^*_{ik} = J_{ik}(\hat{x}_{E_{k}|\alpha_i}, \hat{G}_{\hat{p}_{f_i}}, \hat{G}_{\hat{v}_{I_k|k-1}}) \times -I_3 0_3
$$

(2.63)

As a result of the above changes, only the “propagated” estimates for the position and velocity (e.g., $\hat{G}_{\hat{p}_{I_{k-1}}}$ and $\hat{G}_{\hat{v}_{I_{k-1}}}$) are used in computing Jacobians. It is easy to show that with this change, the observability matrix regains the correct nullspace dimension, and thus the infusion of “fictitious” information for the yaw is avoided. We stress that we allow the state estimates to be updated normally; the only change we make to the MSCKF equations is that we do not use the updated estimates of the position and velocity in computing Jacobians. This change, which incurs no additional computational cost, substantially improves performance, as shown in the simulation and experimental results presented in Sections 2.8 and 2.9.

The idea of using the first estimates of all states to ensure the correct observability properties of the linearized system model can also be employed for EKF-SLAM VIO. In this case, in addition to the IMU position and velocity estimates, we must also use the same (first) estimate of each feature when computing all Jacobians involving it. As shown in Section 2.8, the resulting EKF-SLAM algo-
Table 2.2: Average RMSE and NEES results for all the EKF-based VIO algorithms tested in the simulations.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>(\kappa = 2)</th>
<th>(\kappa = 4)</th>
<th>(\kappa = 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\delta p_R) (m)</td>
<td>(\delta \theta_R) (°)</td>
<td>NEES</td>
</tr>
<tr>
<td>XYZ</td>
<td>N/A</td>
<td>N/A</td>
<td>78.447</td>
</tr>
<tr>
<td>IDP</td>
<td>60.502</td>
<td>3.731</td>
<td>2.2 \times 10^3</td>
</tr>
<tr>
<td>AHP</td>
<td>67.061</td>
<td>4.795</td>
<td>2.7 \times 10^2</td>
</tr>
<tr>
<td>m-XYZ</td>
<td>60.564</td>
<td>3.160</td>
<td>1.6 \times 10^2</td>
</tr>
<tr>
<td>m-IDP</td>
<td>40.912</td>
<td>2.057</td>
<td>57.346</td>
</tr>
<tr>
<td>m-AHP</td>
<td>38.288</td>
<td>2.311</td>
<td>38.932</td>
</tr>
<tr>
<td>MSCKF</td>
<td>14.401</td>
<td>1.102</td>
<td>7.741</td>
</tr>
<tr>
<td>MSCKF 2.0</td>
<td>12.840</td>
<td>1.008</td>
<td>5.890</td>
</tr>
<tr>
<td>“Ideal” MSCKF</td>
<td>12.720</td>
<td>1.001</td>
<td>5.816</td>
</tr>
</tbody>
</table>

...rithms outperform the standard ones, yet cannot reach the accuracy or consistency of the MSCKF.

2.8 Simulation Results

In this section we present simulation results that illustrate the analysis of the preceding sections, and demonstrate the performance of the MSCKF 2.0 algorithm compared to alternatives. All the simulation data is generated based on real-world datasets, as explained in Appendix A.6, and all the results reported are averages over 50 Monte-Carlo trials.
Figure 2.2: Simulation results: The average position and orientation RMSE over 50 Monte-Carlo trials. The algorithms compared are the MSCKF (blue dash-dotted line), the “ideal” MSCKF (red line with x-marks), the MSCKF 2.0 (black line with squares), the m-XYZ SLAM (green solid line), the m-IDP SLAM (cyan dashed line), and the m-AHP SLAM (magenta line with “plus”-marks).
2.8.1 Comparison to EKF-based SLAM

We first compare the performance of the MSCKF and MSCKF 2.0 algorithms to EKF-SLAM based methods for VIO. In the results presented in Section 2.3.4, it was shown that the original MSCKF algorithm outperforms the standard EKF-SLAM algorithms using either the XYZ, IDP, or AHP feature parameterizations. We thus here focus on comparing the performance of the MSCKF-based algorithms to that of the “modified” EKF-SLAM versions, where the first estimate of each state is used in computing Jacobians to ensure the correct rank of the linearized system’s observability matrix. These modified algorithms are identified as m-XYZ, m-IDP, and m-AHP. Additionally, in this simulation we include an “ideal” MSCKF algorithm, in which the true IMU states and feature positions are used for computing all the filter Jacobians. This algorithm (which is only realizable in a simulation environment), can serve as a benchmark of performance for the MSCKF-based methods. For the results presented here, exactly the same simulation data as in Section 2.3.4 are used, to facilitate comparison.

Fig. 2.2 shows the average IMU pose NEES as well as the IMU position and orientation RMSE over time, for the three MSCKF based methods, as well as for the three EKF-SLAM methods (with $\kappa = 4$ for the SLAM methods). Moreover, Table 2.2 provides the numerical values for the NEES and RMSE for all the algorithms (this table includes the results of Section 2.3.4 for easier comparison).

These results show that all the “modified” algorithms, which use the first estimates of each state in Jacobian computation, outperform their counterparts that use the standard approach for Jacobian computation. Not only are these algo-
gorithms more consistent (i.e., they have smaller NEES), but also more accurate (i.e., smaller RMSE). These results show that enforcing the correct observability properties of the linearized system is crucially important for the performance of all EKF-based VIO methods, and validate the analysis of Section 2.6. Despite the improvement that the modified EKF-SLAM algorithms offer, however, they are all less accurate than all the MSCKF-based methods. This shows the advantages of the MSCKF approach to processing the feature measurements, which copes better with nonlinearities by not making Gaussian assumptions about the feature pdfs. Additionally, we can observe that the performance of the MSCKF 2.0 algorithm is almost indistinguishable from that of the “ideal” MSCKF, both in terms of accuracy and consistency. This indicates that, as long as the correct observability properties are ensured, using slightly less accurate linearization points in computing the Jacobians does not significantly degrade the estimation performance. Based on the simulation results (and given that the “ideal” MSCKF is not realizable), we can conclude that the MSCKF 2.0 is the preferred VIO method out of all the EKF-based approaches considered here.

2.8.2 Comparison to iterative-optimization methods

We next compare the performance of the MSCKF-based algorithms to that of an iterative-minimization based method. Specifically, we use an information-form fixed-lag smoother (FLS), based on [100] for comparison. This is a sliding-window bundle adjustment method that marginalizes older states to maintain a constant computational cost. The FLS is essentially the counterpart of the
MSCKF within the class of iterative-minimization methods, which allows for a meaningful comparison. In our implementation, the sliding window contains a number of IMU poses corresponding to the times images were recorded, as well as the features observed in these poses. The IMU measurements are used to provide the “process-model” information between the poses of the window, while the feature observations provide the “sensor-model” information (see Section 2.1 in [100]). Every time a new image is recorded, Gauss-Newton minimization is employed to update the state estimates in the sliding window, and subsequently the oldest pose, and features that are no longer observed, are marginalized out. All the methods tested (MSCKF, “ideal” MSCKF, MSCKF 2.0, and FLS) use a sliding window of the same length.

For these tests we employ a much longer dataset as our basis for generating simulated data. Specifically, we use the Cheddar Gorge dataset [101], which involves a 29-km-long trajectory, collected in 56 minutes of driving. For this dataset an Xsens IMU provided measurements at 100 Hz, and images were available at 20 Hz. In each image, 240 features were tracked on average, and the average track length was 4.1 frames (note that this is due to the fact that a very large percentage of features are tracked for short periods in this dataset, which involves a fast-moving vehicle.).

Before examining the averaged results of all the Monte-Carlo trials, it is interesting to examine the results of estimation for the rotation about gravity (the yaw) in a single trial. Fig. 2.3 shows the estimation errors in the yaw for the four algorithms, as well as the ±3σ envelopes computed using the reported co-
variance of each method (these are the reported 99.7% confidence regions). The most important observation here is that the reported standard deviation for both the MSCKF and the FLS fluctuates about a constant value, as if the yaw was observable. By contrast, in the “ideal” MSCKF and the MSCKF 2.0 algorithms, the standard deviation of the yaw increases over time, as theoretically expected, given that the yaw is unobservable. This figure clearly demonstrates the importance of the observability properties of the linearized system: when these do not match the properties of the underlying nonlinear system, the estimation results (e.g., reported uncertainty) exhibit fundamentally incorrect characteristics. We note here that the FLS also suffers from the same inconsistency problem, even though it employs iterative re-linearization, as shown in [21].

The three subplots in Fig. 2.4 show the average NEES for the IMU pose, as well as the RMSE for the IMU orientation and position, averaged over 50 Monte-Carlo trials. Table 2.3 lists the average NEES and RMSE values for the four algorithms. First, we note that the performance of the MSCKF 2.0 is similar to that of the “ideal” MSCKF, and that both algorithms clearly outperform the standard MSCKF. These results once again show that by enforcing the correct observability properties, the filter’s performance can be significantly improved. Additionally, in this simulation environment, we see that the performance difference between the standard MSCKF and the MSCKF 2.0 is more pronounced than before. This is due to the fact that the Cheddar Gorge dataset is significantly longer (both in trajectory length and duration). As a result, more “spurious” information about the yaw is accumulated, due to the incorrect observability properties of the filter’s
linearized model. In turn, this causes a larger degradation in the estimates of the standard MSCKF.

More importantly though, we see that the MSCKF 2.0 (as well as the “ideal” MSCKF) attains substantially better accuracy and consistency even than the iterative FLS method. This occurs even though the latter uses approximately 5 times more computation time. The performance difference between the MSCKF 2.0 and the FLS demonstrates that (at least in the case examined here) having a linearized system model with appropriate observability properties is more important than using re-linearization to better approximate the nonlinear measurement models.

### 2.9 Real-world Experiment

We next describe the results of a real-world experiment, during which an IMU/camera platform was mounted on top of a car and driven on the streets.

Table 2.3: Average NEES and RMSE for Fig. 2.4.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\delta p_R$ (m)</th>
<th>$\delta \theta_R$ (°)</th>
<th>NEES</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLS</td>
<td>133.4</td>
<td>2.83</td>
<td>50.97</td>
</tr>
<tr>
<td>MSCKF</td>
<td>146.2</td>
<td>3.40</td>
<td>51.72</td>
</tr>
<tr>
<td>MSCKF 2.0</td>
<td>97.7</td>
<td>2.21</td>
<td>6.53</td>
</tr>
<tr>
<td>“Ideal” MSCKF</td>
<td>100.2</td>
<td>2.35</td>
<td>6.45</td>
</tr>
</tbody>
</table>
Figure 2.3: IMU yaw errors and ±3σ bounds in one representative trial of the Cheddar Gorge simulation. The yaw error for the MSCKF (dotted line – red), the “ideal” MSCKF (solid line – dark green), the MSCKF 2.0 (dashed line – cyan), and the FLS (dashdotted line – light green). The ±3σ bounds for the MSCKF (circles – magenta), the “ideal” MSCKF (diamonds – yellow), the MSCKF 2.0 (squares – blue), and the FLS (triangles – black).
Figure 2.4: Average NEES and RMSE over 50 Monte Carlo trials of the Cheddar Gorge simulation. The dotted green line corresponds to the MSCKF, the black line with squares to the “ideal” MSCKF, the red line with x-marks to the MSCKF 2.0, and the blue dashdotted line to the FLS.
Figure 2.5: Sample images recorded during the experiment.

of Riverside, CA. The sensors consisted of an Xsens MTi-G unit, and a PointGrey Bumblebee2 stereo pair (only a single camera’s images are used). The IMU provided measurements at 100 Hz, while the camera images were stored at 20 Hz. For position ground truth we used a GPS-INS estimate of the trajectory. For image processing, Harris feature points were extracted, and matching was carried out by normalized cross-correlation. On average, approximately 290 features were tracked per image. The experiment lasted about 37 minutes, during which the vehicle drove approximately 21.5 km. Some sample images from the experiment are shown in Fig. 2.5.

Fig. 2.6 shows the ground truth trajectory on a map of the area where the vehicle was driven, as well as the estimates computed by three algorithms: the MSCKF, the FLS, and the proposed MSCKF 2.0. These are the three most accurate estimators tested, and we only present their results for clarity. Fig. 2.7 plots the estimation error as well as the reported standard deviation of the yaw and the $x-y$ position for the three algorithms. Similarly to what was observed in Fig. 2.3,
Figure 2.6: Trajectory estimates plotted on a map of the Canyon Crest area in Riverside, CA. The initial vehicle position is denoted by a green circle, and the end position by a red circle. The black solid line corresponds to the ground truth, the green dash-dotted to the MSCKF, the red dashed line to the MSCKF 2.0, and the blue dotted line to the FLS.

we see that the MSCKF 2.0 (plots on the left) offers a better characterization of the actual uncertainty. By contrast, the uncertainties of both the yaw and the IMU position are underestimated by the MSCKF and the FLS (plots on the right). The estimation errors for these algorithms are also significantly larger than those of the MSCKF 2.0. Specifically, the largest position error for the MSCKF 2.0 algorithm is approximately 65 m, which corresponds to only 0.30% of the travelled distance. By contrast, the trajectory estimates reported by the MSCKF and the
Figure 2.7: Estimation errors for the three approaches. The left plots are the results for the MSCKF 2.0, and the right plots for the MSCKF and FLS. FLS are less accurate, with largest position errors of about 230 m and 202 m, respectively.

As a final remark, we note that in this experiment, the average processing time per update of the MSCKF 2.0 (including image processing and estimation) is 15 msec measured on a Core i7 processor at 2.66 GHz, with a single-threaded C++ implementation. Since the image period is 50 msec, the algorithm’s performance is comfortably within the requirements for real-time operation.

2.10 Conclusion

In this chapter, we have presented a detailed analysis of the properties and performance of different EKF-based VIO algorithms. We show that the MSCKF algorithm attains better accuracy and consistency than EKF-based SLAM algo-
rithms, due to its less strict probabilistic assumptions and delayed linearization. In addition, we performed a rigorous study of the consistency properties of EKF-based VIO algorithms, and showed that the filters' linearized system models have incorrect observability properties, which result in inconsistency. To address this problem, we developed the MSCKF 2.0 algorithm, which uses a novel closed-form expression for the IMU error-state transition matrix and fixed linearization states to ensure the appropriate observability properties. Extensive Monte-Carlo simulations and real-world experimental testing provide strong validation of our theoretical analysis, and demonstrate that the proposed MSCKF 2.0 algorithm is capable of performing long-term, high-precision, consistent VIO in real time. In fact, the MSCKF 2.0 algorithm is shown to outperform even an iterative-minimization based fixed-lag smoother, an algorithm with substantially higher computational requirements.
Chapter 3

Hybrid MSCKF/SLAM

Visual-Inertial Odometry

3.1 Introduction

In the preceding chapter, we presented a computationally efficient VIO algorithm, the MSCKF 2.0, and showed that it is able to accurately track the motion of a moving platform. It was shown that the MSCKF 2.0 can perform real-time estimation on high-end processors, owing to the fact that its computational complexity is linear in the number of tracked features, which leads to efficient computation when many features are present. However, this does not guarantee that the MSCKF 2.0 will make optimal use of the available resources. It is possible that a different estimator may be able to process the same measurements and yield similar estimation performance, at a lower computational cost. This potential suboptimal utilization of CPU resources is clearly undesirable.
To address this problem, in this chapter, we propose a new paradigm for the design of VIO estimators, by combining the MSCKF 2.0 with an algorithm with complementary computational characteristics. This makes it possible to decide, in real time, to process different measurements (e.g., different features) by a different algorithm. Since the optimal choice for each measurement will depend on the characteristics of the sensor data, in the proposed framework we employ statistical learning to learn these characteristics. Gathering statistical information allows us to compute the expected cost of any strategy for allocating measurements to algorithms. To identify the optimal strategy we solve, in real time, an optimization problem whose objective function is the expected computation time.

Specifically, in this chapter, we design a hybrid EKF, which integrates the MSCKF 2.0 with the modified EKF-SLAM (m-SLAM) algorithm. These two estimators process the same measurement information in different ways, and have complementary computational characteristics. We demonstrate that the optimal choice of algorithm to process each individual feature depends on the distribution of the feature track lengths of all features. This distribution is not known in advance (it depends on the environment, the camera motion, as well as the feature tracker used), and therefore we learn it from the image sequence. Using this information, the optimal strategy for processing the feature measurements can be computed by solving a one-variable optimization problem, as shown in Section 3.5. Our results demonstrate that the hybrid algorithm outperforms each individual method (m-SLAM and MSCKF 2.0) by a wide margin.
3.2 Related Work

We begin by discussing existing approaches that seek to optimize the computational efficiency of localization methods. To the best of our knowledge, no prior work exists that employs learning of the feature tracks’ characteristics to explicitly optimize the computational cost of estimation. Past work has focused primarily on EKF-SLAM, and can broadly be categorized as:

**Exact reformulations of the SLAM equations** Typical methods decompose the computations into smaller parts, and selectively carry out the only necessary computations at each time instant (see e.g., [32, 46, 90, 117]). Typically, in these methods the currently visible features are updated normally at every time step, while the remaining ones are updated only “on demand” or when re-visited. In the case of visual-inertial odometry, however, where the state vector contains only the actively tracked features and no loop-closure is considered, these methods are not applicable.

**Approximations of the SLAM equations** On the other hand, several methods exist that employ approximations to the SLAM equations (e.g., [44, 86, 108] and references therein), to reduce the required computations. In contrast to these methods, which trade-off information for computational efficiency, our proposed approach involves no information loss, and no approximations, other than the inaccuracies due to the EKF’s linearization.
**Feature selection methods**  A different family of approaches seek to reduce the computational cost of localization by processing only the most valuable, in terms of uncertainty reduction, measurements (e.g., [19, 104]). Only processing a small subset of carefully selected measurements can often result in high accuracy. However, since the remaining measurements are simply discarded, loss of information inevitably occurs. In our proposed approach, *all* the available measurements are processed, and no localization information is lost.

### 3.3 Computational Complexity of the MSCKF

In this section, we analyze the computational complexity of the MSCKF algorithm in detail, to demonstrate its advantages and shortcomings. This analysis guides our selection of an algorithm with complementary characteristics (the EKF-SLAM algorithm), for integration with the MSCKF in the hybrid EKF formulation.

As discussed in the previous chapter, the way in which the feature measurements are processed in the MSCKF is optimal, in the sense that no approximations are used, except for the EKF’s linearization [62]. This is true, however, *only* if the sliding window of states, $m$ (see (2.12)), contains at least as many states as the longest feature track. If it does not, then the measurements that occurred more than $m$ timesteps in the past cannot be processed. Therefore, to use all the available feature information, the MSCKF must maintain a window of states long enough to include the longest feature tracks.
We now examine the dependence of the computational requirements of the MSCKF on the number of features and the lengths of the feature tracks. The computation time of the MSCKF is dominated by the following operations:

1) The computation of the residual and Jacobian matrix in (2.19), for each feature. If \( n \) features are processed, with feature track lengths \( \ell_i, i = 1 \ldots n \), this requires \( \mathcal{O}(\sum_{i=1}^{n} \ell_i^2) \) operations.

2) The Mahalanobis test, requiring \( \mathcal{O}(\sum_{i=1}^{n} \ell_i^3) \) operations.

3) The computation of the residual and the Jacobian matrix in (2.22), which, by exploiting the structure in \( H^r \), can be implemented in approximately \( \mathcal{O}(\sum_{i=1}^{n} \ell_i^3) \) operations.

4) The computation of the Kalman gain and the update of the covariance matrix, which require \( \mathcal{O}(r(15 + 6m)^2 + r^2(15 + 6m) + r^3) \) operations. Here \( 15 + 6m \) is the size of the state covariance matrix, and \( r \) is the number of rows in \( H^r \). It can be shown that, in general, \( r \) (which equals the number of independent constraints for the camera poses) is given by [64]:

\[
    r = 2(\ell_{(1)} + \ell_{(2)} + \ell_{(3)}) - 7
\]

where \( \ell_{(1)} \), \( \ell_{(2)} \), and \( \ell_{(3)} \) are the three longest feature tracks.

From the above we see that, while the computational cost of the MSCKF is linear in the number of features, it is at least quadratic in the size of the sliding window, \( m \). In fact, if the size of the sliding window is chosen to be equal to the longest feature tracks, then \( r \) is also \( \mathcal{O}(m) \), and the overall complexity becomes cubic in \( m \). This demonstrates a shortcoming of the MSCKF: to preserve all
measurement information, the complexity of the algorithm scales cubically as a function of the *longest* feature track length.

In real-world datasets the distribution of the feature-track lengths is non-uniform, with many features tracked for short durations, and very few stabler features tracked over longer periods. For instance, Fig. 3.1 shows the distribution of the feature track lengths in two parts of a real-world dataset [101]. It can be seen that, even though the longest feature tracks reach 40 images, the vast majority of features is tracked for a small number of frames (the percentage of features tracked in five or less images is 88% and 69% in the two cases shown, respectively). To be able to process the small percentage of features with long track lengths, the MSCKF must maintain a long sliding window, which is computationally inefficient.

As discussed in the previous chapter, in addition to the MSCKF, another type of EKF-based estimator that utilizes the measurement information *optimally*, except for the EKF’s linearization, is EKF-SLAM. In terms of computational complexity, the EKF-SLAM requires cubic computation in the number of features at each time-step, but the cost scales linearly with the features’ track lengths. Therefore, if many features are tracked, each in a small number of frames, the MSCKF approach is more efficient, but if few features are tracked over long image sequences, EKF-SLAM would result in lower computational cost. Clearly, EKF-SLAM and the MSCKF algorithm are complementary, with each being superior in different circumstances. This motivates us to integrate both algorithms in a single, hybrid filter, as described next.
3.4 The hybrid MSCKF/SLAM Algorithm

3.4.1 State formulation

The state vector of the hybrid filter at time-step $k$ is defined as:

$$
\mathbf{x}_k = \begin{bmatrix}
\mathbf{x}_{E_k}^T & \mathbf{x}_{I_{k-1}}^T & \cdots & \mathbf{x}_{I_{k-m}}^T & \mathbf{f}_1^T & \cdots & \mathbf{f}_{s_k}^T
\end{bmatrix}^T
$$

(3.2)

where $\mathbf{x}_{E_k}$ represents the evolving IMU state (see (2.1)), $\mathbf{x}_{I_i}$, $i = k - 1, \ldots, k - m$, are the IMU poses (see (2.13)) corresponding to the previous $m$ images, and $\mathbf{f}_j$, $j = 1, \ldots, s_k$, are the SLAM features, whose parametrization is described in Appendix B.1.

This formulation provides us with the ability to choose whether a feature will be processed using the MSCKF approach, or whether it will be included in the state vector and processed as in EKF-SLAM. By analyzing in detail the computational requirements of each EKF update, it can be shown that, when many features are
present, there is nothing to be gained by initializing in the state vector any feature observed fewer than \( m \) times [64]. Thus, the optimal (in terms of computational requirements) strategy for using the features turns out to be a simple one: if feature \( i \)'s track is lost after fewer than \( m \) frames (i.e., \( \ell_i < m \)), then the feature is processed using the MSCKF equations. On the other hand, if a feature is still actively being tracked after \( m \) images, it is initialized into the state vector, and used for SLAM. In the remainder of this dissertation, we term the features processed via MSCKF equations the “MSCKF features”, and the ones utilized by EKF-SLAM the “SLAM features”. In what follows we describe the detailed formulation of the EKF update for the hybrid estimator.

### 3.4.2 EKF update

To formulate EKF update equations, the MSCKF features will be processed via the nullspace projection (2.19), Mahalanobis testing (2.20), and QR factorization (2.22). On the other hand, for each SLAM feature that is already included in the EKF’s state vector, we formulate the linearized measurement equation (2.11), and perform outlier rejection. By combining the residuals of the MSCKF and SLAM features, we obtain

\[
\tilde{z}_k = \begin{bmatrix} \tilde{z}_k^r \\ \tilde{z}_k^s \end{bmatrix} \simeq \begin{bmatrix} H_k^r \\ H_k^x \end{bmatrix} \tilde{x}_{k|k-1} + n_k \tag{3.3}
\]

\[
= H_k \tilde{x}_{k|k-1} + n_k \tag{3.4}
\]

where \( \tilde{z}_k^r \) and \( H_k^r \) are the residual vector and Jacobian matrix of the MSCKF features, computed via the QR factorization (2.22), \( \tilde{z}_k^s \) is the residual vector corre-
sponding to the SLAM features, $H_k^x$ is the Jacobian matrix of the SLAM features with respect to the evolving state and IMU poses, $H_k^f$ is the Jacobian with respect to the SLAM features, and $n_k$ is a zero-mean Gaussian noise vector, whose covariance matrix is $\sigma^2 I$. We note that in computing all the Jacobians described above, the first estimate of each position state is used, as described in the MSCKF 2.0 and m-SLAM algorithms.

Once the residual $\tilde{z}_k$ and the Jacobian matrix $H_k$ have been computed, we compute the state correction and update the covariance matrix via the standard EKF equations:

$$\Delta x_k = K_k \tilde{z}_k$$  \hspace{1cm} (3.5)

$$P_{k|k} = P_{k|k-1} - K_k S_k K_k^T$$  \hspace{1cm} (3.6)

$$S_k = H_k P_{k|k-1} (H_k)^T + \sigma^2 I$$  \hspace{1cm} (3.7)

$$K_k = P_{k|k-1} (H_k)^T S_k^{-1}$$  \hspace{1cm} (3.8)

### 3.4.3 Feature initialization

As discussed in Section 3.4.1, features that are still being tracked after $m$ images are initialized as SLAM features in the EKF state vector. As shown in [64] the initialization of all such features can be performed after the EKF update has been computed. To describe the initialization equations, let us consider a MSCKF feature, $f_{\text{new}}$, that has been observed in all $m$ frames of the sliding window. The first step in the initialization process is to use this feature as part of the normal EKF update at time-step $k$, via the MSCKF equations. Once the EKF update
has been performed, we must calculate the feature’s posterior estimate, \( \hat{f}_{new,k} \), marginal covariance matrix, \( P_{ff,k|k} \), and the cross-correlation between the EKF state and the new feature, \( P_{fx,k|k} \), in order to initialize it into the state vector.

Specifically, the posterior feature estimate is calculated by [64]:

\[
\hat{f}_{new,k|k} = \hat{f}_{new} - H_{fnew,k}^{-1} H_{xnew,k} \Delta x_k + H_{fnew,k}^{-1} \tilde{z}_{new}
\]  

(3.9)

where \( \hat{f}_{new} \) is the feature estimate computed by least-squares minimization as part of the MSCKF update, \( \tilde{z}_{new} \) is the measurement residual vector computed using \( \hat{f}_{new} \) and \( \hat{x}_{k|k-1} \), \( H_{fnew,k} \) and \( H_{xnew,k} \) are the measurement Jacobian matrices with respect to the feature and the EKF state, and the state correction vector \( \Delta x_k \) is computed via (3.5). Additionally, the feature’s marginal covariance and cross-correlation terms are:

\[
P_{fx,k|k} = -H_{fnew,k}^{-1} H_{xnew,k} P_{k|k}
\]  

(3.10)

\[
P_{ff,k|k} = (H_{fnew,k}^{-1} H_{xnew,k}) P_{k|k} (H_{fnew,k}^{-1} H_{xnew,k})^{-1} + H_{fnew,k}^{-1} H_{fnew,k}^{-T}
\]  

(3.11)

where \( P_{k|k} \) is the posterior covariance matrix of the original state computed in (3.6).

Once the vector \( \hat{f}_{new,k|k} \) as well as the matrices \( P_{fx,k|k} \) and \( P_{ff,k|k} \) are calculated, we augment the EKF state estimate and covariance matrix as follows:

\[
\hat{x}_{k|k} \leftarrow \begin{bmatrix} \hat{x}_{k|k} \\ \hat{f}_{new,k|k} \end{bmatrix}, \quad P_{k|k} \leftarrow \begin{bmatrix} P_{k|k} & P_{fnew,k|k}^T \\ P_{fx,k|k} & P_{ff,k|k} \\ \end{bmatrix}
\]  

(3.12)

If more than one feature need to be initialized, the above process is performed for each feature.
It is important to note that the EKF update and feature-initialization equations are optimal up to linearization, i.e., the hybrid filter would yield the MAP estimates if the system and measurement models were linear-Gaussian.

Once the EKF update and feature initialization are complete, the algorithm proceeds to remove unnecessary variables from the state vector and covariance matrix. These variables are (i) the IMU poses whose corresponding MSCKF features have been all processed, and (ii) the SLAM features that are no longer tracked. Due to the anchored inverse-depth parameterization that we employ for the SLAM features (see Appendix B.1), SLAM features have to be re-parameterized when their anchor poses are removed from the EKF state vector. The details of this process are given in Appendix B.2. The overall hybrid MSCKF/SLAM algorithm is described in Algorithm 2.

3.5 Optimizing the Performance of the Hybrid EKF

In this section we show how the size of the sliding window, $m$, can be selected so as to minimize the computational cost of the hybrid MSCKF/SLAM filter. As the results in Section 3.6 show, the choice of $m$ has a profound effect on the time requirements of the algorithm. With a suitable choice, the hybrid method can significantly outperform each of its individual components.
Algorithm 2 Hybrid MSCKF/SLAM algorithm

**Propagation:** Propagate the state vector and covariance using IMU readings.

**Update:** Once camera measurements become available:

- Augment the state vector with the latest camera pose.

- For features to be processed in the MSCKF (feature tracks of length smaller than \( m \)), do the following
  
  - Calculate the residual and Jacobian for each feature via (2.19).
  
  - Perform the Mahalanobis gating test in (2.20).
  
  - Using all features that passed the gating test, form the residual vector and the Jacobian matrix in (2.22).

- For SLAM features, compute the residuals and measurement Jacobian matrices, and form the residual \( \tilde{z}_k \) and matrix \( H_k \) in (3.3).

- Update the state vector and covariance matrix, via (3.5)-(3.8).

- Initialize features tracked in all \( m \) images via (3.9)-(3.11).

**State Management:**

- Remove SLAM features that are no longer tracked, and change the anchor pose for SLAM features anchored at the oldest poses.

- Remove the oldest IMU pose from the state. If no feature is currently tracked for more than \( m_o \) poses (with \( m_o < m - 1 \)), remove the oldest \( m - m_o \) poses.
3.5.1 Operation count for each update

By carefully analyzing the computations needed, we calculate the number of floating-point operations per update of the hybrid algorithm:

\[ f_k = \alpha_1 \sum_{i=1}^{n} \ell_i^3 + \alpha_2 rm^2 + \alpha_3 r^2 m + \alpha_4 rm s_k \]
\[ + \alpha_5 (r + 2s_k)^3 + \alpha_6 (r + 2s_k)^2 (6m + 15 + 3s_k) \]
\[ + \alpha_7 (r + 2s_k) (6m + 15 + 3s_k)^2 + l.o.t \]  

(3.13)

where the \( \alpha_i \)'s are known constants, \( n \) is the number of features used in the MSCKF, \( r \) is defined in (3.1), and \( l.o.t. \) stands for lower-order terms\(^1\). The terms shown above correspond to the computations for the MSCKF features (1st term), for the matrix \( S \) of the hybrid filter (2nd-4th terms), and for the EKF update (5th-7th terms). Note that (3.13) also models the probability of failure for the Mahalanobis test.

It is interesting to examine the properties of (3.13). First, we note that since \( r \) represents the number of constraints provided by the MSCKF features for the poses in the sliding window, it is bounded above by \( 6m - 7 \): the total number of unknowns in the sliding window is \( 6m \), and the feature measurements cannot provide any information about the global pose or scale, which correspond to 7 degrees of freedom. If many features are available, we will have \( r \approx 6m - 7 \), and thus:

\[ f_k \approx \alpha_1 \sum_{i=1}^{n} \ell_i^3 + \alpha'_2 m^3 + \alpha'_3 m^2 s_k + \alpha'_4 ms_k^2 + \alpha'_5 s_k^3 \]

\(^1\)The full expression for the operation count consists of tens of individual terms, whose inclusion would merely complicate the presentation, and not add much insight. Note however, that in the optimization described Section 3.5.2, the complete expression is used.
This approximate expression makes it possible to gain intuition about the behavior of the computational cost of the hybrid method: as the size of the sliding window, \( m \), increases, more features will be processed by the MSCKF, and fewer features will be included in the state vector of the filter. Thus, as \( m \) increases, the term \( \sum_{i=1}^{n} \ell_k^3 \) will also increase, but \( s_k \) will decrease rapidly. These two opposing trends result in the performance curves shown in Section 3.6.1 (e.g., Fig. 3.3).

### 3.5.2 Minimizing the average operation count

We now turn our attention to determining the optimal value of \( m \), in order to minimize the runtime of the hybrid EKF estimator. Equation (3.13) provides us with the operation count of one filter update, so at first glance, it may appear that one needs to minimize this equation with respect to \( m \), at each time instant. However, that would be an ill-posed problem. To see why, consider the case where, at time step \( k \), the sliding window has length \( m = 20 \), and ten features exist that have been continuously tracked in 20 images. At this time, we have the option of either increasing the size of the sliding window, or including the ten features in the state vector. Which is best depends on the future behavior of the feature tracks: if these features end up being tracked for a very large number of frames (\( \gg 20 \)), then it would be preferable to include the features in the state vector. If, on the other hand, the features end up being tracked for only 21 frames, it would be preferable to increase \( m \) by one.

Clearly, it is impossible to obtain future information about any particular feature track. We can however, collect statistical information about the properties
of the feature tracks, and use this information to minimize the expected cost of the EKF updates. This is precisely the approach we implement. Specifically, during the filter’s operation, we collect statistics to learn the probability mass function (pmf) of the feature track lengths, \( p(\ell_i) \), the probability of failure of the Mahalanobis gating test, as well as the pmf of the number of features tracked in the images. Using the learned pmfs, we compute the average number of operations needed for each EKF update, \( \bar{f}(m) \), by direct application of the definition of the expected value of a function of random variables.

The value of \( m \) that yields the minimum \( \bar{f}(m) \) can be found by exhaustive search among all possible values. However, we have found that the cost curve in practical cases is quasiconvex, which means that it has a unique minimum (see Fig. 3.2). Therefore, to reduce the time needed for the optimization, we perform the optimization by local search starting from a known good initial guess (e.g., the last computed value of \( m \)). Since the statistical properties of the feature tracks can change over time (see Fig. 3.1), we perform the learning of the pmfs as well as the selection of the optimal \( m \) in consecutive time windows spanning a few seconds (15 sec in our implementation).

It is worth noting that in modern computers the use of flop counts to model computational cost is not always suitable, as performance is affected by several factors including vectorization, cache access patterns, data locality, etc. However, we have experimentally verified that in the algorithms considered here, and for our implementation, the computed flop counts closely follow the observed runtimes. Specifically, Fig. 3.2 shows the actual runtime of the hybrid filter, as well as the
Figure 3.2: Comparison of actual runtime vs. expected flop count. Since the curves have different units, each has been normalized with respect to its minimum value.

value $\bar{f}(m)$ calculated analytically, for a specific trajectory. We can observe that the two curves are very similar, with the only significant differences observed at the two “extremes” of very small or very large $m$. These regions are less important, however, as they fall outside the typical operational region of the hybrid filter. Thus, using $\bar{f}(m)$ as the objective function to minimize is appropriate.

### 3.6 Experimental Results

#### 3.6.1 Simulated data

To have a realistic simulation environment, we generate simulation data based on real-world datasets, as described in Appendix A.6. Similarly to Chapter 2, we generate a simulation environment based on the Cheddar Gorge dataset [101],
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Figure 3.3: Monte-Carlo simulation results: Timing performance and RMS position errors of the hybrid filter, for changing values of \( m \). Timing measured on a laptop computer.
which consists of a 29.6-km long trajectory through canyons, forested areas, and a town. It is important to note that, in the simulation environment, the number of features observed per image and the feature track distribution change in each part of the trajectory, as in the actual dataset (see Fig. 3.1). In the simulations, the IMU measurements are available at 100 Hz, while the camera frame rate is 20 Hz. All the results reported are averages over 50 Monte-Carlo trials.

Fig. 3.3 plots the results from the application of the hybrid filter in this setting. Specifically, the top plot shows the average runtime for each update of the hybrid algorithm. The solid blue line is the average time when \( m \) is chosen in advance, and kept constant for the entire trajectory. The red dashed line denotes the runtime achieved when applying the optimization process described in Section 3.5, which optimally chooses \( m \) in each time window, to adapt to local feature properties. This plot shows that, by optimizing the value of \( m \) in real time, we can attain computational performance higher than that of any fixed value. Note that when \( m \) is large no features are initialized, and thus the right-most part of the plot gives the performance of the plain MSCKF 2.0 (similarly, for small \( m \) we obtain pure m-SLAM). From Fig. 3.3 we see that the optimal hybrid filter has a runtime 37.17\% smaller than that of the MSCKF 2.0, and 72.8\% smaller than m-SLAM in this simulation environment.

In the second subplot of Fig. 3.3 we plot the RMS position error, averaged over all Monte-Carlo trials and over the duration of the trajectory. Similarly to the results shown in the previous chapter (see Table 2.2), Fig. 3.3 demonstrates that the MSCKF 2.0 outperforms m-SLAM. We attribute this to the fact that the
MSCKF 2.0 uses better linearization points due to its delayed linearization, and does not use Gaussianity assumptions for the features’ positions (see Section 2.3.4). By combining the MSCKF 2.0 with EKF-SLAM some accuracy may be lost, as the errors for the features included in the state vector are now assumed to be Gaussian. However, we can see that if the size of the sliding window increases above a moderate value (e.g., 9 in this case), the change in the accuracy is almost negligible. Intuitively, when a sufficient number of observations is used to initialize features, the feature errors’ pdf becomes “Gaussian enough” and the accuracy of the hybrid filter is very close to that of the MSCKF 2.0. Based on these results, in our optimization we do not allow the value of \( m \) to fall below a certain threshold (set to 7 in our implementation).

The timing results presented in Fig. 3.3 are obtained on a laptop computer with a Core i7 processor at 2.13GHz, and a single-threaded C++ implementation. Clearly, if the data were to be processed on this computer, the timing performance would easily allow for real-time implementation (the hybrid filter requires fewer than 4 msec per update with optimal \( m \)). However, our primary interest is in implementing pose estimation on resource-constrained devices. For this reason, we conducted a second set of tests, in which the data were processed on a Samsung Galaxy S2 mobile phone, equipped with a 1.2-GHz Exynos 4210 processor. For these tests, we ported our C++ implementation to Android using the Android NDK. The simulation data were produced by emulating a real-world dataset collected while driving in a residential area of Riverside, CA. The vehicle trajectory
and statistics of the dataset (e.g., feature distribution, feature track length, and so on) are different, allowing us to test the proposed algorithm in a different setting.

Fig. 3.4 shows the results of the hybrid filter in this simulation environment. These results are very similar to what was observed in the first simulation, with the optimal hybrid filter outperforming each of the individual algorithms by a wide margin (runtime 45.8% smaller than the MSCKF 2.0, and 55.6% smaller than m-SLAM). More importantly, however, we observe that the hybrid filter is capable of processing the data at real-time speeds, even on the much less capable processor of the mobile phone. Specifically, the average time needed for each update of the hybrid filter with optimally chosen thresholds is 33.78 msec, corresponding to a rate of approximately 30 images per second. Since the images are recorded at 20 Hz, this means that the proposed hybrid estimator is capable of real-time processing, something that is not possible with any of the individual methods.

3.6.2 Real-world data

In addition to the synthetic datasets described above, we employed our proposed algorithm for processing the feature measurements recorded during a real-world experiment. During this experiment an IMU/camera platform was mounted on top of a car and driven on city streets. The sensors consisted of an Inertial Science ISIS IMU and a PointGrey Bumblebee2 stereo pair (only a single camera’s images are used). The IMU provided measurements at 100 Hz, while the camera images were stored at 10 Hz. For obtaining feature tracks, Harris feature points
Figure 3.4: Monte-Carlo simulation results: Timing performance and RMS position errors of the hybrid filter, for changing values of $m$. Timing measured on a Samsung Galaxy S2 mobile phone. Note that the dataset used here is different from the one used in Fig. 3.3, hence the difference in accuracy.
are extracted and matching is carried out by normalized cross-correlation. The vehicle trajectory is approximately 5.5 km long, and a total of 7922 images are processed.

In this dataset, to compensate for the low frame rate of the images, we use lower feature-detection thresholds, which leads to a larger number of features. Specifically, 540 features are tracked in each image on average, and the average track length is 5.06 frames. This substantially increases the overall computational requirements of all algorithms. When run on the mobile phone’s processor, the average time per update is 139 msec for the MSCKF 2.0, 774 msec for m-SLAM, and 77 msec for the hybrid filter with optimal $m$. In Fig. 3.6 the trajectory estimates computed by the three methods are plotted on a map of the area where the experiment took place. We observe that the accuracy of the MSKCF 2.0 and the hybrid filter are similar, and substantially better than that of m-SLAM.
In Fig. 3.7 we plot the computed values for the optimal $m$ during the experiment. This figure shows that, due to the changing properties of the feature tracks’ distribution, the optimal value varies considerably over time, justifying the need for periodic re-optimization. As a final remark, we note that the optimization process itself is computationally inexpensive. In our implementation, the optimal threshold is re-computed every 15 sec, and this process takes 0.31 msec, on average, on the mobile phone. Therefore, the optimization takes up fewer than 0.003% of the overall processing time, while resulting in substantial performance gains.
Figure 3.7: The length of the sliding window selected via the optimization process for the real-world experiment.

3.7 Conclusion

In this chapter, we presented a hybrid MSCKF/SLAM estimator for visual-inertial odometry, as well as a methodology for optimizing the estimator’s computational efficiency. The simulation and experimental results demonstrate that the proposed algorithm offers significant performance gains over both the MSCKF 2.0 and m-SLAM algorithms individually. For the results presented in this chapter, we used the processor of the mobile phone to process data offline, to prove the feasibility of real-time localization using a processor of this kind. The successful results presented in this chapter served as the motivation for the implementation of online VIO on a mobile phone, presented in Chapter 5.
Chapter 4

Online Spatial and Temporal Calibration

4.1 Introduction

In the previous chapters, we proposed algorithms for performing motion estimation in unknown environments using the measurements from visual and inertial sensors. However, in the proposed estimation algorithms, i.e., the MSCKF 2.0 and MSCKF/SLAM hybrid estimators, we have assumed that the camera-to-IMU spatial and temporal configuration is perfectly known in advance. This, however, might not be always possible, especially for low-cost, resource-constrained systems. Thus, in this chapter we focus on addressing the camera-to-IMU spatial and temporal calibration problems.

The first of these problems, often termed extrinsic sensor calibration, is that of determining the spatial transformation, consisting of the relative rotation and
position, between the camera and the IMU. If inaccurate spatial calibration is used for fusing the sensors’ measurements, both the consistency and the accuracy of the estimator will substantially deteriorate. In the past few years, the necessity of accurate spatial calibration has been recognised, and several algorithms have been proposed for this task [43,119].

On the other hand, temporal calibration is a less-explored topic. When processing the sensor measurements in an estimator, a timestamp is typically obtained for each camera image and IMU sample. This timestamp is taken either from the sensor itself, or from the operating system (OS) of the computer receiving the data. These timestamps, however, are typically inaccurate. Due to the time needed for data transfer, sensor latency, and OS overhead, a delay – different for each sensor – exists between the actual sampling of a measurement and its timestamp. Additionally, if different clocks are used for timestamping (e.g., on different sensors), these clocks may suffer from clock skew. As a result, an unknown time offset, $t_d$, typically exists between the timestamps of the camera and the IMU. If this time offset is not accurately known and accounted for, it will introduce unmodeled errors in the estimation process, and reduce its accuracy. By the term temporal calibration, in this chapter we refer to the process of estimating the time offset $t_d$.

To date, most existing visual-inertial odometry algorithms have assumed that the camera-to-IMU temporal calibration is perfectly known (e.g. [20,39,80]). This assumption is true only when the hardware characteristics are accurately known, or if an accurate offline calibration procedure is performed in advance. However, in practice, accurate timing information is not readily available for most user-built
systems, especially the low-cost ones, and performing offline calibration requires extra effort and time. Moreover, even if offline calibration is performed, some of the calibration parameters may slowly drift over time (e.g. $t_d$ may drift due to clock skew). In such cases, offline calibration is ineffective. To this end, in this chapter, we propose an approach for performing concurrent motion estimation and online spatial and temporal calibration in vision-aided inertial navigation, and analyze its properties.

Specifically, the first contribution presented in this chapter is a formulation for the online estimation of the spatial and temporal calibration parameters, by using the proposed MSCKF/SLAM hybrid estimator. Specifically, we include the time offset and camera-to-IMU frame transformation in the state vector of the hybrid estimator, and estimate them concurrently with all other variables, i.e., the evolving IMU state, IMU poses, and feature states. Compared to the MSCKF/SLAM hybrid algorithm presented in Chapter 3, which requires the calibration parameters to be perfectly known in advance, the proposed approach only incurs a minimal computational overhead, as it only requires seven additional variables to be included in the filter error-state vector.

The second main contribution of this work is the analysis of the identifiability of the calibration parameters. We note that the identifiability of the spatial calibration parameters has been studied in recent years [43, 50], and it has been shown that these are generally identifiable, when the temporal calibration is perfectly known. We here extend these results to the case of joint spatial and temporal calibration. Specifically, we prove that the time offset $t_d$ is locally identifiable in...
general trajectories. Moreover, we characterize the critical trajectories that cause loss of identifiability, and show that these are either (i) cases that are known to be degenerate even when $t_d$ is perfectly known (e.g., constant-velocity motion), or (ii) cases that are unlikely to occur in practice. Thus, including the time offset in the estimated state vector does not introduce new, practically significant critical trajectories for the overall system’s observability.

These theoretical results have direct practical implications. They prove that, when calibration parameters are not perfectly known in advance, they can be estimated online by the proposed EKF-based algorithm, together with all the other quantities of interest. The identifiability properties guarantee that this estimation will be successful, even if the quantities (e.g. the time offset) are slowly drifting over time. Our experimental and simulation results confirm that the proposed methods yield high-precision, consistent state estimates, for both the calibration parameters and the motion of the platform, in cases of either constant or time-varying $t_d$. Importantly, we show that the accuracy obtained when the calibration parameters are estimated online is almost indistinguishable from the precision we would obtain if these were perfectly known in advance. These results, together with the fact online calibration causes only a minimal increase in the estimator’s computational cost, demonstrate the practical advantages of online calibration for camera-IMU systems.
4.2 Related Work

In recent years, it has been shown that the camera-to-IMU spatial calibration can be successfully performed concurrently with visual-inertial SLAM or VIO [43,50,118]. However, all such approaches assume perfectly known temporal calibration. The latter problem is a much less studied one, and it is the main focus of our work. We therefore here focus on prior work related to estimation using temporally misaligned measurements.

Sensor latency is a common problem, and therefore the topic of state estimation with time-delayed and time-offset measurements has been studied in several contexts. The vast majority of existing approaches focus on the problem of using delayed sensor measurements for estimation, when the delay is perfectly known in advance (see, e.g., [5,6,125], and references therein). The vision-aided inertial navigation method of [118] belongs to this category. Moreover, a number of methods have been proposed for the case where the time offset is only approximately known [16,45]. However, all these algorithms use the time offset between the sensors as an input: they do not attempt to estimate it, or to improve a prior estimate using additional data, and are thus not applicable to the problem we address.

To the best of our knowledge, the first work addressing the problem of time-offset estimation in camera-IMU systems in a principled manner is that of [49]. In that work, rotation estimates from each individual sensor are first computed, and then temporally aligned via batch ICP-like registration in the space of rotations. This technique can be applied to sensors beyond just cameras and IMUs [114]. While this approach addresses the presence of a time offset and its estimation
in a rigorous manner, it has two limitations. First, being offline in nature, it cannot operate in the presence of time-varying time offsets. Moreover, since only the rotation measurements are used, this method does not utilize all the available measurement information.

We note that the standard way to estimate the time-shift between two signals is by determining the peak of the cross-correlation between them (see, e.g. [26,31] and references therein). This technique could be used to estimate the time offset between the camera and IMU, by correlating the rotation estimates computed by the two sensors. Moreover, a number of approaches exist that determine the timing between sensors using low-level data, such as direct measurements of network response times (see, e.g., [35] and references therein). Conceivably, any of these methods could be used online, in parallel to the state estimator, to provide estimates for the time offset $t_d$. To deal with time-varying offsets, the methods could run periodically. However, this would lead to a more complex implementation than the solution proposed in this work, and would not be able to properly model the uncertainty of $t_d$ in the estimator.

In contrast to the methods discussed above, the approach proposed in our work allows for online estimation of $t_d$, by treating it as an additional state to be estimated. This idea, which has recently also been proposed in the context of GPS-based navigation [102], makes it possible to use all the measurements from the camera, gyroscope, and accelerometer in a tightly-coupled formulation. Moreover, it models the uncertainty in the estimate of $t_d$, and its impact on the accuracy of motion estimation, in a natural way via the EKF covariance matrix.
Figure 4.1: Example of time offset arising due to latency in the sensor data. In this case the IMU data arrives with a latency $t_a$, while the camera data have a latency $t_b$, both of which are unknown. Since $t_a$ and $t_b$ are different, the estimator receives measurements that were recorded simultaneously (e.g., the first IMU and camera measurement) with timestamps that are offset by $t_d = t_a - t_b$.

Even though the observability properties of vision-aided inertial navigation, including the camera-to-IMU spatial calibration, have been studied in great detail in the past, all prior work assumes perfect knowledge of the time offset between sensors [43,50,75,78]. Our identifiability analysis makes it possible to extend the results of the prior work to the unknown-$t_d$ case. Specifically, in Section 4.5 we prove that even if $t_d$ is unknown, it can be determined based on the sensor data, except in a small set of degenerate cases. Therefore, unless the trajectory is one of the degenerate ones, we can view the problem as one where $t_d$ is known, and the results of [43,50] apply.
4.3 Time-offset Definition

Consider a system comprising a camera and IMU, in which each sensor provides measurements at a constant frequency, known at least to a good approximation. As described in Section 4.1, an unknown time offset, \( t_d \), generally exists between the reported timestamps of the visual and inertial measurements. Fig. 4.1 illustrates how a time offset can arise due to difference the sensors’ latency, but \( t_d \) may also arise due to synchronization errors, missed data, and clock skew. Note that, depending on the system at hand, \( t_d \) may have a positive or negative value. For instance, if the offset is caused due to sensor latency, then \( t_d \) will be positive when the IMU has a longer latency than the camera, and negative in the opposite case. In our formulation, we use the “IMU time” as the time reference by convention. Therefore, \( \zeta(t) \) denotes the value of a quantity \( \zeta \) at the time instant the IMU measurement with timestamp \( t \) was recorded. On the other hand, if an image with timestamp \( t \) is received from the camera, this image was actually captured at time \( t + t_d \). We point out that in our formulation it is possible (as proven in Section 4.5) to identify the time offset \( t_d \), but not the individual latencies of the sensors. However, these latencies cannot be determined unless additional, external state information is available. By using the “IMU time” as the time reference we circumvent this difficulty, and obtain equations that only involve the time offset \( t_d \), which we can estimate using only the camera and IMU measurements.
4.4 Estimator Formulation

Our goal is to perform motion estimation in an unknown environment, and concurrent online temporal and spatial calibration between the visual and inertial sensors. To this end, we include the temporal and spatial calibration parameters into the state vector of MSCKF/SLAM hybrid estimator described in Chapter 3. Specifically, we define the state vector of the new estimator as:

\[
x_k = \left[ x_{E_k}^T \quad \pi_{IC}^T \quad t_d \quad x_{i_{k-1}}^T \quad x_{i_{k-2}}^T \quad \cdots \quad x_{i_{k-m}}^T \quad f_1^T \quad \cdots \quad f_{s_k}^T \right]^T
\]

(4.1)

where \( \pi_{IC} \) is the spatial transformation (rotation and translation) between the camera and IMU, defined as:

\[
\pi_{IC} = \begin{bmatrix} C \quad q^T \quad C \quad p_i^T \end{bmatrix}^T
\]

(4.2)

In the MSCKF/SLAM hybrid EKF, the IMU measurements are used to propagate the state and covariance estimates. Since the camera measurements are not employed in the propagation process, including the calibration parameters in the state will not change the propagation equations of the other states. Specifically, the state propagation equations for the evolving state, \( x_{E_k} \), the IMU poses, \( x_{i_j} \), \( j = k - 1, \ldots, k - m \), and the feature states, \( f_j \), \( j = 1, \ldots, s_k \), are identical to those employed in the original MSCKF/SLAM hybrid algorithm (see Section 2.5).
To describe the propagation equations for the calibration states, we first present their motion dynamics:

\[
\begin{align*}
\dot{C}_I \ddot{q}(t) &= 0 \\
\dot{C}_I \dot{p}(t) &= 0 \\
\dot{t}_d(t) &= 0
\end{align*}
\] (4.3)-(4.5)

The above equations model the scenario where the calibration parameters remain constant. If instead some of the parameters are known to drift over time, we can model them as random-walk processes. For instance, if the time offset is known to be time-varying, we can model it as a random-walk process by replacing (4.5) with

\[
\dot{t}_d(t) = n_d(t),
\]

where \(n_d(t)\) is a white Gaussian noise process, whose power spectral density expresses the variability of \(t_d\). Based on (4.3)-(4.5), we see that during EKF propagation the state estimates and covariance of the calibration parameters remain unchanged.

### 4.4.1 State augmentation

As described in Section 2.3.3 and Section 3.4, every time a new image is available, the state vector is augmented with the IMU pose corresponding to the new image. Note that, if no time offset existed (or, equivalently, if it was perfectly known \textit{a priori}), the state augmentation would present no difficulty. The complications arise from the fact that the image received by the filter at time \(t\) was in fact recorded at time \(t + t_d\), where \(t_d\) is now a random variable. Therefore, when a new image is received with timestamp \(t\), the IMU pose that needs to be
included into the state is the pose at the time $t + t_d$. To this end, we perform EKF propagation using the IMU measurements up to timestep $t + \hat{t}_d$, and insert the estimated IMU pose $\hat{x}_I(t + \hat{t}_d)$ in the state. The IMU pose

$$\hat{x}_I(t + \hat{t}_d) = \left[ \begin{array}{c} \hat{l}_G \hat{q}^T(t + \hat{t}_d) \\ G \hat{p}_I(t + \hat{t}_d) \end{array} \right]^T$$

(4.6)

can be obtained by copying the state estimates $\hat{l}_G \hat{q}(t + \hat{t}_d)$ and $G \hat{p}_I(t + \hat{t}_d)$ from the evolving state $\hat{x}_E(t + \hat{t}_d)$.

The filter covariance matrix is also augmented, as:

$$P(t + \hat{t}_d) \leftarrow \begin{bmatrix} P(t + \hat{t}_d) & P(t + \hat{t}_d)J_{new}^T \\ J_{new}P(t + \hat{t}_d) & J_{new}P(t + \hat{t}_d)J_{new}^T \end{bmatrix}$$

(4.7)

where $J_{new}$ is the Jacobian of $x_I(t + t_d)$ with respect to the state vector. This matrix has the following structure:

$$J_{new} = \begin{bmatrix} J_E & 0_{6 \times 6} & J_t & 0_{6 \times 6m} \end{bmatrix}$$

(4.8)

where $J_E$ is the Jacobian with respect to the evolving state:

$$J_E = \begin{bmatrix} I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 9} \\ 0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 9} \end{bmatrix}$$

(4.9)

and $J_t$ is the Jacobian with respect to $t_d$:

$$J_t = \begin{bmatrix} l_G \hat{R}^T(t + \hat{t}_d)l \hat{\omega}(t + \hat{t}_d) \\ G \hat{v}_I(t + \hat{t}_d) \end{bmatrix}$$

(4.10)

A few interesting comments can be made at this point. We start by noting that the image was recorded at time $t + t_d$, but the corresponding IMU pose is computed at $t + \hat{t}_d$. Since the estimate of the time offset will inevitably contain some errors, the “clone” of the IMU pose will inevitably be included in the state vector at a slightly incorrect time instant. However, the EKF explicitly accounts for this fact.
Specifically, since $t_d$ is included in the estimated state vector, the filter keeps track of the uncertainty in $\hat{t}_d$, via the Jacobian matrix $J_t$. Therefore, when performing an EKF update using the poses included in the state, the uncertainty in the time offset is explicitly modelled, and is accounted for in the computation of the state update. As a result, we are able to obtain both more accurate pose estimates and a better characterization of their uncertainty.

It is worth pointing out that, in some cases, the camera timestamps may be affected by a random-noise component ("jitter"), in addition to a systematic time offset. In the proposed formulation, it is straightforward to model these random effects in the estimator’s equations. Specifically, if each image timestamp is affected by an independent, zero-mean, random error with standard deviation $\sigma_t$, then, instead of (4.7), the state augmentation equation is computed as:

$$P(t+\hat{t}_d) \leftarrow \begin{bmatrix} P(t+\hat{t}_d) & P(t+\hat{t}_d)J_{new}^T \\ J_{new}P(t+\hat{t}_d) & J_{new}P(t+\hat{t}_d)J_{new}^T + \sigma_t^2J_tJ_t^T \end{bmatrix}$$  \hspace{1cm} (4.11)

This modification makes it possible to model the additional timestamp uncertainty, and to account for it in the EKF update equations.

### 4.4.2 EKF update

Compared to the hybrid filter update equations described in Chapter 3, only minimal modifications are required in the EKF update equations, to account for
the inclusion of \( \hat{C}\vec{q} \) and \( \hat{C}\vec{p}_I \) in the state. Specifically, the linearized residual equations for processing the “MSCKF” features (2.15) become

\[
\tilde{z}_{ij} = z_{ij} - h(\hat{\mathbf{x}}_{t_jk-1}, \hat{\pi}_{IC_{t_jk-1}}, G\hat{\mathbf{p}}_{f_i}) \\
\simeq H_{x_{ij}} \tilde{x}_{t_jk-1} + H_{c_{ij}} \hat{\pi}_{IC_{t_jk-1}} + H_{f_{ij}} G\hat{\mathbf{p}}_{f_i} + n_{ij} \tag{4.12}
\]

where \( H_{x_{ij}} \), \( H_{f_{ij}} \), and \( H_{c_{ij}} \) are the Jacobian matrices with respect to the IMU pose, feature position, and the spatial calibration parameters. These Jacobian matrices can be computed similarly to (2.48)-(2.50):

\[
H_{f_{ij}} = J_{ij} \hat{C}\hat{\mathbf{R}}_I^T \hat{\mathbf{R}}_I 
\]

\[
H_{t_{ij}} = H_{f_{ij}} \left[ \left( G\hat{\mathbf{p}}_{f_i} - G\hat{\mathbf{p}}_{f_k} \right) \times \right] - I_3 \tag{4.14}
\]

\[
H_{c_{ij}} = J_{ij} \left[ \hat{C}\hat{\mathbf{R}}_I^T \left( G\hat{\mathbf{p}}_{f_i} - G\hat{\mathbf{p}}_{f_k} \right) \times \right] \mathbf{I} \tag{4.15}
\]

\[
J_{ij} = \frac{1}{C_{ij} \hat{z}_{fi}} \begin{bmatrix} 1 & 0 & -C_{ij} \hat{x}_{fi} \\ 0 & 1 & -C_{ij} \hat{y}_{fi} \\ 0 & 0 & C_{ij} \hat{z}_{fi} \end{bmatrix} \tag{4.16}
\]

with \( [C_{ij} \hat{x}_{fi} \ C_{ij} \hat{y}_{fi} \ C_{ij} \hat{z}_{fi}]^T \) being the estimate of the feature position with respect to the camera:

\[
\begin{bmatrix} C_{ij} \hat{x}_{fi} \\ C_{ij} \hat{y}_{fi} \\ C_{k} \hat{z}_{fi} \end{bmatrix} = \hat{C}\hat{\mathbf{R}}_G^T \hat{\mathbf{R}}_I \left( G\hat{\mathbf{p}}_{f_i} - G\hat{\mathbf{p}}_{f_k} \right) + \hat{C}\hat{\mathbf{p}}_{I} \tag{4.17}
\]

Similarly to (4.12)-(4.16), the linearized equations for processing the SLAM features can be also derived, by accounting for the calibration parameters \( \hat{C}\vec{q} \) and \( \hat{C}\vec{p}_I \). Once the linearized equations are formulated, the remaining steps of the estimator are identical to that of the hybrid filter, as described in Section 3.4.2.
4.4.3 Implementation

The algorithm for concurrent pose estimation and online calibration described in the preceding sections can be implemented in a number of different ways. We have opted for a multi-threaded approach, as it allows for increased flexibility and extensibility. In our implementation, each sensor’s readings are managed by a separate thread. Two queues are maintained (one for the IMU measurements and one for the camera images), and each new measurement is timestamped and placed in the appropriate queue as it arrives.

One thread is used for implementing the EKF equations. This thread waits until the image queue has at least one image, at which point it begins using the measurements in the IMU queue to propagate the state estimate and its covariance matrix. If the timestamp of the first image in the image queue is \( t \), then IMU measurements are used to propagate up to time \( t + \hat{t}_d \). After propagation is completed, the EKF update is performed, as described in Sections 4.4.1-4.4.2. We note here that, in general, the time instant \( t + \hat{t}_d \) will fall between two consecutive sample times of the IMU. Therefore, we employ linear interpolation to obtain an inferred IMU measurement at \( t + \hat{t}_d \), used for propagation as well as in computing the estimated rotational velocity in (4.10).

Finally, we point out that if the camera images are delayed relative to the IMU (i.e., if \( t_d < 0 \)), the EKF thread will produce state estimates with a latency, as it waits until an image is available before performing the state augmentation. If estimates of the current state are required at the IMU sample rate, these can be computed by a separate thread running in parallel. Specifically, this thread can
use the latest available state estimate from the EKF, as well as all the measurements in the IMU queue, to compute the estimate for the current system state via propagation.

4.5 Identifiability Analysis

In the preceding sections we presented an online algorithm for estimating the spatial and temporal relationship between the camera and IMU. However, for the proposed algorithm to be able to obtain meaningful results, both $t_d$ and $\pi_{IC}$ must be identifiable (equivalently, observable\footnote{Note that both $\pi_{IC}$ and $t_d$ can be viewed as either fixed parameters to be estimated or as states of a dynamical system, with zero dynamics. Therefore, we can use the terms identifiability and observability interchangeably.}) given the available measurements. We note that, the camera-to-IMU spatial parameter, $\pi_{IC}$, has been already studied in recent years, and it was shown that $\pi_{IC}$ is identifiable in general trajectories [43, 50]. However, the identifiability of $t_d$ still remains an unexplored topic in vision-aided inertial navigation literatures. Thus, in this section, we provide a detailed analysis of the identifiability properties of $t_d$, and prove that $t_d$ is in general locally identifiable [10].

4.5.1 Camera measurement model

We begin by examining the type of information provided by the camera measurements. When a camera is observing (a sufficient number of) unknown features, the feature measurements can be used to compute (i) the orientation of the camera with respect the initial camera frame, and (ii) the position of the camera with
respect to the initial camera frame, up to an unknown scale factor $s$ [36]. That is, by processing the visual measurements in the time interval $[0, t]$, we can compute a measurement of the camera rotation in the time interval $[t_d, t + t_d]$, and a scaled measurement of the camera translation in the same time interval:

$$
\mathbf{R}_c(t) = \mathbf{C}_c \mathbf{R}(t + t_d)e^{[n_{cr}(t) \times]} \tag{4.18}
$$

$$
\mathbf{p}_c(t) = s \mathbf{C}_c \mathbf{p}_C(t + t_d) + n_{cp}(t) \tag{4.19}
$$

where $n_{cr}(t)$, and $n_{cp}(t)$ are noise vectors, and $\{C_c\}$ is the initial camera frame, i.e., the camera frame at the time instant $t_d$. Note that equivalently, we can state that the visual measurements can be used to compute (i) a measurement, $\omega_c$, of the camera’s rotational velocity, and (ii) a scaled measurement, $v_c$, of the camera’s translational velocity:

$$
\omega_c(t) = \mathbf{C}_c \omega(t + t_d) + n_{c\omega}(t) \tag{4.20}
$$

$$
v_c(t) = s \mathbf{C}_c v_C(t + t_d) + n_{cv}(t) \tag{4.21}
$$

where $n_{c\omega}(t)$, and $n_{cv}(t)$ are the measurement noise vectors.

We will carry out our analysis by using the measurement models described above, instead of the “raw” feature measurements. We stress that (4.18)-(4.19) or (4.20)-(4.21) contain all the information that the visual feature measurements provide for the camera motion, and therefore we can use these, instead of the feature measurements, for our analysis. The advantage of using the “abstracted” camera measurement models shown above (an approach also employed in [50]) is that their use leads to a significantly simplified analysis.
4.5.2 Overview of the approach

In previous work, the question of which states of the vision-aided inertial navigation system can be estimated and under what conditions, has been addressed by performing an observability analysis. Specifically, [43, 50] examined the case where the feature positions, camera-to-IMU spatial transformation, and IMU biases are unknown, but the time offset between the camera and IMU is known. For this scenario it was shown that, in general, the following quantities are (locally weakly) observable:

(O1) The trajectory expressed in the initial camera frame.

(O2) The gravity vector expressed in the initial camera frame.

(O3) The gyroscope and accelerometer biases.

(O4) The camera-to-IMU spatial transformation, and

(O5) The positions of the features expressed in the camera frame.

The quantities O1-O5 are generally observable, that is, unless the camera follows “degenerate” trajectories such as constant-velocity motion or rotation about a single axis (see [43, 50] for a complete characterization). On the other hand, four degrees of freedom are always unobservable: three corresponding to the system’s position in the global frame, and one to the rotation about gravity (i.e., the yaw).

The approach we follow in order to examine the local identifiability of \( t_d \) can be explained, at a high level, as follows. We start by defining a vector \( \xi \), which
contains the time offset $t_d$, as well as all the additional quantities needed in order to compute O1-O5. Specifically, we define $\xi$ as:

$$\xi = \left[ C_o v^T_o \ C_o g^T \ b_g^T \ b_n^T \ C_p^T \ C_q^T \ t_d \ s \right]^T$$

where $C_o v_o$ is the IMU velocity at time instant $t_d$, expressed in $\{C_o\}$, and $C_o g$ is the gravity vector expressed in the same frame. We stress that the elements of $\xi$ describe all the potentially observable quantities in the system, and none of the quantities that are known to be unobservable. To see why, we first note that $\xi$ contains the time offset $t_d$, as well as O2, O3 and O4 explicitly. Moreover, using the elements of $\xi$ and the measurements, we can compute the velocity of the camera at any time instant, expressed in the frame $\{C_o\}$ (as shown in (4.29)). Integrating this velocity yields the camera trajectory in $\{C_o\}$, which is quantity O1. Finally, once the trajectory of the camera is known, then the features’ positions (quantity O5) can be computed by triangulation using the camera measurements.

The above discussion shows that if $\xi$ is locally identifiable given the measurements, then $t_d$ and O1-O5 are locally weakly observable. To determine whether $\xi$ is locally identifiable, we employ the camera and IMU measurements, along with the system dynamics, to derive constraint equations that $\xi$ must satisfy. These constraints have the general form:

$$c_i (\xi, z_{[0,t]}, \omega_{m,[0,t]}, a_{m,[0,t]}) = 0$$

(4.22)

where $z_{[0,t]}, \omega_{m,[0,t]},$ and $a_{m,[0,t]}$ are the camera, gyroscope, and accelerometer measurements in the time interval $[0, t]$. Once these constraints are formulated, we can
check the local identifiability of $\xi$ by examining the rank of the Jacobian matrices of these constraints with respect to $\xi$.

Since the conditions for the observability of O1-O5 have been derived in previous work, we here focus on examining the identifiability of $t_d$. The main result, proven in Lemma 2, is that $t_d$ is locally identifiable, except in a small number of degenerate motion cases that can be characterized in detail. This result validates the use of the proposed estimator described in the preceding sections. Moreover, it provides us with a way to examine the observability of the entire system (including $t_d$ and O1-O5), by leveraging the results of [43,50]. Specifically, when $t_d$ is identifiable, we can use the measurements alone to determine its value; therefore in terms of observability, the system can be treated as one with a known $t_d$ in this case. Put differently, when $t_d$ is identifiable, the observability properties of O1-O5 are identical to those derived in previous work for the known-$t_d$ case. Thus, to certify that all the quantities of interest ($t_d$ and O1-O5) are observable, one can use Lemma 2 to verify that $t_d$ is locally identifiable, and then employ the results of [43,50] to verify the observability of O1-O5.

Our analysis of the identifiability of $t_d$ consists of two steps. First, we show that, even if only the rotational components of the motion (i.e., rotational constraints) are considered, the time offset is in general locally identifiable, and we obtain a concrete description of the cases that cause loss of identifiability. We then show that if all the available information is utilized (which is the case in the algorithms described in the preceding sections), the set of degenerate cases is further restricted. The details of the analysis are presented in what follows.
4.5.3 Derivation of the constraints for $\xi$

We here ignore the noise (as standard in an identifiability/observability analysis) and derive two constraint equations: one based on the rotational velocity measurements, and one based on the accelerometer and (scaled) velocity measurements. We begin by using (4.20) and (2.28), and the identity $C_\omega(t) = C_I R_I \omega(t)$, to obtain:

$$\omega_m(t) = C_I^T \omega_c(t) - t_d + b_g \quad (4.23)$$

which we can write in the form of (4.22) as follows:

$$c_1(\xi, t) = C_I^T \omega_c(t) - t_d + b_g - \omega_m(t) = 0 \quad (4.24)$$

This constraint involves the known functions of the IMU and camera rotational velocity measurements, as well as the unknown parameters $t_d$, $C_I^T$ (equivalent to $C_I \bar{q}$), and $b_g$.

To obtain the second constraint, we express $v_c(t)$ as a function of $\xi$, $R_c(t)$, and $a_m(t)$. We start by writing $C_v C_C(t + t_d)$ as:

$$C_v C_C(t + t_d) = C_v G v_C(t + t_d)$$

$$= C_v G \left( G v_I(t + t_d) - \bar{G} \bar{R}(t + t_d) C_p \right) \quad (4.26)$$

Next, we note that the IMU velocity at time instant $t + t_d$ can be computed as:

$$G v_I(t + t_d) = G v_I(t_d) + \int_0^t G R(\tau + t_d) I a(\tau + t_d) d\tau \quad (4.27)$$

Using (2.29), we can write the last equation as:

$$G v_I(t + t_d) = G v_I(t_d) + \int_0^t G R(\tau + t_d) a_m(\tau + t_d) d\tau + G g t - \int_0^t G R(\tau + t_d) d\tau b_a \quad (4.28)$$
Substituting the last equation in (4.26), and using the identity $R_c(\tau) = C_o^c R(\tau + t_d)^T$ (see (4.18)), we obtain:

$$C_o^c v_c(t + t_d) = C_o^c v_o + C_o^c g t + \int_0^t R_c(\tau) C I R a_m(\tau + t_d) d\tau$$

$$- \int_0^t R_c(\tau) d\tau C I R b_a - \hat{R}_c(t) C p_I$$

(4.29)

where we have used the notation $C_o^c v_o = C_o^G R^G v_I(t_d)$. Finally, substitution in (4.21) yields the following constraint (ignoring the noise):

$$c_2(\xi, t) = s \left( C_o^c v_o + C_o^c g t + \int_0^t R_c(\tau) C I R a_m(\tau + t_d) d\tau$$

$$- \int_0^t R_c(\tau) d\tau C I R b_a - \hat{R}_c(t) C p_I \right) - v_c(t) = 0$$

(4.30)

This equation is the second constraint we sought: it involves terms that are known via the IMU and camera measurements, as well as the elements of $\xi$. In what follows, we show how we can employ (4.24) and (4.30) to determine the identifiability of $t_d$.

### 4.5.4 Identifiability of $t_d$ based on the rotational-velocity constraint

We now prove the following result:

**Lemma 1** The time offset $t_d$ is locally identifiable based on the rotational constraints (4.24) alone, if no vectors $k_1$ and $k_2$ exist, such that the rotational velocity of the IMU satisfies the following differential equation:

$$\dot{t} \tilde{\omega}(t) = [k_2 \times] \dot{\omega}(t) + k_1$$

(4.31)
Proof. To examine the local identifiability of \( t_d \) based on the constraint (4.24), we compute the derivative of \( c_1(\xi, t) \) with respect to the elements of \( \xi \) that appear in it:

\[
D_1(t) = \begin{bmatrix}
\frac{\partial c_1}{\partial b_g} & \frac{\partial c_1}{\partial \phi} & \frac{\partial c_1}{\partial t_d}
\end{bmatrix}
\]  \hspace{1cm} (4.32)

where

\[
\frac{\partial c_1}{\partial b_g} = I_{3 \times 3} \hspace{1cm} (4.33)
\]

\[
\frac{\partial c_1}{\partial \phi} = -[C^T R^T \omega_c(t - t_d) \times] \hspace{1cm} (4.34)
\]

\[
\frac{\partial c_1}{\partial t_d} = -C^T R^T \dot{\omega}_c(t - t_d) \hspace{1cm} (4.35)
\]

Note that, since (4.24) must hold for any \( t \), we can generate an infinite number of constraints, by choosing different values of \( t \). A sufficient condition for \( b_g, C \bar{q}, \) and \( t_d \) to be locally identifiable based on these constraints is that there exists a set of time instants, \( S = \{t_1, t_2, \ldots, t_s\} \), such that the matrix

\[
\begin{bmatrix}
D_1(t_1) \\
D_1(t_2) \\
\vdots \\
D_1(t_s)
\end{bmatrix}
\]  \hspace{1cm} (4.36)

has full column rank [22]. Equivalently, a sufficient condition is that there exists no nonzero vector \( k = [k_1^T \quad k_2^T \quad k_3]^T \) such that, for all \( t > 0 \), the condition \( D_1(t)k = 0 \) holds. Note that, since we are interested in detecting cases in which \( t_d \) is not identifiable, we can restrict our attention to the vectors \( k \) in which \( k_3 \) is nonzero. Thus, we can set \( k_3 = 1 \) (the scaling of \( k \) is arbitrary). Using (4.32)-(4.35), the
sufficient condition for $t_d$ to be locally identifiable is that there exist no vectors $k_1$ and $k_2$ such that:

$$k_1 - [\frac{C}{f} R^T \omega_c(t-t_d) \times] k_2 - \frac{C}{f} R^T \dot{\omega}_c(t-t_d) = 0 \Rightarrow$$

$$k_1 + [k_2 \times] \frac{C}{f} R^T \omega_c(t-t_d) - \frac{C}{f} R^T \dot{\omega}_c(t-t_d) = 0, \forall t > 0 \quad (4.37)$$

Using the identity $[\frac{C}{f} R^T \omega_c(t-t_d) = I \omega(t)$ in the above equation yields (4.31).

Note that Lemma 1 provides a sufficient condition for the local identifiability of $t_d$: if (4.31) does not hold for any $k_1$ and $k_2$, then $t_d$ is locally identifiable. We can in fact show that this condition is also a necessary one, by showing that if it is not met, there exists at least one indistinguishable family of solutions for $t_d$ and the remaining unknown parameters. To this end, we start by noting that if (4.31) holds for some $k_1$ and $k_2$, then $I \omega(t)$ is given by:

$$I \omega(t) = e^{[k_2 \times] f} k_o + \int_0^t e^{[k_2 \times] (t-\tau)} d\tau \cdot k_1 \quad (4.38)$$

where $k_o$ is the initial value of the rotational velocity. We can now prove, by substitution in (2.28) and (4.20), that for any scalar $\delta$, the sets $\{t_d, \frac{C}{f} R, b_g, I \omega(t)\}$ and $\{t'_d, \frac{C}{f} R', b'_g, I \omega'(t)\}$, where

$$t'_d = t_d + \delta \quad (4.39)$$

$$\frac{C}{f} R' = \frac{C}{f} R e^{-[k_2 \times] \delta} \quad (4.40)$$

$$b'_g = b_g + \int_0^\delta e^{[k_2 \times] (\delta-\tau)} d\tau k_1 \quad (4.41)$$

$$I \omega'(t) = I \omega(t) - \int_0^\delta e^{[k_2 \times] (\delta-\tau)} d\tau k_1 \quad (4.42)$$
yield exactly the same measurements $\omega_m(t)$ and $\omega_c(t)$, for all $t$. This means that $t_d$ and $t'_d$ are indistinguishable, and thus $t_d$ is not locally identifiable.

An important question to answer is whether the cases in which $t_d$ becomes unidentifiable are practically relevant. Examination of (4.38) shows that this general functional form for $^I\omega(t)$ encompasses the cases of no rotation, when $k_0 = k_1 = 0$, and of constant rotational velocity, e.g., when $k_1 = k_2 = 0$ (in fact, in these cases the indistinguishable families contain more than one free parameters). Besides these two cases, which can potentially arise in real-world trajectories, we believe that all other degenerate situations are unlikely to occur in practice. We should note however, that the cases of zero or constant rotational velocity result in loss of observability even if the time offset between the camera and IMU is perfectly known [43, 50]. In this sense, we see that having an unknown $t_d$ does not appear to cause loss of observability in additional, practically significant situations.

### 4.5.5 Identifiability of $t_d$ based on both constraints

In the preceding section we only considered the rotational constraints provided by the camera and IMU. We now also take into account the constraints arising from the velocity and acceleration measurements, and show that the set of degenerate motion cases that lead to an unidentifiable $t_d$ can be further restricted. Specifically, we prove the following result:

**Lemma 2** The time offset between the camera and IMU is locally identifiable, if no $k_1, k_2, k_3, k_4, k_5, \text{ and } k_6$ exist, such that (i) the rotational velocity of the IMU
satisfies the differential equation (4.31), and (ii) the accelerometer measurements satisfy the differential equation:

\[
\dot{a}_m(t) = ([k_2 \times] - k_3 I_3) a_m(t) - k_4 \\
- \left( [I \omega(t) \times]^2 + [I \dot{\omega}(t) \times] \right) k_5 - \int_{t_0}^{t} R(t)^T k_6
\]  

(4.43)

**Proof.** The proof of this result follows a course analogous to that of Lemma 1, and is given in Appendix C.1. ■

The above result shows that, in general, \( t_d \) is locally identifiable, and it may become unidentifiable only when both the orientation and the position of the platform follow specific motion patterns. As discussed, equation (4.31) yields only few critical cases for the orientation that are likely to occur in practice. Similarly, by examining the nature of the solutions to (4.43) for different choices of \( k_i \), we find only few cases of practical significance. The most important one is that of constant accelerometer measurements, which can arise for instance when the platform is accelerating at a constant rate with no rotation, or when it is moving at constant velocity and rotations occur only about the direction of gravity. However, these scenarios would result in loss of observability even if \( t_d \) was perfectly known. Thus, we once again see that estimating \( t_d \) online does not appear to result in any new degenerate trajectories with practical significance.

As a final remark, we point out that Lemma 2 provides a means of certifying the local identifiability of \( t_d \) only. As discussed in Section 4.5.2, the identifiability/observability of the remaining states must be checked separately. Situations can arise where \( t_d \) is locally identifiable, but some of the states O1-O5 defined in
Section 4.5.2 are not. For example, if the rotational velocity of the platform is given by $\mathbf{I} \mathbf{\omega}(t) = [\sin(t) \ 0 \ 0]^T$, $t_d$ is locally identifiable, as $\mathbf{I} \mathbf{\omega}(t)$ does not satisfy an equation of the form (4.31). However, since the rotation happens only about the axis $[1 \ 0 \ 0]^T$, in this case the orientation of the camera with respect to the IMU is not identifiable [43,50,78]. Thus, as explained in Section 4.5.2, in order to certify that the entire system is locally weakly observable, one should certify that (4.31) and (4.43) do not simultaneously hold, and that none of the critical trajectories identified in [43,50] occurs.

4.6 Experiments

4.6.1 Simulation tests

In this section, we present simulation results to validate the proposed algorithm, for both constant $t_d$ and time-varying $t_d$.

4.6.1.1 Constant $t_d$

In our first simulation test, we assume that the time offset $t_d$ is constant over time. In this test, we generated simulation environments based on a real-world dataset, which was about 5 minutes, 380 m long. The process for generating the simulation environments is presented in detail in Appendix A.6. To examine the statistical properties of our proposed algorithm, we carried out 50 Monte-Carlo trials. In each trial, the rotation and translation between the IMU and the camera were set equal to known nominal values, with the addition of random
Table 4.1: Initial uncertainties of the calibration parameters in the simulation tests.

<table>
<thead>
<tr>
<th>Calib. parameter</th>
<th>Position (σ_p)</th>
<th>Orientation (σ_θ)</th>
<th>Time offset (σ_t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial uncertainty</td>
<td>0.1 m</td>
<td>1.0°</td>
<td>50 msec</td>
</tr>
</tbody>
</table>

errors δp, and δφ. In each trial, δp and δφ were randomly drawn from zero-mean Gaussian distributions with standard deviations equal to σ_p and σ_θ along each axis, respectively. In addition, t_d was randomly drawn from the Gaussian distribution \(N(0, σ_t^2)\), and kept constant for the duration of the trial. The values of σ_p, σ_θ and σ_t used in the simulations are shown in Table 4.1. Note that time offsets in the order of tens of milliseconds are typical of most systems in our experience.

In the tests presented here, we compare the performance of the proposed algorithm, in five cases: (i) \(t_d\) and \(π_{IC}\) estimation disabled (i.e., the “original” hybrid filter presented in Chapter 3), (ii) online \(π_{IC}\) estimation enabled, but \(t_d\) estimation disabled, (iii) \(t_d\) estimation enabled, but \(π_{IC}\) estimation disabled, (iv) \(t_d\) and \(π_{IC}\) estimation enabled (i.e., the proposed approach), and (v) the case where \(t_d\) and \(π_{IC}\) are perfectly known and not estimated. In the first four cases (termed the “imprecise” ones), the exact values of \(π_{IC}\) and \(t_d\) are not known (only their nominal values are known). When a particular parameter is not estimated, it is assumed to be equal to the nominal value. By comparing these four cases, we can evaluate the necessity and effectiveness of the online estimation of individ-
Figure 4.2: Motion estimation and online calibration with constant time-offset \( t_d \): estimation errors (blue lines) and associated ±3σ envelopes (red dash-dotted lines). (a) The results for the camera-to-IMU rotation, and (b) The results for the camera-to-IMU position.

Table 4.2 shows the average RMSE and NEES for the five cases, averaged over 50 Monte-Carlo trials. For clarity, the position errors are reported in the NED (North-East-Down) frame, and IMU orientation in roll-pitch-yaw. We see that, to be able to accurately estimate the IMU’s motion, both the frame transformation and the time offset between the camera and IMU must be estimated.
Table 4.2: Simulation results: The average RMSE and NEES computed by the five methods.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>IMU Pose RMSE</th>
<th>IMU state NEES</th>
<th>Calib. RMSE</th>
<th>Calib. NEES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>North (m)</td>
<td>East (m)</td>
<td>Down (m)</td>
<td>roll (°)</td>
</tr>
<tr>
<td>C^I_T estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>off</td>
<td>2.21</td>
<td>3.98</td>
<td>1.17</td>
<td>0.44</td>
</tr>
<tr>
<td>on</td>
<td>1.97</td>
<td>2.84</td>
<td>0.87</td>
<td>0.36</td>
</tr>
<tr>
<td>C^I estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>off</td>
<td>1.13</td>
<td>1.24</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>on</td>
<td>0.79</td>
<td>1.11</td>
<td>0.21</td>
<td>0.15</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
<td>on</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t_d estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>off</td>
<td>0.74</td>
<td>1.02</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>on</td>
<td>0.74</td>
<td>1.02</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
<td>on</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMU state NEES</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>29.61</td>
<td>17.35</td>
<td>9.47</td>
<td>6.88</td>
</tr>
<tr>
<td>Calib. RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C^I_p</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>0.057</td>
<td>N/A</td>
<td>0.003</td>
<td>N/A</td>
</tr>
<tr>
<td>C^I_q</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>0.141</td>
<td>N/A</td>
<td>0.031</td>
<td>N/A</td>
</tr>
<tr>
<td>t_d (msec)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>0.712</td>
<td>0.101</td>
<td>N/A</td>
</tr>
<tr>
<td>Calib. NEES</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C^I_p</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>27.21</td>
<td>N/A</td>
<td>3.91</td>
<td>N/A</td>
</tr>
<tr>
<td>C^I_q</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>24.11</td>
<td>N/A</td>
<td>3.84</td>
<td>N/A</td>
</tr>
<tr>
<td>t_d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>39.07</td>
<td>1.77</td>
<td>N/A</td>
</tr>
</tbody>
</table>
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If one of these parameters or both of them are falsely assumed to be perfectly known, the estimation accuracy and consistency are considerably degraded (see the first four data columns in Table 4.2). Moreover, by comparing the fourth and fifth data columns, we can see that the accuracy obtained by our online estimation approach is very close to that obtained when both $\pi_{IC}$ and $t_d$ are perfectly known. This result, which is also observed in the real-world experiments (see Section 4.6.2), is significant from a practical standpoint: it shows that the proposed online approach, initialized with rough estimates, can provide pose estimates almost indistinguishable to what we would get if offline calibration was performed in advance.
Additionally, it is also interesting to examine the estimation results for the calibration parameters, when the online calibration is fully enabled (i.e., the proposed approach). In Fig. 4.2 and Fig. 4.3, we present the estimation errors as well as the corresponding ±3σ uncertainty envelopes of these parameters in one representative trial, and in Table 4.2 (last six data rows of the fourth data column) we show the estimation statistics averaged over all Monte-Carlo simulation trials.

From Fig. 4.2 and Fig. 4.3, we can clearly observe that, for both the spatial and temporal calibration parameters, the estimation errors and the uncertainty curves reduce rapidly, which demonstrates that these parameters can be accurately calibrated in a short time. This result is also validated by the RMSE values in Table 4.2, where it is shown that the RMS errors of the relative position, orientation, and time offset are only 0.003 m, 0.031°, and 0.101 msec, which are substantially smaller than their initial uncertainties 0.1 m, 1°, and 50 msec respectively (see Table 4.1).

### 4.6.1.2 Time-varying $t_d$

In the previous simulation test, a constant time offset was used. We here also examine the case of a time-varying $t_d$. Instead of presenting Monte-Carlo simulation results (which look similar to those in Table 4.2), it is interesting to show the results of a single representative trial. In this trial, the time offset varies linearly from 20 msec at the start, to 320 msec at after 300 sec, modelling a severe clock drift of 0.3 sec in 5 minutes. Fig. 4.4 presents the estimation errors and
Figure 4.4: Motion estimation and online calibration with drifting time-offset: estimation errors (blue lines) and associated ±3σ envelopes (red dash-dotted lines). (a) The IMU position errors and (b) The IMU orientation errors.

associated ±3 standard deviations for the IMU position, the IMU orientation, while Fig. 4.5 presents the results for the time offset. We can see that even in this challenging situation (large and time-varying offset) the estimates remain consistent. We stress that this is due to the identifiability of $t_d$, which allows us to track its value closely as it drifts over time.

4.6.2 Real-world experiment

In addition to the simulation tests, we also carried out a real-world experiment, involving a car driven in the downtown area of Riverside, CA, covering approximately 5.0 km in 20 minutes. In this experiment, a sensor suite was mounted
Figure 4.5: Motion estimation and online calibration with drifting time-offset $t_d$: estimation errors for $t_d$ (blue lines) and associated $\pm 3\sigma$ envelopes (red dash-dotted lines).

Figure 4.6: The sensor suite used for real-world experiments.
Table 4.3: Experiment results: The largest position errors of the three methods.

<table>
<thead>
<tr>
<th>Largest position errors</th>
<th>Online calib. $t_d$ and $\pi_{IC}$</th>
<th>No calib. $t_d$ and $\pi_{IC}$</th>
<th>Known $t_d$ and $\pi_{IC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20.83 m</td>
<td>37.18 m</td>
<td>18.39 m</td>
</tr>
</tbody>
</table>

on top of a car, consisting of a Point Grey MV-FMVU-03MTC camera, a NAV NV-IMU1000 IMU, and a NovAtel OEMV3 GPS receiver (see Fig. 4.6). The IMU reported inertial measurements at 200 Hz, the camera captured images at 15 Hz, and the GPS receiver provided measurements at 1 Hz. In this experiment, the measurements of the IMU and camera were used to perform concurrent motion estimation and online calibration, using the proposed VIO estimator. On the other hand, the readings of the IMU and GPS were fused together to provide an approximate “ground truth” trajectory, computed by employing a state-of-the-art GPS-aided inertial navigation algorithm [126]. To process the recorded images, we used the Shi-Tomasi algorithm to extract corner features and normalized cross-correlation to match these features.

In this experiment, we tested three VIO algorithms: (i) the proposed algorithm that performs concurrent motion estimation and online calibration, (ii) the hybrid estimator using the final estimate of $t_d$ and $\pi_{IC}$ as known inputs, and (iii) the original hybrid estimator that does not estimate $t_d$ and $\pi_{IC}$ (for $\pi_{IC}$ manual measurements were used, and $t_d = 0$ was assumed in this case). To demonstrate the estimation results, we plot the trajectory estimates of these three algorithms.
Figure 4.7: Experiment results: The trajectory estimates computed by the three methods, plotted vs. ground truth on a map of the area. The green circle represents the starting point of the trajectory, and the red square denotes the ending point.
Figure 4.8: Time offset estimate and corresponding $\pm 3\sigma$ uncertainty envelope computed from the covariance matrix reported by the estimator.
as well as the approximate ground truth trajectory in Fig. 4.7. Additionally, we calculated the largest position errors for the three algorithms, over the entire trajectory, and present the results in Table 4.3.

From Fig. 4.7 and Table 4.3, we can observe that the proposed algorithm, which performs concurrent motion estimation and online calibration, outperforms the original hybrid estimator by a wide margin. These results are similar to those obtained in the simulation tests, and demonstrate that, by estimating the sensor-to-sensor parameters online, the motion estimation performance can be substantially improved. In addition, we note that the proposed method yields results that are almost identical to those we would obtain if \( t_d \) and \( \pi_{IC} \) were known in advance. We thus see that using the proposed online approach for determining sensor-to-sensor parameters, instead of an offline calibration procedure, would result in no significant loss of accuracy.

Additionally, in Fig. 4.8, we plot the estimate of the time offset \( t_d \), as well as the uncertainty envelope defined by \( \pm 3 \) times the standard deviation reported by the proposed EKF. We can see that within the first few seconds the estimate converges very close to its final value, and that the uncertainty in the estimate drops rapidly. We also point out that the standard deviation of \( t_d \) over the last one minute of the experiment is only 0.05 ms, which shows the high precision attainable by the proposed algorithm.
4.7 Conclusion

In this chapter, we have proposed an online approach for estimating the time offset, $t_d$, and the spatial configuration, $\pi_{IC}$, between the camera and IMU during visual-inertial odometry. The key component of our formulation is that the variables $t_d$ and $\pi_{IC}$ are explicitly included in the EKF state vector, and estimated jointly with all other variables of interest. This makes it possible to track both $t_d$ and $\pi_{IC}$, to characterize the uncertainties in their estimates, and to model the effect of the imperfect knowledge of $t_d$ and $\pi_{IC}$ on the accuracy of the estimates, in a natural way. Moreover, we have shown that $t_d$ is identifiable in general trajectories, which guarantees the effectiveness of the proposed online estimation approach. A detailed characterization of the critical motion cases that lead to loss of identifiability of $t_d$ reveals that they are either (i) cases that are known to cause loss of observability even with a perfectly known $t_d$, or (ii) cases that are unlikely to occur in practice. Our simulation and experimental results indicate that the proposed approach leads to high-precision estimates for both the system motion, as well as for the temporal and spatial alignment between the camera and IMU.
Chapter 5

Real-time Visual-Inertial Odometry and Self-Calibration Using Low-Cost Sensors

5.1 Introduction

In the preceding chapters, we have presented algorithms for performing VIO with minimum computational resources. These algorithms are applicable in any system, regardless of whether it is equipped with high-end or low-cost sensors. In the latter case, however, there exist qualitative differences in the nature of the sensor data, which must be addressed in order to achieve high-precision localization. This is the focus of this chapter.

Specifically, a key characteristic of low-cost sensors is that they often exhibit significant, systematic errors, which must be modeled and compensated for. On
the one hand, lost-cost MEMS IMUs have non-negligible misalignment between the sensor axes, non-unit scale factors, and g-sensitivity, which are typically not a major problem in high-end sensors. On the other hand, low-cost cameras can have significant lens distortion, and typically employ rolling-shutter (RS) sensors. In contrast to a global-shutter (GS) camera, in which all the pixels in an image are captured simultaneously, a RS camera captures the image rows sequentially over a time interval of non-zero duration (called the image readout time\(^1\)). Therefore, when a RS camera is moving, each row of pixels is captured from a different camera pose. This can create significant image distortion (see Fig. 5.1), and must be modelled. To address these challenges, in this chapter we propose systematic approaches for modeling and utilizing the measurements from both low-cost IMUs and RS cameras.

The first main contribution in this chapter is an algorithm for performing joint motion estimation and online calibration of visual and inertial sensors. Specifically, we employ high-fidelity sensor models that are able to accurately characterize the sensor measurements from both low-cost IMUs and RS cameras, and perform online estimation of all the parameters in these models, by including them in the state vector of the estimator presented in Chapter 3. The sensor characteristics being calibrated online include

- the IMU biases
- the misalignment and scale factors of the IMU sensors

\(^1\)Note that alternative terms have been used to describe this time interval (e.g., shutter roll-on time [70] and line delay [89]). We here adopt the terminology defined in [93].
Performing online calibration of these quantities has a number of advantages. First, it removes the need for offline calibration, which is an often tedious process that should be repeated periodically as mechanical shocks and other factors can lead to changes in the parameters over time. Second, we note that, even if high-quality offline calibration is performed, the existence of some uncertainty in
the calibration parameters is inevitable. If this uncertainty is not modelled, it will degrade the performance of VIO. The proposed online calibration approach addresses this problem, since it explicitly models the uncertainty in the estimates of the calibration parameters, and accounts for its effect in the computed motion estimates. As a result, we obtain both more accurate motion estimates and a better characterization of their uncertainty.

The second main contribution in this chapter is an efficient approach for processing the measurements from RS cameras in vision-aided inertial navigation. We note that, due to the fact that image rows in a RS camera are captured at slightly different time instants, they correspond to different camera poses. Since including in the estimator one state for each such pose (the “exact” approach) is computationally intractable, all existing methods employ some assumption about the nature of the camera trajectory (see, e.g., [37, 61, 89]). By contrast, our approach employs no assumptions on the form of the camera trajectory itself, and is thus able to model arbitrarily complex motions. Instead, it uses an approximate representation for the time-evolution of the estimation errors during the image readout time. Since these errors are typically small, this leads to only small modeling inaccuracies. Moreover, since the statistical properties of the errors are known in advance, we can compute upper bounds on the worst-case magnitude of these modeling errors and use the bounds to guide the selection of the appropriate error representation. We demonstrate that, in practice, a very low-dimensional representation suffices, and thus the computational cost can be kept low, almost identical to that needed for processing measurements from a GS camera.
We incorporate the high-fidelity sensor modeling and self-calibration approach, as well as our novel approach for the processing of RS measurements, into the MSCKF/SLAM hybrid estimator, and present an overall algorithm for visual-inertial odometry on resource-constrained systems. Through both Monte-Carlo simulations and real-world experiments we demonstrate that the resulting estimator is able to compute high-precision, consistent motion estimates in real time, on various resource-constrained systems.

5.2 Related Work

As mentioned in the previous section, there are two main contributions in this chapter: (i) high-fidelity modeling and self-calibration of low-cost visual and inertial sensors, and (ii) an algorithm for using the measurements from RS cameras in vision-aided inertial navigation. Thus, in this section, we discuss the related literature of these two topics separately.

5.2.1 Self-calibration of visual and inertial sensors

To the best of our knowledge, the topic of joint self-calibration of visual and inertial sensors has not been addressed in the past. In what follows, we discuss relevant approaches, divided into three categories:

a) Camera calibration: In the vast majority of cases, real-time vision-based localization algorithms assume that the camera’s intrinsic parameters are known in advance, e.g., via an offline calibration (see [36] for a comprehensive review of
calibration methods). Camera self-calibration is also possible. In [17] the authors present an online approach to self-calibration, which employs a Sum-of-Gaussians filter for visual SLAM. However, this is a vision-only approach, and thus IMU calibration is not addressed.

For a rolling-shutter camera, in addition to the geometry of the camera’s projection model (e.g., focal length, principal point, lens distortion) one must also know the image readout time. Calibrating this readout time is a much less studied issue. The approaches presented to date are offline ones, and require knowledge about the properties of the scene (e.g., a known calibration pattern in [89], or a LED flashing at a known frequency in [77]), a special motion of the camera [47], or a combination thereof. Moreover, these approaches require the camera’s projection geometry to be perfectly known. By contrast, in our work both the camera geometry and the readout time are jointly estimated online.

b) IMU calibration: Gyroscope and accelerometer measurements are typically affected by biases, which are slowly changing over time. The majority of high-precision vision-aided inertial navigation algorithms model these biases, and estimate them online along with the system motion (see., e.g., [43, 50, 83] and references therein). However, the misalignment of the IMU axes, IMU scale factors, and the g-sensitivity of the gyroscope measurements are typically not estimated online. Most often these effects are assumed to be negligible (realistic for high-end, expensive, sensors), while offline calibration methods have also been employed [13,105]. Our approach removes the need for offline calibration, by estimating all the above systematic errors online.
We note that methods for high-precision IMU calibration using a camera are presented in [59,124]. In these works, a camera with known intrinsic parameters is used, in conjunction with a known calibration pattern. The visual measurements of known landmarks are then used in bundle adjustment [59] or in an EKF [124], to estimate the IMU characteristics as well as the transformation between the camera and IMU frames. Compared to these methods, the self-calibration approach we describe jointly estimates the IMU and camera parameters, without known scene structure.

5.2.2 Using measurements from RS cameras

Most work on RS cameras has focused on the problem of image rectification, for compensating the visual distortions caused by the rolling shutter. These methods estimate a parametric representation of the distortion from the images, which is then used to generate a rectified video stream (see, e.g., [28,68] and references therein). Gyroscope measurements have also been employed for distortion compensation, since the most visually significant distortions are caused by rotational motion [34,42,47]. In contrast to these methods, our goal is not to undistort the images (which is primarily done to create visually appealing videos), but rather to use the recorded images for motion estimation.

One possible approach to this problem is to employ estimates of the camera motion in order to “correct” the projections of the features in the images, and to subsequently treat the measurements as if they were recorded by a GS sensor. This approach is followed in [53], which describes an implementation of the well-known
PTAM algorithm [52] using a RS camera. The feature projections are corrected by assuming that the camera moves at a constant velocity, estimated from image measurements in a separate least-squares process. Similarly, image corrections are applied in the structure-from-motion method of [38], in which only the rotational motion of the camera is compensated for. In both cases, the “correction” of the image features’ coordinates entails approximations, which are impossible to avoid in practice: for completely removing the RS effects, the points’ 3D coordinates as well as the camera motion would have to be perfectly known.

The approximations inherent in the approaches described above are circumvented in methods that include a representation of the camera’s motion in the states to be estimated. This makes it possible to explicitly model the motion in the measurement equations, and thus no separate “correction” step is required. All such methods to date employ low-dimensional parameterizations of the motion, for mathematical simplicity and to allow for efficient implementation. For example, in [2, 3, 74] a constant-velocity model is used to enable the estimation of an object’s motion. In [37], a RS bundle-adjustment method is presented, which uses a constant-velocity model for the position and SLERP interpolation for the orientation. As mentioned in Section 5.1, however, these simple representations of the camera trajectory introduce modeling inaccuracies, which can be significant if the motion is not smooth.

To demonstrate this, in Fig. 5.2(left) we plot the rotational velocity, $\omega_m$, and acceleration, $a_m$, measured by the IMU on a Nexus 4 device during one of our experiments. The plots show a one-second-long window of data, recorded while
Figure 5.2: Left: The rotational velocity (top) and acceleration (bottom) measurements recorded during a one-second period in one of our experiments. Right: The largest modeling errors incurred in each readout interval when using the best-fit constant (red) and linear (blue) representations of the signals.

The device was held by a person walking at normal pace. In this time interval, 12 images were captured, each with a readout time of 43.3 ms. From the plots of $\omega_m$ and $a_m$, it becomes clear that the device’s motion is changing rapidly, and thus low-dimensional motion representations will lead to significant inaccuracies. To quantify the modeling inaccuracies, in Fig. 5.2(right) we plot the largest absolute difference between the signals and their best-fit constant and linear approximations in each readout interval. Clearly, the approximations are quite poor, especially for the rotational velocity. The modeling errors of the constant-velocity model for $\omega_m$ (employed, e.g., in [61]) reach 81.8 °/s. Even if a linear approximation of $\omega_m$ were to be used, the modeling inaccuracies would reach 20.9 °/s. We point out that, due to their small weight, resource-constrained devices such as mobile phones or MAVs typically exhibit highly-dynamic motion profiles, such as the one seen in Fig. 5.2.
Since in this work we focus on performing real-time VIO on resource-constrained devices, the methods that use low-dimensional motion parameterizations can be of limited utility.

An elegant approach to the problem of motion parameterization in vision-based localization is offered by the continuous-time formulation originally proposed in [30]. This formulation has recently been employed for pose estimation and RS camera calibration in [89], and for visual-inertial SLAM with RS cameras in [69]. A similar approach has also been used in [11,12], to model the trajectory for 2D laser-scanner based navigation. The key idea of the continuous-time formulation is to use a weighted sum of temporal basis functions (TBF) to model the motion. This approach offers the advantage that, by increasing the number of basis functions, one can model arbitrarily complex trajectories. Thus, highly-dynamic motion profiles can be accommodated, but this comes at the cost of an increase in the number of states that need to be estimated (see Section 5.4.1 for a quantitative analysis). The increased state dimension is not a significant obstacle if offline estimation is performed (which is the case in the aforementioned approaches), but is undesirable in real-time applications. Similar limitations exist in the Gaussian-Process-based representation of the state, described in [111].

We stress that, with the exception of the continuous-time formulation of [69], all the RS motion-estimation methods discussed above are vision-only methods. To the best of our knowledge, the only work to date that presents large-scale, real-time localization with a RS camera and an IMU is our previous work in [61]. The limitations of that work, however, stem from its use of a constant-velocity model.
for the motion during the image readout period. This reduces accuracy when the system undergoes significant accelerations, but also increases computational requirements, as both the linear and rotational velocity at the time of image capture must be included in the state vector. In the experimental results presented in Section 5.6, we show that the novel formulation for using the RS measurements presented here outperforms [61], both in terms of accuracy and computational efficiency.

5.2.3 Organization

The remainder of this chapter is organized as follows. In Section 5.3, we describe the high-fidelity models for the measurements from low-cost IMUs and RS cameras. Subsequently, we present an efficient algorithm for processing the RS measurements in Section 5.4. In Section 5.5, we present an EKF algorithm to perform real-time VIO, by employing the proposed approaches in the hybrid EKF. Finally, Sections 5.6-5.7 demonstrate the simulation and the experimental results, and Section 5.8 concludes this chapter.

5.3 Sensor Modeling

5.3.1 IMU model

In Section 2.5.1, we presented measurement models for the IMU’s gyroscopes and accelerometers (see (2.28)-(2.29)). While these models are valid for typical high-end sensors, they can be insufficient for low-cost IMUs, which are commonly
affected by additional systematic error terms. In our work, to model these extra terms, we employ a sensor model that characterizes all the systematic errors that can be modeled linearly and have the most impact on precision. For a full description of the sources of errors and their modeling, the reader is referred to [110].

To begin with, we note that, due to the imprecision of the manufacturing process of low-cost IMUs, the three axes of the accelerometers are typically affected by sensor misalignment, i.e., the three axes are not mutually perpendicular to each other. As a result, our previous definition of the IMU coordinate frame \{I\}, which relies on the directions of the three accelerometer axes (see Section 2.3), cannot be used in this case, and we must re-define the IMU frame \{I\}. For the origin of \{I\}, we choose the point at which the three accelerometer axes intersect, similarly to Section 2.3. On the other hand, we select the orientation of \{I\} based on the orientation of the camera frame, \{C\}. Specifically, we define the rotation matrix of \{I\} with respect to \{C\} to be a known, constant matrix \( \mathbf{R} \), whose value can be selected at will. For instance, it can be chosen as the identity matrix for simplicity, or it can be set equal to a prior estimate of the camera-to-IMU rotation.

In our work we use the latter option.

\[ ^2 \text{Defining the orientation of the IMU frame in this way is necessary because the precise directions of the accelerometer are not known, and must be estimated. If we chose the orientation of } \{I\} \text{ independently of the camera, we would need to estimate both the accelerometer' directions and the orientation of the } \{C\} \text{ with respect to } \{I\}. \text{ This can be shown to introduce unidentifiable parameters in the system model. Alternative choices do exist, such as aligning one axis of } \{I\} \text{ with one axis of the accelerometer [59]. However, that leads to more complex measurement models.} \]
To describe the IMU measurement models, we first consider the accelerometer. Each of the three accelerometer sensors in an IMU provides scalar measurements of specific force, modelled as:

$$a_{m_i} = s_i^T u_i^T a_s + b_{a_i} + n_{a_i}, \quad i = 1, 2, 3$$  \hspace{1cm} (5.1)

where $u_i$ is a unit vector along the sensing direction, $s_i$ is a scale factor close to unity, $b_{a_i}$ is a bias, $n_{a_i}$ is random measurement noise, and $a_s$ is the specific-force vector:

$$a_s = g R (a_I - g)$$

Stacking the measurements of the three accelerometer sensors, we obtain the $3 \times 1$ vector:

$$a_m = T_a a_I + b_a + n_a$$  \hspace{1cm} (5.2)

where $T_a$ is a $3 \times 3$ matrix whose $i$-th row is $s_i u_i^T$, and $b_a$ and $n_a$ are vectors with elements $b_{a_i}$ and $n_{a_i}$, respectively.

The gyroscope measurements are modelled as:

$$\omega_m = T_g \omega + T_s a_s + b_g + n_r$$  \hspace{1cm} (5.3)

where $T_g$ and $T_s$ are $3 \times 3$ matrices, $b_g$ is the measurement bias, and $n_r$ the measurement noise. Similarly to the case of the accelerometer measurements, $T_g$ arises due to the scale factors in the gyroscope measurements and the misalignment of the gyroscope sensors to the principal axes of $\{I\}$. On the other hand, the matrix $T_s$ represents the acceleration dependence (g-sensitivity) of the measurements, which can be significant for low-cost MEMS sensors [110].
It is important to note that the matrices $T_a$ and $T_g$ in (5.2)-(5.3) model the IMU sensors’ scale factors, the sensors’ misalignment, and their direction with respect to the camera frame. Specifically, the scale factors of the accelerometer and gyroscope sensors are given by the norm of the rows of $T_a$ and $T_g$, respectively, while the sensors’ direction in $\{I\}$ is defined by the unit vector corresponding to each row (see (5.1)). Knowing these unit vectors makes it possible to estimate the misalignment of the sensors. Moreover, since the rotation between the camera frame and $\{I\}$ is by definition a known constant, these unit vectors also provide us with the direction of the IMU sensors with respect to $\{C\}$.

5.3.2 Rolling-shutter camera model

We here present the measurement model of the RS camera. The defining characteristic of a RS camera is that it captures the rows of an image over an interval of duration $t_r$ (the readout time). If the image has $N$ rows, then the time instants these rows are captured are given by:

$$t_n = t_o + \frac{nt_r}{N}, \quad n \in \left[ \frac{-N}{2}, \frac{N}{2} \right]$$

(5.4)

where $t_o$ is the midpoint of the image readout interval.

If a feature with position $^Gp_f$ is observed at a location that is $n$ rows from the middle, its image coordinates are described by the measurement model:

$$z = h(^Cp_f(t_n)) + n$$

(5.5)

where

$$^Cp_f(t_n) = ^C_iR_\theta^C_iR(t_n) (^Gp_f - ^Cp_I(t_n)) + ^Cp_I$$

(5.6)
where $C_p f(t_n) = [C_x f(t_n), C_y f(t_n), C_z f(t_n)]^T$ is the position of the feature with respect to the camera frame at time $t_n$, $n$ is the measurement noise vector, and $h(\cdot)$ is the camera’s projection function. The measurement function (5.5) is similar to the corresponding function of a global shutter camera (2.7)-(2.8). However, we note that, for features that are captured at different image rows, the time instants $t_n$ are different. As a result, the corresponding poses $I_G R(t_n)$ and $G_p I(t_n)$ are also different, which is not the case in a GS camera. It is also important to note that, since we are interested in calibrating the intrinsic parameters of the RS camera, we here employ the “raw” pixel measurements instead of normalized measurements. Therefore, $h(\cdot)$ is defined as:

$$h(C_p f(t_n)) = \begin{bmatrix} x_{\text{pixel}} \\ y_{\text{pixel}} \end{bmatrix} = p_c + \begin{bmatrix} a_u \\ 0 \\ 0 \\ a_v \end{bmatrix} \begin{bmatrix} u_d \\ v_d \end{bmatrix} \quad (5.7)$$

where $p_c$ is the pixel location of the principal point, $(a_u, a_v)$ represent the camera focal length measured in horizontal and vertical pixel units, and $(u_d, v_d)$ are defined as:

$$\begin{bmatrix} u_d \\ v_d \end{bmatrix} = d \begin{bmatrix} u \\ v \end{bmatrix} + \begin{bmatrix} 2 t_1 u v + t_2 (u^2 + v^2 + 2 u v) \\ t_1 (u^2 + v^2 + 2 u v) + 2 t_2 u v \end{bmatrix} \quad (5.8)$$

$$d = 1 + k_1 (u^2 + v^2) + k_2 (u^2 + v^2)^2 + k_3 (u^2 + v^2)^3 \quad (5.9)$$

$$\begin{bmatrix} u \\ v \end{bmatrix} = \frac{1}{C_z f} \begin{bmatrix} C_x f \\ C_y f \end{bmatrix} \quad (5.10)$$

In the above, $k_i$, $i = 1, 2, 3$ are the radial distortion coefficients, while $t_1$, $t_2$ are the tangential distortion coefficients. The fact that the intrinsic parameters of the camera appear in $h(\cdot)$ allows us to compute Jacobians of the measurements with respect to these parameters in the EKF, as needed for their estimation.
5.4 Rolling-shutter Modeling

The main difficulty in performing VIO using a RS camera is that, as explained, feature measurements in different rows of a RS image are captured at slightly different instants. To process these measurements, the direct solution would be to include in the estimator one camera pose per image row, which is computationally intractable. Instead, the goal of practical formulations for pose estimation using RS measurements is to include in the estimator only a small number of states per image, while keeping the model inaccuracies small. Following this paradigm, we here describe an efficient method for processing RS camera measurements, which can be employed in any linearization-based estimator. Subsequently, in the next section, we show how this method is integrated into our proposed hybrid EKF to perform real-time VIO.

We start by noting that the measurement function of the RS camera (5.5) can be re-written as:

\[
\mathbf{z} = \begin{bmatrix} x_{\text{pixel}} \\ y_{\text{pixel}} \end{bmatrix} = h\left(^G_lq(t_n), ^Gp_f(t_n), x_a\right) + \mathbf{n}
\]

(5.11)

where \(x_a\) is a vector consisting of the feature position, \(^Gp_f\), and all the calibration parameters (described in Section 5.5).

In any linearization-based estimator, the processing of the measurement in (5.11) is based on computing the associated residual, defined by:

\[
\tilde{\mathbf{z}} = \mathbf{z} - h\left(\tilde{^G_lq}(t_n), ^G\tilde{p}_f(t_n), \tilde{x}_a\right)
\]

(5.12)

In this expression \(\mathbf{z}\) is the actual camera measurement, the estimates \(\tilde{x}_a\) are available in the estimator’s state vector, and \(t_n\) can be calculated from \(\mathbf{z}\), using (5.4)
with \( n = x_{\text{pixel}} - N/2 \). Thus the only “missing” part in computing the residual \( \tilde{z} \) in (5.12) is the estimate of the IMU pose, \( (\dot{I}^G\hat{q}(t_n), I^G\hat{p}_I(t_n)) \), at time \( t_n \). In our approach, we compute this by utilizing the IMU measurements. Specifically, we include in the state vector the estimates of the IMU state at \( t_o \), and compute \( I^G\hat{p}_I(t_n) \) and \( \dot{I}^G\hat{q}(t_n) \), \( n \in [-N/2, N/2] \), by integrating the IMU measurements in the readout time interval.

In addition to computing the residual, linearization-based estimators require a linear (linearized) expression relating the residual in (5.12) to the errors of the state estimates. To obtain such an expression, we begin by directly linearizing the camera observation model in (5.11), which yields:

\[
\tilde{z} \simeq H_\theta^{G\dot{\theta}_I(t_n)} + H_p^{G\dot{p}_I(t_n)} + H_a\tilde{x}_a + n
\]  

(5.13)

where \( H_\theta \) and \( H_p \) are the Jacobians of the measurement function with respect to the IMU orientation and position at time \( t_n \), and \( H_a \) is the Jacobian with respect to \( x_a \). Since the state at \( t_n \) is not in the estimator’s state vector, we cannot directly employ the expression in (5.13) to perform an update – what is needed is an expression relating the residual to quantities at \( t_o \), which do appear in the state. To obtain such an expression, we start with the Taylor-series expansions:

\[
I^G\hat{p}_I(t_n) = \sum_{i=0}^{\infty} \frac{(nt_o)^i}{N^i i!} I^G\dot{\theta}_I^{(i)}(t_o)
\]  

(5.14)

\[
I^G\dot{\theta}_I(t_n) = \sum_{i=0}^{\infty} \frac{(nt_o)^i}{N^i i!} I^G\ddot{\theta}_I^{(i)}(t_o)
\]  

(5.15)
The above expressions are exact, but are not practically useful, as they contain an infinite number of terms, which cannot be included in an estimator. We therefore truncate the two series to a finite number of terms:

\[ G_\hat{p}_I(t_n) \simeq \sum_{i=0}^{l_p} \frac{(nt_p)^i}{N^{i!}} G_{\hat{p}^{(i)}}(t_o) \] (5.16)

\[ G_\hat{\theta}_I(t_n) \simeq \sum_{i=0}^{l_\theta} \frac{(nt_\theta)^i}{N^{i!}} G_{\hat{\theta}^{(i)}}(t_o) \] (5.17)

where \( l_p \) and \( l_\theta \) are the chosen truncation orders for the position and orientation, respectively. Substitution in (5.13) yields:

\[ r \simeq \sum_{i=0}^{l_\theta} \frac{(nt_\theta)^i}{N^{i!}} H_\theta G_{\hat{\theta}^{(i)}}(t_o) + \sum_{i=0}^{l_p} \frac{(nt_p)^i}{N^{i!}} H_p G_{\hat{p}^{(i)}}(t_o) + H_o \bar{x}_a + n \] (5.18)

This equation expresses the residual as a function of the errors in the first \( l_\theta \) derivatives of the orientation and the first \( l_p \) derivatives of the position. Therefore, if we include these quantities in the state vector of the estimator, we can perform an update based on the linearized expression in (5.18). However, this will only be useful if \( l_\theta \) and \( l_p \) are small.

Clearly, any choice of truncation order in (5.16)-(5.17) will lead to an unmodeled error, and the lower the truncation order, the more significant the error will be in general. The key observation here is that, since we have prior knowledge about the magnitude of the estimation errors, we can predict the worst-case unmodeled error incurred by our choice of \( l_\theta \) and \( l_p \). To evaluate the importance of these unmodeled errors, we analyze the impact that they have on the residual. If the residual term due to the unmodeled truncation errors is small, compared to the measurement noise, this would indicate that the loss of modeling accuracy would be acceptable.
We start this analysis by re-writing (5.16)-(5.17) to illustrate the physical interpretation of the first few terms on the right-hand side of the series:

\[
\begin{align*}
G\tilde{p}_I(t_n) &= G\tilde{p}_I(t_o) + \frac{nt_r}{N}G\tilde{v}_I(t_o) + \frac{(nt_r)^2}{2N^2}G\tilde{a}_I(t_o) + \ldots \quad (5.19) \\
G\tilde{\theta}_I(t_n) &= G\tilde{\theta}_I(t_o) + \frac{nt_r}{N}G\tilde{\omega}(t_o) + \ldots \quad (5.20)
\end{align*}
\]

Here \(G\tilde{v}_I\) represents the error in the estimate of the IMU velocity, \(G\tilde{a}_I\) represents the error in the IMU acceleration, and \(G\tilde{\omega}\) is the error in the rotational velocity expressed in the global frame.

Let us first focus on the position errors. If we only keep the position and velocity terms in the series (i.e., \(l_p = 1\)), then the truncation error in (5.19) is given by

\[
\Delta p = \frac{(nt_r)^2}{2N^2} \begin{bmatrix}
G\tilde{a}_{I_x}(\tau_1) \\
G\tilde{a}_{I_y}(\tau_2) \\
G\tilde{a}_{I_z}(\tau_3)
\end{bmatrix}
\]

where \(\tau_i \in [t_o, t_n], i = 1, 2, 3\), and the unmodeled term in the residual in (5.18), due to this truncation error, is given by \(H_p\Delta p\). If the worst-case acceleration error in each direction is \(\epsilon_a\), the 2-norm of the truncation error is bounded above by

\[
||\Delta p||_2 \leq \sqrt{3} \frac{(nt_r)^2}{2N^2} \epsilon_a
\]

and the unmodeled term in the residual satisfies:

\[
\delta_p(n) = ||H_p\Delta p||_2 \\
\quad \leq ||H_p||_2||\Delta p||_2 \\
\quad \leq \sqrt{3} \frac{H_p}{2N^2} \frac{(nt_r)^2}{2N^2}
\]
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where $H_p$ is an upper bound on $||H_p||_2$. By choosing $n = \pm N/2$ we can compute the upper bound on the magnitude of the unmodeled residuals in the entire image (all $n$), as:

$$\bar{\delta}_p = \frac{\sqrt{3}}{8} H_p u t^2 r \epsilon_a$$  \hspace{1cm} (5.22)

Turning to the representation of the orientation errors, if we only maintain a single term in the series (i.e., $l_\theta = 0$), we similarly derive the following upper bound for the unmodeled residual term:

$$\delta_\theta(n) \leq \sqrt{3} |H_{\theta u}| t r n \epsilon_\omega$$  \hspace{1cm} (5.23)

where $H_{\theta u}$ is an upper bound on $||H_{\theta u}||_2$, and $\epsilon_\omega$ is the upper bound on the rotational velocity errors. In turn, the upper bound over all rows is given by:

$$\bar{\delta}_\theta = \frac{\sqrt{3}}{2} H_{\theta u} t r \epsilon_\omega$$  \hspace{1cm} (5.24)

We have therefore shown that if (i) we include in the state vector of the estimator the IMU position, orientation, and velocity at $t_o$, (ii) compute the measurement residual as shown in (5.12), and (iii) base the estimator’s update equations on the linearized expression:

$$r \simeq H_{\theta}^G \tilde{\theta}_I(t_o) + H_p^G \tilde{p}_I(t_o) + \frac{nt_r}{N} H_p^G \tilde{v}_I(t_o) + H_a \tilde{x}_a + n$$  \hspace{1cm} (5.25)

we are guaranteed that the residual terms due to unmodeled errors will be upper bounded by $\bar{\delta}_\theta + \bar{\delta}_p$. The value of this bound will depend on the characteristics of the sensors used, but in any case it can be evaluated to determine whether this choice of truncation orders would be acceptable.
For example, for the sensors on the LG Nexus 4 smartphone used in our experiments (see Table 5.1), the standard deviation of the noise in the acceleration measurements is approximately $0.04 \text{ m/s}^2$. Using a conservative value of $\epsilon_a = 1 \text{ m/s}^2$ (to also account for errors in the estimates of the accelerometer bias and in roll and pitch), a readout time of $t_r = 43.3 \text{ ms}$, and assuming a camera with a focal length of 500 pixels and 60-degree field of view observing features at a depth of 2 m, we obtain $\bar{\delta}_p = 0.12$ pixels. Similarly, using $\epsilon_\omega = 1 \degree/\text{s}$, we obtain $\bar{\delta}_\theta = 0.44$ pixels (see Appendix D.1 for the derivations of these bounds). We therefore see that, for our system, the residual terms due to unmodeled errors when using (5.25) are guaranteed to be below 0.56 pixels. This (conservative) value is smaller than the standard deviation of the measurement noise, and likely in the same order as other sources of unmodeled residual terms (e.g., camera model inaccuracies and the nonlinearity of the measurement function).

The above discussion shows that, for a system with sensor characteristics similar to the ones described above, the choice of $l_p = 1$, $l_\theta = 0$ leads to approximation errors that are guaranteed to be small. If for a given system this choice is not sufficient, more terms can be kept in the two series to achieve a more precise modeling of the error. On the other hand, we can be even more aggressive, by choosing $l_p = 0$, i.e., keeping only the camera pose in the estimator state vector, and not computing Jacobians of the error with respect to the velocity. In that case, the upper bound of the residual due to unmodeled position errors becomes:

$$\delta_p'(n) \leq \sqrt{3} H_{p\omega} \frac{|n| t_r}{N} \epsilon_v$$ (5.26)
where $\epsilon_v$ is the worst-case velocity error. Using a conservative value of $\epsilon_v = 20 \text{ cm/s}$ (larger than what we typically observe), we obtain $\overline{\delta}_p = 2.2 \text{ pixels}$.

If these unmodeled effects were materialized, the estimator’s accuracy would likely be reduced. However, we have experimentally found that the performance loss by choosing $l_p = 0$ is minimal (see Section 5.6), indicating that the computed bound is a conservative one. Moreover, as shown in the results of Section 5.6, including additional terms for the orientation error does not lead to a substantially improved performance. Therefore, in our implementations, we have favored two sets of choices: $l_p = 1, l_\theta = 0$, due to the theoretical guarantee of small unmodeled errors, and $l_p = 0, l_\theta = 0$, due to its lower computational cost, as discussed next.

5.4.1 Discussion

It is interesting to examine the computational cost of the proposed method for processing the RS measurements, as compared to the case where a GS camera is used. The key observation here is that, if the states with respect to which Jacobians are evaluated are already part of the state, then no additional states need to be included in the estimator’s state vector, to allow processing the RS measurements. In this case, the computational overhead from the use of a RS camera, compared to a GS one, will be negligible\(^3\).

In the previous chapters, we discussed three major types of EKF-based estimators for performing visual-inertial odometry: EKF-SLAM, the MSCKF estimator,\(^3\)
and the MSCKF/SLAM hybrid filter. For EKF-SLAM, since the state vector contains the IMU position, orientation, and velocity (see (2.5)), choosing $l_p \leq 1$ and $l_\theta = 0$ will require no new states to be added, and no significant overhead. For the MSCKF-based estimators, since the measurement Jacobian matrices are computed with respect to the IMU states in the sliding window, the sliding-window states (2.13) should be defined based on the selection of $l_p$ and $l_\theta$. If we select $l_p \geq 1$ or $l_\theta \geq 1$, additional states will have to be maintained in the sliding window, leading to increased computational requirements. Finally, since the hybrid filter is formulated by combining the MSCKF and the EKF-SLAM, its computational cost will be affected by both SLAM-type update and MSCKF-type update. As a result, for the hybrid filter, if $l_p \geq 1$ or $l_\theta \geq 1$ the computational cost will increase. However, if $l_p = l_\theta = 0$ is chosen, no additional states would have to be introduced, and the cost of processing the RS measurements would be practically identical to that of a GS camera (see also Section 5.6).

We next discuss the relationship of our approach to the TBF formulation of [11, 30, 69, 89]. First, we point out that the expressions in (5.16)-(5.17) effectively describe a representation of the errors in terms of the temporal basis functions $f_i(\tau) = \tau^i$, $i = 1, \ldots l_p/\theta$ in the time interval $[-t_r/2, t_r/2]$. This is similar to the TBF formulation, with the difference that in our case the errors, rather than the states are approximated by a low-dimensional parameterization. This difference has two key consequences. First, as we saw it is possible to use knowledge of the error properties to compute bounds on the effects of the unmodeled errors. Second, the errors are, to a large extent, independent of the actual trajectory,
which makes the approach applicable in cases where the motion contains significant accelerations. By contrast, in the TBF formulation the necessary number of basis functions is crucially dependent on the nature of the trajectory. In “smooth” trajectories, one can use a relatively small number of functions, leading to low computational cost (see, e.g. [89]). However, with fast motion dynamics, the proposed error-parameterization approach requires a lower dimension of the state vector.

To demonstrate this with a concrete example, let us focus on the acceleration signal shown in Fig. 5.2(left). In [69, 89], fourth-order B-splines are used as the basis functions, due to their finite support and analytical derivatives. This, in turn, means that the acceleration is modeled by a linear function between the time instants consecutive knots are placed. If we place one knot every 43.3 ms (e.g., at the start and end of each image readout), we would be modeling the acceleration as a linear function during each image readout. The bottom plot in Fig. 5.2(right) shows the largest errors between $a_m$ and the best-fit linear model during each readout time. The worst-case error is $1.03 \, \text{m/s}^2$, which is one order of magnitude larger than the standard deviation of the accelerometer measurement noise (see Table 5.1). Therefore, placing knots every 43.3 ms would lead to unacceptably large unmodeled terms in the accelerometer residual. To reduce the error terms to the same order of magnitude as the noise, knots would have to be placed every approximately 15 ms, or approximately three poses per image. Therefore, in this example (which involves motion dynamics common in small-scale systems)
the proposed error-parameterization approach would lead to a significantly faster
algorithm, as it results in a much smaller state vector.

5.5 Motion Estimation with a Low-cost IMU and

a Rolling-shutter Camera

In this section, we describe the main algorithm that is used for performing
real-time VIO and self-calibration, using measurements from an IMU and a RS
camera. Specifically, we propose a modified MSCKF/SLAM hybrid filter in this
section, which is able to i) estimate the calibration parameters of both the IMU
and camera online, and ii) estimate the motion of the camera-IMU platform in
real time.

5.5.1 Calibration state

We first define the vector $\mathbf{x}_c$, which consists of all the calibration parameters:

$$\mathbf{x}_c = \begin{bmatrix} \pi_I^T & \pi_C^T & \mathbf{p}_I^T & t_d \end{bmatrix}^T$$

(5.27)

In the above equation, $\pi_I$ is a $27 \times 1$ vector, consisting of the time-invariant
parameters of the IMU, i.e., each element of the matrices $\mathbf{T}_a$, $\mathbf{T}_g$, and $\mathbf{T}_s$ (see (5.2)-(5.3)). In addition, $\pi_C$ is the camera calibration vector, containing both the
intrinsic parameters (see (5.7)-(5.9)) as well as the rolling-shutter readout time:

$$\pi_C = \begin{bmatrix} \mathbf{p}_C^T & a_u & a_v & k_1 & k_2 & k_3 & t_1 & t_2 & t_r \end{bmatrix}^T$$

(5.28)
Finally, $C_p^i$ is the camera-to-IMU translation vector and $t_d$ is the time-offset between the sensor measurements, which have been discussed in the previous chapter.

### 5.5.2 EKF state vector

To perform online calibration, we incorporate the calibration state $x_c$ into the state vector of the MSCKF/SLAM hybrid estimator. Specifically, the new state vector is defined as

$$x(t) = [x_E^T(t) \ x_c^T \ x_{I_1}^T \ \cdots \ x_{I_m}^T \ f_1^T \ \cdots \ f_s^T]^T \quad (5.29)$$

Compared to the state vector of the hybrid estimator defined in (4.1), which performs concurrent motion estimation and camera-to-IMU calibration, (5.29) has two differences. First, the calibration state $x_c$ contains all the calibration parameters, instead of the camera-to-IMU configuration only. Second, as explained in Section 5.4, the formulation of each of the IMU states $x_{I_i}$ depends on the choices of the truncation orders $l_p$ and $l_\theta$. As a result, $x_{I_i}$ contains at a minimum the IMU’s position and orientation, and may additionally contain some of their derivatives.

### 5.5.3 EKF propagation

Similarly to the original MSCKF/SLAM hybrid EKF, the IMU measurements are used for propagating the state estimates between timesteps. Specifically, given
the IMU measurements in a certain time interval, as well as estimates for the IMU parameters, we compute the estimated acceleration and rotational velocity as:

\[
I^f \hat{a}_s = T_a^{-1} (a_m - \bar{b}_a) \\
G^f \hat{a}_I = \frac{T}{G} R^T J I^f \hat{a}_s + g
\]

\[
I^f \dot{\omega} = T_g^{-1} (\omega_m - \bar{T} J I^f \hat{a}_s - \bar{b}_g)
\]

The acceleration and rotational velocity estimates in (5.30)-(5.32) are used to propagate the estimate of the evolving state via numerical integration, as described in Section 2.5. Moreover, the covariance matrix of the EKF is propagated. For this step, we first compute the state transition matrix \( \Phi_{I_k} \) and the Jacobian matrix \( \Gamma_{I_k} \), which describe the relationship between the evolving-state errors in propagation:

\[
\tilde{x}_{E_{k+1}} = \Phi_{I_k} \tilde{x}_{E_k} + \Gamma_{I_k} \tilde{\pi}_I + w_{d_k}
\]

The above equation is similar to (2.44), with the addition of the term \( \Gamma_{I_k} \tilde{\pi}_I \), which models the errors due to the IMU calibration parameters. Using (5.33), the EKF’s covariance propagation equation is given by:

\[
P_{k+1} = \begin{bmatrix} \Phi_{I_k} & \Gamma_{I_k} & 0 \\ 0 & I & 0 \\ 0 & 0 & I \end{bmatrix} P_k \begin{bmatrix} \Phi_{I_k} & \Gamma_{I_k} & 0 \\ 0 & I & 0 \\ 0 & 0 & I \end{bmatrix}^T + \text{Diag}(Q_k, 0)
\]

5.5.4 State augmentation

When a new image is received, a new IMU state is added to the filter state vector. Let us consider the case where an image with timestamp \( t \) is received. We here note that, by our convention (see (5.4)-(5.5)), the image timestamps correspond to the midpoint of the image readout. As described in Chapter 4,
a time offset, \( t_d \), exists between the camera and IMU timestamps. Thus, if an image with timestamp \( t \) is received, the midpoint of the image readout interval was actually at time \( t + t_d \). Therefore, when a new image is received, the EKF state is augmented with an estimate of the IMU state at \( t + t_d \). What is included in this state depends on the choices of the truncation orders \( l_p \) and \( l_\theta \). Specifically, if \( l_p = l_\theta = 0 \), the IMU state only contains the position and orientation terms, similarly to the case when a GS camera is used. However, if \( l_p \geq 1 \) or \( l_\theta \geq 1 \), derivatives of the position or orientation components will be included in the IMU state that is added to the sliding window. In this chapter, we derive the equations for the case \( l_p = 1 \) and \( l_\theta = 0 \), and the other cases can be derived similarly.

When the image is received, we propagate the EKF state up to \( t + \hat{t}_d \), at which point we augment the EKF state with the estimate \( \tilde{x}_I(t + \hat{t}_d) = [I_G \hat{q}^T(t + \hat{t}_d) \ G \hat{p}_I^T(t + \hat{t}_d) \ G \hat{v}_I^T(t + \hat{t}_d)]^T \). Moreover, the EKF covariance matrix is augmented to include the covariance matrix of the new state, and its correlation to all other states in the system. For this computation, an expression relating the errors in the new state to the errors of the EKF state vector is needed. This is given by:

\[
\tilde{x}_I(t + \hat{t}_d) = \begin{bmatrix} I_9 & 0_{9 \times 46} \ J_t & 0 \end{bmatrix} \tilde{x}(t + \hat{t}_d)
\]

(5.35)

where \( J_t \) is the Jacobian with respect to the time offset \( t_d \), defined as

\[
J_t = \begin{bmatrix} G_r \hat{R}(t + \hat{t}_d)^T \hat{\omega}(t + \hat{t}_d) \\
G \hat{v}_I(t + \hat{t}_d) \\
G_r \hat{R}(t + \hat{t}_d)^T \hat{a}_s + \hat{g} \end{bmatrix}
\]

(5.36)
5.5.5 EKF update

Once state augmentation is performed, the image is processed to extract and match features. Subsequently, these feature measurements are processed by the hybrid estimator, via either the SLAM-type update or the MSCKF-type update. The detailed feature allocation and update policy is described in Section 3.4.2. We here note that both types of updates require the computation of the measurement residual vector and the linearized measurement equation. Specifically, the residual vector corresponding to the $i$th IMU state and $j$th feature can be computed as:

$$ \hat{z}_{ij} = z_{ij} - h(\hat{x}_{Ij}, \hat{x}_c, \hat{f}_i) \quad (5.37) $$

The above residual computation utilizes the state estimate $\hat{x}_{Ij}$, estimated calibration parameters $\hat{x}_c$, as well as the IMU measurements in the readout time interval of the corresponding image, as described in Section 5.4. Additionally, (5.37) also requires an estimate of the feature state $\hat{f}_i$, which is obtained via least-squares triangulation for a MSCKF feature or is directly available from the state vector for a SLAM feature. Linearizing the residual equation (5.37), we obtain:

$$ \hat{z}_{ij} \simeq H_{\theta_{ij}} G \hat{\theta}_{Ij} + H_{p_{ij}} G \hat{p}_{Ij} + \frac{n_{ij} l_r H_{p_{ij}} G \hat{v}_{Ij}}{N} + H_c \hat{x}_c + H_{f_{ij}} \hat{f}_i + n_{ij} \quad (5.38) $$

where $n_{ij}$ is the image row on which $f_i$ is observed in image $j$. It is important to note that (5.38) can be directly used for an EKF update in the hybrid estimator, since the term $G \hat{v}_{Ij}$ is included in the state.
5.6 Simulations

We present results from three sets of Monte-Carlo simulations demonstrating the performance the proposed algorithm. In all of these simulations, we generated simulation environments based on real-world data-sets, as described in Appendix A.6.

5.6.1 Processing RS measurements

The first simulation test is to validate the proposed method for processing the measurements from a RS camera. In this simulation, the simulation environment was generated based on a dataset collected by a Nexus 4 mobile device. The device is equipped with a RS camera capturing images at 11 Hz with a readout time of 43.3 ms, and an Invensense MPU-6050 IMU, which provides inertial measurements at 200 Hz. The noise characteristics and additional details for the sensors can be found in Table 5.1. During the data collection, the device was hand-held by a person walking at normal pace, for a duration of 4.23 min. The total distance traveled is approximately 227 m.

We here compare the performance of our proposed approach to the processing of RS measurements, with four different options for the modeling of the errors during the readout time, obtained by choosing $l_p = \{0, 1\}$ and $l_a = \{0, 1\}$. We additionally evaluate the performance of the constant-velocity approach of [61], and of an approach that treats the camera as if it has a global shutter. To collect statistics for these six approaches, we carried out 50 Monte-Carlo simulation trials. Moreover, in order to isolate the effects of the RS model used, in this simulation,
Table 5.1: Sensor characteristics of the mobile devices used in the experiments.

<table>
<thead>
<tr>
<th>Device</th>
<th>LG Nexus 4</th>
<th>Galaxy SIII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyro rate (Hz)</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Accel rate (Hz)</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>$\sigma_r$ ($^\circ$/s)</td>
<td>$2.4 \cdot 10^{-1}$</td>
<td>$2.6 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$\sigma_a$ (m/s^2)</td>
<td>$4.0 \cdot 10^{-2}$</td>
<td>$5.6 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$\sigma_{wg}$ ($^\circ$/√s^3)</td>
<td>$1.6 \cdot 10^{-3}$</td>
<td>$3.2 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>$\sigma_{wa}$ (m/√s^5)</td>
<td>$7.0 \cdot 10^{-5}$</td>
<td>$1.4 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$t_r$ (ms)</td>
<td>43.3</td>
<td>15.9</td>
</tr>
<tr>
<td>Frame rate (Hz)</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>Resolution (pixels)</td>
<td>$432 \times 576$</td>
<td>$480 \times 640$</td>
</tr>
<tr>
<td>$\sigma_{im}$ (pixels)</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

we assume that the calibration parameter vector $x_c$ is perfectly known and not estimated online. Additionally, in each simulation trial all the approaches use exactly the same initial state estimate and covariance matrix, the same estimator structure (the hybrid filter presented in Section 5.5), and process exactly the same IMU and feature measurements.

Fig. 5.3 shows the RMSE (averaged over the 50 Monte-Carlo trials) in the estimates of the IMU orientation, position, and velocity computed by the six approaches. In Table 5.2 we also provide the average RMSE and the average NEES for the IMU motion state (position, orientation, and velocity), averaged over all 50 trials, and over the last 25 seconds of motion.\footnote{Since no loop-closure information is available, the uncertainty of the position and the yaw gradually increases over time. We here plot the statistics for the last 25 seconds, to evaluate the estimators’ final accuracy and consistency.} We note that, since
Figure 5.3: Simulation results: The RMSE of the IMU orientation, position, and velocity over 50 Monte-Carlo simulation trials for different RS models. Because the performance of the four error-state models is very similar, the lines are hard to distinguish in the plot. For clarity, the numerical values of the average RMSE are provided in Table 5.2.
the hybrid filter is able to report consistent estimation results for GS cameras (see Section 3.6.1), by examining the average NEES values of the six approaches, we can evaluate the significance of the unmodeled errors due to the RS model.

Several observations can be made based on the results of Fig. 5.3 and Table 5.2. First, we clearly observe that the approach that assumes a GS camera model has very poor performance, with errors that are one order of magnitude larger than all other methods. By assuming a GS camera, the motion of the camera during the readout time is neither modeled nor compensated for, which inevitably causes unmodeled errors and degrades the estimation accuracy. The existence of large unmodeled errors is also reflected in the average NEES value, which is substantially higher than that of all other methods.

From these results we can also see that the constant-velocity models used in [61] result in significantly larger errors, compared to the four models that are based on the proposed approach. Specifically, the position and orientation errors are approximately double, while the velocity errors are approximately 50% larger.
As discussed in Section 5.2.2, this is due to the fact that the motion in this experiment is characterized by significant variations, especially in the rotational velocity. These variations, which are to be expected in low-mass systems such as the one used here, cause the constant-velocity assumption to be severely violated, and lead to the introduction of non-negligible unmodeled errors. These errors also lead to an increase in the average NEES.

Turning to the four different error parameterizations that are based on the approach proposed here, we see that they all perform similarly in terms of accuracy. As expected, the choice $l_p = 1, l_\theta = 1$ outperforms the lower-order models, but only by a small margin. Moreover, we see that using a higher-order model leads to a lower NEES, as the unmodeled errors become smaller. The average NEES of the four different approaches is somewhat higher than the theoretically-expected value of 9. This outcome is to be anticipated, due not only to the approximations in the RS modeling, but also to the non-linear nature of the estimation problem.

Even though the accuracy and consistency of the four models is comparable, the computational cost incurred by their use is significantly different. Increasing the order of the error model results in an increase in the dimension of the error-state vector, and therefore in a higher computational cost. The last row in Table 5.2 shows the average CPU time needed per update in each of the cases tested, measured on an Intel Core i3 2.13 GHz processor. These times show that, even though the accuracy difference between the most accurate error model ($l_p = l_\theta = 1$) and the least accurate one ($l_p = l_\theta = 0$) is less than 10%, the latter is more than 2.5 times faster. In fact, the computational cost of the method with
$l_p = l_\theta = 0$ is practically identical to the cost of using a GS model, and 2.5 times faster than the model of [61]. Since our main interest is in resource-constrained systems, where CPU capabilities are limited and preservation of battery life is critical, the preferred choice in our implementation of real-time VIO is $l_p = l_\theta = 0$. If additional precision were required, based on the results of Table 5.2 and the theoretical results of Section 5.4, we would select the model with $l_p = 1, l_\theta = 0$. Both these two sets of choices are tested in the subsequent simulation tests and real-world experiments.

5.6.2 Online parameter calibration

In this simulation test, we examine the capability of the proposed algorithm to perform online calibration of the $41 \times 1$ calibration state $x_c$. For this test, we base our simulation on a dataset involving significant rotations and translations, while moving in a room-sized environment for a period of 45 sec. The data was also collected using an LG Nexus 4 device. In each trial of the simulation tests, the calibration parameters were set equal to known nominal values, with the addition of errors drawn from zero-mean Gaussian distributions. In this simulation test, we use the truncation orders $l_p = 1$ and $l_\theta = 0$.

Table 5.3 shows the RMS errors over 100 Monte-Carlo simulations for all the parameters. The second and sixth lines correspond to the initial errors, the third and seventh lines to the errors after 15 sec of motion, and the fourth and eighth lines to the final errors. We note that the initial RMS error values for the $T_a$ and
Figure 5.4: Results of a representative simulation trial: estimation errors and the reported ±3 standard deviations. (Top to bottom, left to right) (a) gyroscope biases, (b) accelerometer biases, (c) gyroscope misalignment/scale, (d) accelerometer misalignment/scale, (e) g-sensitivity, (f) camera-to-IMU time offset, (g) camera-to-IMU position (h) camera focal lengths, (i) camera principal point, (j) camera radial distortion, (k) camera tangential distortion, and (l) rolling shutter readout time. For all vectorial parameters the least accurate element is shown.
Table 5.3: Simulations: RMS errors of the calibration parameters.

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th>$b_g$ ($^\circ$/sec)</th>
<th>$b_a$ (m/sec²)</th>
<th>$C_{pB}$ (cm)</th>
<th>$t_d$ (msec)</th>
<th>$T_g$</th>
<th>$T_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.334</td>
<td>0.187</td>
<td>0.610</td>
<td>9.450</td>
<td>0.0200</td>
<td>0.0200</td>
</tr>
<tr>
<td>15</td>
<td>0.014</td>
<td>0.009</td>
<td>0.160</td>
<td>0.076</td>
<td>0.0007</td>
<td>0.0011</td>
</tr>
<tr>
<td>45</td>
<td>0.013</td>
<td>0.007</td>
<td>0.110</td>
<td>0.062</td>
<td>0.0006</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th>$T_s$ ($^\circ$/sec/g)</th>
<th>$a_u, a_v$ (pix.)</th>
<th>$p_e$ (pix.)</th>
<th>$k_i$</th>
<th>$t_i$</th>
<th>$t_r$ (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.216</td>
<td>5.146</td>
<td>4.941</td>
<td>0.082</td>
<td>0.0010</td>
<td>4.171</td>
</tr>
<tr>
<td>15</td>
<td>0.020</td>
<td>0.475</td>
<td>0.470</td>
<td>0.015</td>
<td>0.0004</td>
<td>0.190</td>
</tr>
<tr>
<td>45</td>
<td>0.010</td>
<td>0.400</td>
<td>0.332</td>
<td>0.012</td>
<td>0.0003</td>
<td>0.108</td>
</tr>
</tbody>
</table>

$T_g$ matrices correspond to misalignment errors with standard deviation of approximately 1.15° and/or scale factors of 2%. These values (as well as most of the other initial errors shown in Table 5.3) are larger than what we typically find in practice. From the results of this table we can clearly observe that the proposed online calibration approach can accurately estimate all the desired quantities. Moreover, we note that the estimation errors after 15 seconds are significantly smaller than the initial ones, and almost as same as the final errors, indicating quick convergence.

It is also useful to examine the results of a single representative trial, shown in Fig. 5.4. These plots show the estimation errors and ±3 standard deviations reported by the filter for all the calibration parameters. For the vector parameters (e.g., biases, the $T_a$, $T_g$, $T_s$ matrices, and so on) we here only plot the least accurate element. These figures also demonstrate the rapid reduction in uncertainty, and show that the uncertainty reported by the EKF is commensurate with the actual errors, indicating consistency. It is important to note that the results of both Fig. 5.4 and Table 5.3 suggest that, with sufficiently exciting motion, the
Table 5.4: Initial standard deviation of the calibration parameters in the third set of simulations.

<table>
<thead>
<tr>
<th>$T_g$</th>
<th>$T_a$</th>
<th>$T_s$ (°/sec/g)</th>
<th>$a_u$, $a_v$ (pix.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0058</td>
<td>0.0058</td>
<td>0.169</td>
<td>0.350</td>
</tr>
<tr>
<td>$p_c$ (pix)</td>
<td>$k_i$</td>
<td>$t_i$</td>
<td>$t_r$ (msec)</td>
</tr>
<tr>
<td>0.450</td>
<td>0.01</td>
<td>0.001</td>
<td>0.500</td>
</tr>
</tbody>
</table>

calibration parameters are observable (identifiable), a result that we seek to prove in our future work.

5.6.3 Concurrent motion estimation and online calibration

We now present the results of a third set of simulation tests, which demonstrates the improvement in performance gained by using high-fidelity IMU models and online calibration. In this simulation, we use the truncation orders $l_p = 1$ and $l_\theta = 0$. We here compare the proposed approach that uses full self-calibration against the approach that is described in Chapter 4, in which only the IMU biases, camera-to-IMU spatial relationship, and the time offset between the camera and IMU are estimated. Since the approach in Chapter 4 only calibrates a subset of the sensor parameters, we term it “partial calibration” here. In the simulations, the IMU and camera are affected by small calibration errors, whose standard deviations are shown in Table 5.4. Note that the chosen values for $T_a$ and $T_g$ correspond to scale factors of less than 1% and/or axis misalignment of approximately 0.3 degrees (these are similar to or smaller than the values we encountered in practice.
Table 5.5: Third simulation: RMSE of pose estimation.

<table>
<thead>
<tr>
<th></th>
<th>$\delta \theta_R$ ($^\circ$)</th>
<th>$\delta p_R$ (m)</th>
<th>$\delta v_R$ (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full calibration</td>
<td>0.468</td>
<td>0.619</td>
<td>0.027</td>
</tr>
<tr>
<td>Partial calibration</td>
<td>2.045</td>
<td>2.914</td>
<td>0.092</td>
</tr>
</tbody>
</table>

for MEMS sensors). Moreover, the camera parameters’ errors are similar to what we obtain with offline calibration.

We conducted 100 Monte-Carlo tests, generated based on a 6-minute, 400-m long dataset. In each trial the calibration parameters are corrupted by random errors, drawn from zero-mean Gaussian pdfs with the standard deviations given in Table 5.4. Table 5.5 shows the RMS errors for the position, orientation, and velocity, in the case of full calibration (the proposed approach) vs. partial calibration. We can clearly observe a significant difference in accuracy in all state variables. Moreover, we should point out that the partial-calibration approach failed in 15% of the trials, due to the presence of unmodeled errors (the results of the failed trials are not included in the calculations). By properly modeling the uncertainty of the calibration, the proposed approach is more robust to the presence of errors (no simulation trials failed for the full-calibration approach). We thus see that by using high-fidelity models of the IMU and camera, and performing online estimation of the model parameters, we are able to obtain better precision as well as increased reliability of the estimator.
5.7 Real-world Experiments

We here present results of the real-world experiments. Similarly to the simulation tests, we conducted multiple sets of experiments, to evaluate different aspects of the proposed algorithm.

5.7.1 Processing RS measurements

In our first experiment, we test the performance of the proposed method for processing RS measurements. Similarly to the simulations presented in Section 5.6.1, we pre-calibrated the IMU parameters, and did not estimate them online, to isolate the other factors which might affect the performance of the algorithm.

In this experiment, a Samsung Galaxy SIII mobile phone and a Xsens MTi-G unit (for GPS ground-truth data collection) was mounted on top of a car driven on the streets of Riverside, CA. Fig. 5.5 shows the setup of the devices. The total distance driven is approximately 11 km, covered in 21 min. Sample images from the experiment are shown in Fig. 5.6. During this experiment the sensor data were saved to disk, and later processed offline, to allow the comparison of the alternative methods. Image features are extracted by an optimized Shi-Tomasi feature extractor [65], and matched using normalized cross-correlation (NCC). A $17 \times 17$ image template is used for NCC, and a minimum matching threshold of 0.8.
Figure 5.5: Car experiment: Device setup.

Figure 5.6: Car experiment: Sample images.
Figure 5.7: Car experiment: Trajectory estimates by the proposed approach and the approach of [61], compared to ground truth.
In this experiment, we compared three methods: (i) the proposed method using $l_p = l_\theta = 0$, (ii) the method that employs the linear velocity model during rolling shutter readout time [61], and (iii) a GPS system, which is treated as the ground truth. We note that, since the method that employs the global-shutter camera measurement model performs even worse than the method [61] (see Section 5.6.1), this method was not implemented for comparison here. Fig. 5.7 shows the trajectories obtained by these three methods. The estimated trajectories are manually aligned to the GPS ground truth, and plotted on a map of the area where the experiment took place. Moreover, Fig. 5.8 shows the position errors of the two approaches, as well as the reported uncertainty envelope for the proposed approach. This envelope corresponds to $\pm 3$ standard deviations, computed as the square roots of the corresponding diagonal elements of the EKF’s state covariance.
matrix. Here we only plot the position errors in the horizontal plane, as the accuracy of the ground truth in the vertical direction is not sufficiently high. From these results it becomes clear that the proposed method outperforms that of [61] by a wide margin. It produces more accurate estimates (the largest position error throughout the experiment is approximately 63 m, compared to 123 m for [61]), and the estimation errors agree with the estimator’s reported uncertainty. This result is similar to what we obtained in simulation, which demonstrates that the proposed method provides better characterization of the estimation errors during the rolling-shutter readout time and thus leads to better performance.

5.7.2 Concurrent motion estimation and online calibration

We next present results from another real-world experiment, to demonstrate the capability of the proposed algorithm to perform concurrent motion estimation and online calibration. This experiment was conducted using a hand-held Nexus 4
device, involving motion in three floors of the UCR Engineering building (sample images are shown in Fig. 5.9). The total duration of the experiment is 9.8 min and the trajectory length is approximately 633 m. It is important to note that, in this experiment, all the sensor measurements were processed in real time on the phone.

For this experiment, prior estimates for the calibration parameters are obtained as follows: zero values are used for the biases and for the g-sensitivity matrix, $T_s$; the priors for $T_a$ and $T_g$ are set to the identity matrix; the image readout time was set equal to the image period; the camera-to-IMU translation prior is set to zero; the time offset $t_d$ prior was set to zero; and finally for the camera intrinsics the calibration parameters from a different device of the same type were used. This is done to demonstrate that even rough information about the camera parameters can be employed as an initial guess for the proposed method.
Figure 5.11: Real world experiment: Orientation and position uncertainty (3σ) reported by the EKF during the experiment. The plotted values correspond to the major axis of the uncertainty ellipses. Note the sharp drop in the initial orientation uncertainty, which occurs as the calibration parameters become more certain during the first few seconds.
Fig. 5.10 shows the trajectory estimated by the proposed approach, while the reported uncertainties of the IMU orientation and position are shown in Fig. 5.11. Although an accurate ground truth for the entire trajectory cannot be obtained, the final position error is equal to 1.09 m, corresponding to 0.17% of the travelled distance. This error is commensurate with the reported uncertainty, indicating a consistent estimator. We point out that the largest misalignment of the IMU axes was estimated as 0.85°, the maximum scale factor deviation from unity was estimated as 1.8%, and the maximum value of the g-sensitivity corresponds to 0.33°/sec/g. As seen in the simulation results of the preceding section, these values are large enough to cause significant degradation of performance, if not properly modeled. In addition, Fig. 5.12 plots the uncertainty curves of the calibration parameters. Similarly to Fig. 5.4, this figure shows the results for the element with the highest uncertainty, for all vectorial parameters. Fig. 5.12 shows that the uncertainty of all calibration parameters drops rapidly during the first few seconds of estimation, which indicates that these parameters are observable and can be calibrated in a short time.

5.8 Conclusion

In this chapter, we have presented an online approach to process the measurement from a low-cost IMU and a rolling-shutter camera for VIO. To model the low-cost sensors, our approach employs detailed models of the IMU, the camera projection geometry, as well as of the relative spatial configuration and timing
Figure 5.12: Experiment Results: reported ±3 standard deviations of the calibration parameters.
of the sensors. In addition, we have proposed a novel approach for utilizing the measurements from rolling-shutter cameras, by employing low-dimensional approximations of the estimation errors instead of the trajectory. Our simulation results and experimental testing demonstrate that (i) by including all the parameters of the sensor models in the state vector of the proposed EKF, it is possible to obtain precise estimates of their values, and to improve the accuracy of the pose estimates, and (ii) by employing the proposed method for processing the RS measurements, the motion estimation accuracy can be substantially improved, compared to prior approaches.
Chapter 6

Summary

Methods for high-precision, real-time VIO, suitable for miniaturized and inexpensive mobile platforms, will be key enabling technologies for several commercial and research applications. The key challenges towards the development of such methods stem from the limited sensing and computational resources of these systems. In this work, we have proposed algorithm-design methodologies to address these challenges in systematic ways.

Specifically, we first designed an EKF-based VIO algorithm, termed MSCKF 2.0, which is able to accurately estimate the motion of a moving platform, by ensuring the correct observability properties of the EKF’s linearized system model. Subsequently, we showed that the computational cost of EKF-based VIO can be substantially reduced by integrating the MSCKF 2.0 algorithm with an algorithm with complementary computational characteristics. The resulting MSCKF/SLAM hybrid estimator employs learned statistical information about the environment, in order to determine the optimal feature-processing strategy, leading to the optimal
utilization of the available CPU resources. In addition to addressing the challenges caused by limited processing power, we described methods for modeling and compensating for the special characteristics of low-cost sensors. In Chapter 4, we described an extension to the hybrid EKF estimator, which performs concurrent localization and online calibration of the camera-to-IMU spatial and temporal configuration. Our theoretical analysis proves that both these parameters are identifiable under general trajectories, and our results show that including them in the hybrid EKF leads to improved estimation precision. To further improve precision, in Chapter 5 we proposed employing high-fidelity sensor models for the IMU and the camera, and calibrating all the model parameters online. By accounting for the systematic errors that are common in low-cost visual and inertial sensors, this approach leads to more accurate state estimates. In addition, Chapter 5 describes a computationally-efficient formulation for processing the measurements from rolling-shutter sensors, which are prevalent in low-cost cameras. Our experimental results demonstrate that, taken together, the above contributions lead to computationally efficient, high-precision VIO algorithms, which enable real-time localization on low-cost consumer devices.
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Appendix A

A.1 IMU Error-state Transition Matrix

If the biases are included, the IMU error-state transition matrix is given by:

\[
\Phi_{I_k} = \begin{bmatrix}
I_3 & 0_3 & 0_3 & \Phi_{qb} & 0_3 \\
\Phi_{pq} & I_3 & \Delta t I_3 & \Phi_{pb} & \Phi_{pa} \\
\Phi_{vq} & 0_3 & I_3 & \Phi_{vb} & \Phi_{va} \\
0_3 & 0_3 & 0_3 & I_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & I_3
\end{bmatrix}
\] (A.1)

where

\[
\Phi_{qb} = -\hat{R}_k^T \int_{t_k}^{t_{k+1}} \int_{I_x}^{I_x} \frac{\partial}{\partial \tau} (\mathbf{G}_{\hat{I}_x} - \mathbf{g}) \times \hat{R}_k \int_{I_x}^{I_x} \hat{R}_k^T d\tau d\omega
\]

\[
\Phi_{pb} = \int_{t_k}^{t_{k+1}} \int_{I_x}^{I_x} \frac{\partial}{\partial \tau} (\mathbf{G}_{\hat{I}_x} - \mathbf{g}) \times \hat{R}_k^T \int_{I_x}^{I_x} \hat{R}_k^T d\tau d\omega
\]

\[
\Phi_{pa} = -\hat{R}_k^T \int_{t_k}^{t_{k+1}} \int_{I_x}^{I_x} \hat{R}_k^T d\tau d\omega
\]

\[
\Phi_{vb} = \int_{t_k}^{t_{k+1}} \frac{\partial}{\partial \tau} (\mathbf{G}_{\hat{I}_x} - \mathbf{g}) \times \hat{R}_k^T \int_{I_x}^{I_x} \hat{R}_k^T d\tau d\omega
\]

\[
\Phi_{va} = -\hat{R}_k^T \int_{t_k}^{t_{k+1}} \int_{I_x}^{I_x} \hat{R}_k^T d\tau d\omega
\] (A.2)

The detailed derivation of this result is provided in [62].
A.2 Rank of the Observability Matrix in the “ideal” MSCKF

We here prove that the observability matrix shown in (2.51) has a nullspace of dimension four. To this end, we apply a sequence of elementary column operations on this matrix, to transform it to a different one with the same rank, but which facilitates analysis. In the following, we use the symbol \( \sim \) to denote matrices related by elementary column operations. From (2.51) we obtain:

\[
\hat{O}_{ik} = \hat{M}_{ik} \left[ \left( G p_{fi} - G v_{I_k} \Delta t_k - \frac{1}{2} G g \Delta t_k^2 \right) \times \right] - I_3 \Delta t_k I_3 \begin{bmatrix} 0_3 \cdots I_3 \cdots 0_3 \end{bmatrix}
\]

where the partitioning denotes the separation between the columns corresponding to the IMU states and those corresponding to the features. We now apply a sequence of elementary column operations, starting by multiplying the second block column by \(-G p_{I_k} \times\) and adding it to the first block column:

\[
\hat{O}_{ik} \sim \hat{M}_{ik} \left[ \left( G p_{fi} - G v_{I_k} \Delta t_k - \frac{1}{2} G g \Delta t_k^2 \right) \times \right] - I_3 \Delta t_k I_3 \begin{bmatrix} 0_3 \cdots I_3 \cdots 0_3 \end{bmatrix}
\]

Multiply third block column by \([G v_{I_k} \times]\) and add to first block column

\[
\sim \hat{M}_{ik} \left[ \left( G p_{fi} - \frac{1}{2} G g \Delta t_k^2 \right) \times \right] - I_3 \Delta t_k I_3 \begin{bmatrix} 0_3 \cdots I_3 \cdots 0_3 \end{bmatrix}
\]

Multiply column corresponding to \(i\)-th feature by \([-G p_{fi} \times]\) and add to first block column, \(\forall i\)

\[
\sim \hat{M}_{ik} \left[ \left( -\frac{1}{2} G g \Delta t_k^2 \right) \times \right] - I_3 \Delta t_k I_3 \begin{bmatrix} 0_3 \cdots I_3 \cdots 0_3 \end{bmatrix}
\]

Multiply first block column by -2

\[
\sim \hat{M}_{ik} \left[ \Delta t_k^2 [G g \times] \right] - I_3 \Delta t_k I_3 \begin{bmatrix} 0_3 \cdots I_3 \cdots 0_3 \end{bmatrix}
\]
Add all block columns corresponding to the features to the second block column

\[ \sim \bar{M}_{ik} \left[ \begin{array}{cc|cc|cc|cc} \Delta t_k^2 G & \times & 0_3 & \Delta t_k I_3 & 0_3 & \cdots & I_3 & \cdots & 0_3 \end{array} \right] \]

We now define the unitary matrix

\[ F = \left[ \begin{array}{cc} g_{p_1} & g_{p_2} \\ \frac{c_g}{\|c_g\|_2} \end{array} \right] \]

where the two unit vectors \( g_{p_1} \) and \( g_{p_2} \) are on the plane perpendicular to \( G_g \), and are chosen to form an orthogonal coordinate system. Since \( F \) is non-singular, we can multiply the first block column of the above expression by \( F \) to obtain:

\[ \bar{O}_{ik} \sim \bar{M}_{ik} \left[ \begin{array}{cccc|cc|cc|cc} \Delta t_k^2 G & 0_{3 \times 1} & 0_3 & \Delta t_k I_3 & 0_3 & \cdots & I_3 & \cdots & 0_3 \end{array} \right] \quad (A.3) \]

where

\[ G = \|G_g\|_2 \left[ \begin{array}{cc} g_{p_1} & g_{p_2} \end{array} \right] \]

At this point, we note that through a sequence of elementary column operations, all block rows of the matrix \( \bar{O} \) have been transformed to a form where the third to sixth columns are all zero. Thus, the matrix \( \bar{O} \) is rank deficient by \textit{at least four}, and the zero columns can be omitted without changing the rank:

\[ \bar{O}_{ik} \sim \bar{M}_{ik} \left[ \begin{array}{cc|cc|cc|cc} \Delta t_k^2 G & \Delta t_k I_3 & 0_3 & \cdots & I_3 & \cdots & 0_3 \end{array} \right] = \bar{T}_{ik} \quad (A.4) \]
To show that the matrix $\tilde{O}$ is rank deficient by exactly four, we need to show that the matrix with block rows $\mathbf{T}_{ik}$ has full column rank. To this end, we define a vector

$$\mathbf{a} = \begin{bmatrix} a_q \\ -a_v \\ a_1 \\ a_2 \\ \vdots \\ a_s \end{bmatrix}$$

and it suffices to show that the condition $\tilde{T}_{ik} \mathbf{a} = 0, \forall i, k$, is satisfied only if $\mathbf{a} = 0$.

Substituting from (A.4) and (A.5) we obtain:

$$\mathbf{T}_{ik} \mathbf{a} = 0, \forall i, k \Rightarrow \mathbf{M}_{ik} \left( \Delta t^2_k \mathbf{a}_q - \Delta t_k \mathbf{a}_v + \mathbf{a}_i \right) = 0, \forall i, k$$

$$\Rightarrow \begin{bmatrix} c_{k z f_i} & 0 & -c_{k x f_i} \\ 0 & c_{k z f_i} & -c_{k y f_i} \end{bmatrix} \mathcal{C} \mathbf{RR}_i \left( \Delta t^2_k \mathbf{a}_q - \Delta t_k \mathbf{a}_v + \mathbf{a}_i \right) = 0, \forall i, k$$

The above equation is equivalent to the following:

$$\mathcal{C} \mathbf{RR}_k \left( \Delta t^2_k \mathbf{a}_q - \Delta t_k \mathbf{a}_v + \mathbf{a}_i \right) \in \mathcal{N} \left( \begin{bmatrix} c_{k z f_i} & 0 & -c_{k x f_i} \\ 0 & c_{k z f_i} & -c_{k y f_i} \end{bmatrix} \right), \ \forall i, k \quad (A.6)$$

Thus, we can write

$$\mathcal{C} \mathbf{RR}_k \left( \Delta t^2_k \mathbf{a}_q - \Delta t_k \mathbf{a}_v + \mathbf{a}_i \right) = c_{ik} \mathcal{C} \mathbf{p}_i, \ \forall i, k \quad (A.7)$$

for some scalars $c_{ik}$. Using (2.8), we obtain

$$\Delta t^2_k \mathbf{a}_q - \Delta t_k \mathbf{a}_v + \mathbf{a}_i = c_{ik} \left( \mathcal{G} \mathbf{p}_i - \mathcal{G} \mathcal{C} \mathbf{p}_i \right), \ \forall i, k \quad (A.8)$$

Note that the above condition can be interpreted as a condition on the motion of the camera. For example, if the camera is moving with a constant acceleration $\mathbf{G} \mathbf{a}_q$, initial velocity $\mathbf{a}_v$ and initial position $\mathcal{G} \mathbf{p}_0$, and we choose $c_{ik} = -1$, and
\( \mathbf{a}_i = \mathbf{G} \mathbf{p}_0 - \mathbf{G} \mathbf{p}_i \), then the above conditions will be satisfied. However, for general camera motion, and when multiple features are observed, the above condition cannot be met for nonzero values of \( c_{ik}, \mathbf{a}_q, \mathbf{a}_v, \mathbf{a}_i \) [83]. Thus, for general camera motion, \( \mathbf{T}_{ik} \mathbf{a} = 0, \forall i, k \), requires \( \mathbf{a} = \mathbf{0} \), which shows that the matrix with block rows \( \mathbf{T}_{ik} \) has full column rank. This completes the proof.

### A.3 Nullspace Physical Interpretation

We have shown that the nullspace of the observability matrix in the “ideal” MSCKF is of dimension four, and is spanned by the column vectors of the matrix in (2.54). If we write (2.54) as

\[
\mathbf{N} = [\mathbf{n}_1 \mathbf{n}_2 \mathbf{n}_3 \mathbf{n}_4]
\]

Then:

\[
\mathcal{N}(\bar{\mathbf{O}}) = \text{span} [\mathbf{n}_1 \mathbf{n}_2 \mathbf{n}_3 \mathbf{n}_4] \quad (A.9)
\]

To gain a better understanding of the physical interpretation of the basis of \( \mathcal{N}(\bar{\mathbf{O}}) \), let us examine what changes in the state each of the four vectors \( \mathbf{n}_i \) corresponds to. First, note that if, starting from an initial state \( \mathbf{x} \), we modify it as \( \mathbf{x}' = \mathbf{x} + c_1 \mathbf{n}_1 + c_2 \mathbf{n}_2 + c_3 \mathbf{n}_3 \), then the state \( \mathbf{x}' \) will have the same values for the IMU orientation and velocity, but the position of the IMU and the positions of all features will be changed by the vector \([c_1 \ c_2 \ c_3]^T\). Thus, the first three columns in \( \mathbf{N} \) correspond to shifts of the entire state vector. On the other hand, if we rotate
the state vector $x$ by a small angle, $c$, about gravity, we can write the resulting state as

$$
x' = \begin{bmatrix}
I_{G}q' \\
G_{p_I}' \\
G_{v_I}' \\
\vdots \\
G_{p_{f_s}}'
\end{bmatrix} = \begin{bmatrix}
I_{G}q \otimes G_{\bar{q}}' \\
G_{p_I}' \\
G_{v_I}' \\
\vdots \\
G_{p_{f_s}}'
\end{bmatrix} \text{Diag}\left( G_{R}' \right) \begin{bmatrix}
G_{p_I} \\
G_{v_I} \\
\vdots \\
G_{p_{f_s}}
\end{bmatrix}
$$

(A.10)

where the rotation matrix $G_{R}'$ expresses the applied rotation, and $\text{Diag}(\cdot)$ denotes a block diagonal matrix. To show that $n_4$ corresponds to rotations about gravity, we will show that the difference between $x$ and $x'$ can be written, to a first-order approximation, as a multiple of $n_4$. We start by noting that, since the rotation angle is small, $G_{R}'$ can be approximated as:

$$
G_{R}' \simeq I_3 - c \lfloor G_{\bar{g}} \times \rfloor
$$

(A.11)

where $G_{\bar{g}}$ is the unit vector along gravity. Using this result, we can write:

$$
\begin{bmatrix}
G_{p_I} \\
G_{v_I} \\
\vdots \\
G_{p_{f_s}}
\end{bmatrix} - \begin{bmatrix}
G_{p_I}' \\
G_{v_I}' \\
\vdots \\
G_{p_{f_s}}'
\end{bmatrix} \simeq \begin{bmatrix}
G_{p_I} \\
G_{v_I} \\
\vdots \\
G_{p_{f_s}}
\end{bmatrix} - \left( I_3 - c \lfloor G_{\bar{g}} \times \rfloor \right) = \frac{c}{\|g\|^2} \begin{bmatrix}
-\lfloor G_{p_I} \times \rfloor g \\
-\lfloor G_{v_I} \times \rfloor g \\
-\lfloor G_{p_{f_s}} \times \rfloor g
\end{bmatrix}
$$

(A.12)

Moreover, if we denote by $\delta \theta$ the orientation difference between $x$ and $x'$ in (A.10), we obtain

$$
\begin{aligned}
\frac{I}{G}R' &\simeq \frac{I}{G}R\left( I_3 - \lfloor \delta \theta \times \rfloor \right) \\
&= \frac{I}{G}R\left( I_3 + c \lfloor G_{\bar{g}} \times \rfloor \right) \left( I_3 - \lfloor \delta \theta \times \rfloor \right) \\
&\simeq \frac{I}{G}R - \frac{I}{G}R[\delta \theta \times] + c \frac{I}{G}R[\bar{G}\bar{g} \times]
\end{aligned}
$$

(A.13)
From the last expression we obtain $[\delta \theta \times] = c [G \hat{g} \times]$, and thus

$$
\delta \theta = c \cdot G \hat{g} \tag{A.16}
$$

$$
= \frac{c}{||g||_2} G g \tag{A.17}
$$

The results of (A.17) and (A.12) show that if we apply a small rotation about gravity to obtain $x'$ from $x$, the difference between the two states is given by $\frac{c}{||g||_2} n_4$.

### A.4 Rank of the MSCKF Observability Matrix

In this section, we prove that the dimension of the nullspace of the MSCKF observability matrix is 3. Similarly to the analysis in Appendix A.2, we apply the same sequence of elementary column operations to transform each block row of the observability matrix in (2.55) into:

$$
O_{ik} \sim M_{ik} \left[ \Delta t_k^2 [G g \times] + \Delta \Gamma_k^{(i)} \Delta t_k I_3 \begin{bmatrix} 0_3 & \cdots & I_3 & \cdots & 0_3 \end{bmatrix} \right] \tag{A.18}
$$

At this point, we see that the fourth to sixth columns of the matrix $O_{ik}$ are all zero, which indicates that the dimension of the nullspace of the MSCKF observability matrix is at least three. By omitting zero columns, (A.18) becomes:

$$
O_{ik} \sim M_{ik} \left[ \Delta t_k^2 [G g \times] + \Delta \Gamma_{ik} \Delta t_k I_3 \begin{bmatrix} 0_3 & \cdots & I_3 & \cdots & 0_3 \end{bmatrix} \right] = T_{ik} \tag{A.19}
$$

To prove that $O$ is rank deficient by three, we need to show that the matrix with block rows $T_{ik}$ has full column rank. We start by defining:

$$
Y_{ik} = M_{ik} \left[ \Delta t_k I_3 \begin{bmatrix} 0_3 & \cdots & I_3 & \cdots & 0_3 \end{bmatrix} \right] \tag{A.20}
$$
The matrix with block rows $Y_{ik}$ has full column rank, as shown in Appendix A.2.

Next, we observe that the terms $\Delta \Gamma_{ik}$, which appear in the first block column in the matrix (A.19), are random terms. This implies that the three columns of this matrix are linearly independent of the columns of $Y_{ik}$. This completes the proof.

A.5 Observability Properties of the EKF SLAM System Model

In EKF-based SLAM, the current feature estimates are used for computing the measurement Jacobians at each time step. Thus, we have:

$$H_{I_{ik}} = J_{ik} C^t R \hat{R}_{k|k-1} \left[ (G^t \hat{p}_{f_i|k-1} - G^t \hat{p}_I_{k|k-1}) \times \right] - I_3 \ 0_3$$

$$H_{f_{ik}} = J_{ik} C^t R \hat{R}_{k|k-1}$$

where the matrix $J_{ik}$ is evaluated using the estimate:

$$C^t \hat{p}_{f_{i|k-1}} = C^t R \hat{R}_{k|k-1} (G^t \hat{p}_{f_i|k-1} - G^t \hat{p}_I_{k|k-1}) + C^t p_f$$
Using these Jacobians, we obtain the block row of the observability matrix corresponding to the observation of feature $i$ at time-step $k$. This matrix has the same structure as (2.55), with:

$$\Gamma_{ik} = \begin{bmatrix} \hat{G}p_{f_{i_{k-1}}} - \hat{G}p_{i_{k-1}} - \hat{G}v_{I_{k-1}} \Delta t_k - \frac{1}{2}g \Delta t_k^2 \times \end{bmatrix}$$

$$\Delta \Gamma_{ik} = \sum_{j=b+1}^{k-1} (E_p^j + \sum_{s=b+1}^{j} E_v^s \Delta t) + [\Delta^Gp_{f_i} \times]$$

$$M_{ik} = J_{ik}^T R \hat{R}_{i_{k|k}}$$

$$\Delta^Gp_{f_i} = \begin{bmatrix} \hat{G}p_{f_{i_{k-1}}} - \hat{G}p_{f_{i_{b-1}}} \times \end{bmatrix}$$

$$E_p^j = \begin{bmatrix} \hat{G}p_{f_{ij_{j-1}}} - \hat{G}p_{i_{ij}} \times \end{bmatrix}$$

$$E_v^j = \begin{bmatrix} \hat{G}v_{I_{ij_{j-1}}} - \hat{G}v_{I_{ij}} \times \end{bmatrix}$$

Similarly to the MSCKF, the observability matrix of EKF-based SLAM also contains a disturbance term $\Delta \Gamma_{ik}$, which decreases the dimension of the unobservable subspace.

### A.6 Generating Datasets for Monte-Carlo Simulations

We here describe our method for generating realistic simulation environments for Monte-Carlo simulation tests. In what follows, we first describe our approach for computing the ground truth trajectory used for Monte-Carlo trials, and subsequently, we explain how we generate visual features and sensor measurements in each trial.
We first process a real-world dataset using the MSCKF 2.0 algorithm, to obtain estimates for the evolving IMU state, $\hat{x}_E$, at each timestep. For the simulation ground-truth trajectory, we set the IMU poses (position and orientation) at the time instants at which images are available, $\tau_j, j = 1, \ldots, n_1$, to be identical to the computed estimates $\hat{x}_E(\tau_j)$. To obtain the complete ground truth, we must additionally determine the IMU states for all the time instants $t_i, i = 1, \ldots, n_2$, at which the IMU is sampled, as well as the rotational velocity and linear acceleration at these time instants (these are needed for generating IMU measurements in the simulator). To this end we formulate an optimization problem, to determine the acceleration and rotational velocity signals which will (a) guarantee that the IMU pose at the time instants $\tau_j$ is identical to the estimates $\hat{x}_E(\tau_j)$, and (b) minimize the difference between the ground-truth acceleration and rotational velocity and the corresponding estimates obtained from the actual data set (see (2.30) and (2.33)). To describe this minimization problem, let us denote the vector of ground-truth quantities we seek to determine at time $t_i$ as

$$x^*_M(t_i) = \begin{bmatrix} I G \bar{q}^*(t_i) \\ G p_i^*(t_i) \\ G v_i^*(t_i) \\ G a_i^*(t_i) \\ I \omega^*(t_i) \end{bmatrix}$$

where

$$x^*_s = [I G \bar{q}^*(t_i)^T, G p_i^*(t_i)^T, G v_i^*(t_i)^T]^T.$$
between two consecutive image timestamps, \( j \) and \( j+1 \). Specifically, we obtain \( x_M^*(t_i), t_i \in (\tau_{j-1}, \tau_j) \) by solving the constrained minimization problem:

\[
\min_{t_i \in (\tau_{j-1}, \tau_j)} \sum_{t_i \in (\tau_{j-1}, \tau_j)} \| I^* \dot{\omega}(t_i) - I^* \dot{\omega}(t_i) \|^2_2 + \| G^* a_I(t_i) - G^* \ddot{a}_I(t_i) \|^2_2
\]

subject to:

\[
x^*_s(t_i) = \psi(x^*_s(t_{i-1}), G^* a_I(t_{i-1}, t_i), I^* \omega(t_{i-1}, t_i))
\]

\[
G^* p^*_I(\tau_j) = G^* \dot{p}_I(\tau_j), \ G^* \dot{q}(\tau_j) = G^* \ddot{q}(\tau_j)
\]

where \( I^* \dot{\omega} \) and \( G^* \ddot{a}_I \) are the rotational velocity and linear acceleration computed using the EKF estimates and the IMU measurements in the real dataset, via (2.30) and (2.33). The above problem is solved sequentially for each interval \((\tau_{j-1}, \tau_j)\).

The resulting ground truth is self-consistent (in the sense that integrating the ground-truth acceleration yields the ground truth velocity, integrating the velocity yields position, and so on), and closely matches the estimates obtained in the actual dataset.

The ground-truth trajectory constructed as described above is used in all Monte-Carlo trials. In each trial, different independently sampled realizations for the IMU biases and measurement noise, the feature positions, and image measurement noise, are used. Specifically, in each trial IMU biases at each timestep are generated by:

\[
b_{g_{k+1}} = b_{g_k} + n_{wg_k}
\]

\[
b_{a_{k+1}} = b_{a_k} + n_{wa_k}
\]

and IMU measurements are computed via (2.28) and (2.29). The noise vectors used in each timestep in (A.29), (A.30), (2.28), and (2.29) are independently sampled from Gaussian distributions with characteristics identical to those of the IMU.
used in the actual dataset. In each simulated image, we generate new features, whose number and track-length distribution is identical to the corresponding actual image. The 3D position of new features is randomly drawn in each trial. Specifically, the depth of each feature is chosen equal to the estimated depth of the corresponding actual feature, while the location of its image projection is randomly sampled from a uniform distribution. Finally, each image measurement is corrupted by independently sampled Gaussian noise.
Appendix B

B.1 SLAM Feature Parametrization

In this section, we describe the feature parameterization used for the SLAM features in the MSCKF/SLAM hybrid filter. Specifically, we employ an anchored inverse-depth parameterization for the SLAM features. The inverse-depth parameters of the $i$-th feature are defined as:

$$\mathbf{f}_i = \begin{bmatrix} \alpha_i & \beta_i & \rho_i \end{bmatrix}^T \quad (B.1)$$

Using (B.1), the global position of the $i$-th feature, $^{G}\mathbf{p}_{f_i}$, is given by:

$$^{G}\mathbf{p}_{f_i} = ^{G}\mathbf{p}_{I_i} + \frac{1}{\rho_i} \mathbf{R}_i \begin{bmatrix} \alpha_i \\ \beta_i \\ 1 \end{bmatrix} \quad (B.2)$$

where $^{G}\mathbf{p}_{I_i}$ is the global position of the IMU pose in the sliding window that is selected as the anchor of this feature, and $\mathbf{R}_i$ is a constant matrix. The anchor state as well as the constant matrix $\mathbf{R}_i$ are determined during the feature initialization process. Specifically, at the time of feature initialization, we choose the anchor to be the latest IMU state added to the sliding window (which allows the anchor to be kept in the state vector for a longer time), and set $\mathbf{R}_i = \frac{C}{L}\hat{\mathbf{R}}_C^L \mathbf{R}$. The
key advantage of our feature parametrization is that, since the anchor position is
chosen as the position of an IMU state that is already in the state vector, we only
need to include the $3 \times 1$ vector $f_i$ in the state vector, to represent the feature. This
is in contrast to the traditional inverse depth parametrization [18], which includes
both an anchor and an inverse-depth parameter vector for each individual feature
in the state vector.

B.2 SLAM Feature Re-parameterization

To keep the computational cost of the hybrid filter bounded, the IMU poses
whose corresponding MSCKF features have all been processed, will be removed
from the state vector, as described in Algorithm 2. Therefore, it is possible that
in certain situations the anchor of a SLAM feature will be removed from the state
vector. When this occurs, we re-parameterize this feature as $f'_i$, and select the
position of the current latest IMU, $G^p_i$, as the new anchor. To compute $f'_i$, we
note that:

$$G^p f_i = G^p p_i + \frac{1}{\rho_i} R_i \begin{bmatrix} \alpha_i \\ \beta_i \\ 1 \end{bmatrix} = G^p p'_i + \frac{1}{\rho'_i} R'_i \begin{bmatrix} \alpha'_i \\ \beta'_i \\ 1 \end{bmatrix} \quad (B.3)$$

$$\Rightarrow \quad \frac{1}{\rho'_i} \begin{bmatrix} \alpha'_i \\ \beta'_i \\ 1 \end{bmatrix} = (R'_i)^T \left( -G^p p'_i + G^p p_i + R_i \cdot \frac{1}{\rho_i} \begin{bmatrix} \alpha_i \\ \beta_i \\ 1 \end{bmatrix} \right) \quad (B.4)$$

where $R'_i = \frac{G^p_i \hat{R}^f_i C}{R}$ is a constant matrix. Using the above equation, the re-
parameterized feature vector $f'_i$ and its covariance matrix can be directly com-
puted.
Appendix C

C.1 Appendix: Proof of Lemma 2

We start by performing a change of variables, defining \( \bar{v} = s^C v_o \), \( \bar{g} = s^C g \), \( \bar{b} = -s^C I Rb_a \), and \( \bar{p} = -s^C p_I \), to obtain:

\[
c_2(\xi, t) = \bar{v} + \bar{g} t + s \int_0^t R_c(\tau) C_I R a_m(\tau + t_d) d\tau
\]
\[
\quad + \int_0^t R_c(\tau) d\tau \bar{b} + R_c(t) \bar{p} - v_c(t) = 0
\]

(C.1)

with

\[
\bar{\xi} = [\bar{v}^T \quad \bar{g}^T \quad \bar{b}^T \quad b_g^T \quad \bar{p}^T \quad C_I q^T \quad t_d \quad s]^T
\]

Note that since \( t_d, b_g, \) and \( C_I q \) remain the same in the change from \( \xi \) to \( \bar{\xi} \), the condition \( c_1 \) in (4.24) also holds for \( \bar{\xi} \) with no modification.

Clearly, \( \xi \) is locally identifiable if and only if \( \bar{\xi} \) is. A sufficient condition for identifiability is that there exists a set of time instants, such that if we evaluate the matrix containing the Jacobians of \( c_1 \) and \( c_2 \) at these time instants, the matrix
has full column rank. In turn, a sufficient condition for this is that there exists no nonzero vector \( \mathbf{m} \) such that, for all \( t > 0 \), it is:

\[
\begin{bmatrix}
D_1(t) \\
D_2(t)
\end{bmatrix} \mathbf{m} = 0 \iff D_1(t) \mathbf{M} = 0 \text{ and } D_2(t) \mathbf{M} = 0
\]  
(C.2)

where \( D_1(t) \) is the Jacobian of \( \mathbf{c}_1 \) with respect to \( \bar{\xi} \), and \( D_2(t) \) is the Jacobian of \( \mathbf{c}_2 \) with respect to \( \bar{\xi} \). We now introduce the partitioning

\[
\mathbf{m} = \begin{bmatrix}
M_1^T \\
M_2^T \\
M_3^T \\
k_1^T \\
k_2^T \\
k_5^T \\
1
\end{bmatrix}^T
\]

where the element corresponding to the Jacobians with respect to \( t_d \) has been set to one, as we are interested in detecting cases in which \( t_d \) is not identifiable.

The condition \( D_1(t) \mathbf{M} = 0 \) is identical to the condition that was encountered in the proof of Lemma 1, and yields the first condition of Lemma 2. The second condition of Lemma 2 is derived from the equation \( D_2(t) \mathbf{M} = 0 \). Computing the Jacobians of \( \mathbf{c}_2 \) with respect to \( \bar{\xi} \), and substituting in \( D_2(t) \mathbf{M} = 0 \), we obtain:

\[
M_1 + tM_2 + \int_0^t R_c(\tau)d\tau M_3 + \dot{R}_c(t)M_4 + s \int_0^t R_c(\tau)R|a_m(\tau + t_d)\times|d\tau k_2 \\
+ s \int_0^t R_c(\tau)^C R\dot{a}_m(\tau + t_d)d\tau + \int_0^t R_c(\tau)^C R a_m(\tau + t_d)d\tau m_5 = 0, \forall t > 0
\]

Differentiating this expression with respect to \( t \), and re-arranging terms, yields:

\[
\dot{a}_m(t + t_d) = \left( |k_2\times| - \frac{m_5}{s} I_3 \right) a_m(t + t_d) - \frac{1}{s}g(t), \forall t > 0
\]

or, equivalently,

\[
\dot{a}_m(t) = \left( |k_2\times| - \frac{m_5}{s} I_3 \right) a_m(t) - \frac{1}{s}g(t - t_d), \forall t > 0
\]  
(C.3)
where
\[ g(t - t_d) = C_R^T R_c(t - t_d)^T M_2 + C_R^T R_c(t - t_d) \ddot{R}_c(t - t_d) M_4 \]
\[ = I_o R(t)^T C_R^T M_2 + I_o R(t)^T \ddot{R}(t) C_R^T M_4 \]
\[ = I_o R(t)^T C_R^T M_2 + C_R^T M_3 + (|I^I \dot{\omega}(t) \times |^2 + |I^I \ddot{\omega}(t) \times |) C_R^T M_4 \]

Substituting the last expression in (C.3), and defining \( k_3 = m_5/s \), \( k_4 = \frac{1}{s} C_R^T M_3 \), \( k_5 = \frac{1}{s} C_R^T M_4 \) and \( k_6 = \frac{1}{s} C_R^T M_2 \), yields (4.43).
Appendix D

D.1 Upper Bounds on the Unmodeled Residual Terms

In this section, we show how the upper bounds on the unmodeled residual terms can be computed. We start by presenting the camera measurement model and calculating the measurement Jacobian matrices. To simplify the theoretical analysis, we here ignore the radial/tangential distortion parameters (these parameters are explicitly modelled in our estimator). With this simplification, the camera measurement model (5.5) can be re-written as:

\[
\begin{bmatrix}
  u \\
  v
\end{bmatrix}
= \begin{bmatrix}
  c_u + a_u u \\
  c_v + a_v v
\end{bmatrix} + n, \quad
\begin{bmatrix}
  u \\
  v
\end{bmatrix} = \frac{1}{cz_f} \begin{bmatrix}
  c_{xf} \\
  c_{yf}
\end{bmatrix}
\]

By computing the partial derivatives of the measurement function \( h \) with respect to the IMU’s position and orientation, we obtain the Jacobian matrices \( H_p \) and \( H_\theta \), respectively:

\[
H_p = A \cdot J \cdot ^G R_{I(t_n)} \dot{R}(t_n) \quad \text{(D.2)}
\]

\[
H_\theta = A \cdot J \cdot ^G R_{I(t_n)} [^G p_f - ^G \dot{p}_f(t_n) \times] \quad \text{(D.3)}
\]
where
\[
A = \begin{bmatrix} a_u & 0 \\ 0 & a_v \end{bmatrix}, \quad J = \frac{1}{c_z f} \begin{bmatrix} 1 & 0 & -c_{z f} \\ 0 & 1 & -c_{y f} \end{bmatrix}
\] (D.4)

To simplify the derivations, we here assume that the pixel aspect ratio is equal to one (a reasonable assumption for most cameras), i.e., \(a_u = a_v\). With this simplification, the 2-norm of the position Jacobian matrix becomes:
\[
||H_p||_2 = ||A \cdot J \cdot \hat{R}(t_n)||_2
\] (D.5)
\[
= a_u ||J||_2 = a_u \sqrt{\lambda_{\text{max}}(J^T J)}
\] (D.6)

where we used the fact that unitary matrices (e.g., rotation matrices) preserve the 2-norm, and \(\lambda_{\text{max}}(J^T J)\) represents the largest eigenvalue of the matrix \(J^T J\). This can be computed analytically as:
\[
\lambda_{\text{max}}(J^T J) = \frac{1}{c_z f} (c_{x f}^2 + c_{y f}^2 + c_{z f}^2)
\] (D.7)

Substituting (D.7) into (D.6) and denoting
\[
\phi = \arctan \left( \frac{c_{x f}^2 + c_{y f}^2}{c_{z f}^2} \right)
\] (D.8)

we obtain:
\[
||H_p||_2 = \frac{a_u}{c_z f} \sqrt{1 + \tan^2(\phi)}
\] (D.9)

Turning to \(||H_\theta||_2\), we note that in practice, the distance between the IMU and the camera is typically much smaller than the distance between the features and the camera (e.g., in the devices used in our experiments, the IMU and camera are approximately 4 cm apart, while feature depths are typically in the order
of meters). Therefore, to simplify the calculations, we use the approximation $C \hat{p}_f - C p_f \simeq C \hat{p}_f$, leading to:

$$
\|H_\theta\|_2 \simeq a_u \|J \cdot [C \hat{p}_f \times ] G \hat{R}^T(t_n) \cdot C R^T\|_2 \tag{D.10}
$$

$$
= a_u \|J [C \hat{p}_f \times ]\|_2 \tag{D.11}
$$

$$
= \frac{a_u}{c \hat{z}_f} (C \hat{x}_f^2 + C \hat{y}_f^2 + C \hat{z}_f^2) \tag{D.12}
$$

$$
= a_u (1 + \tan^2(\phi)) \tag{D.13}
$$

Note that the angle $\phi$ defined in (D.8) is the angle between the camera optical axis and the optical ray passing through the feature. Therefore, $\phi$ is upper bounded by one half the angular field-of-view, $F$ of the camera. As a result, we can obtain upper bounds for the 2-norms of the Jacobians as follows:

$$
\|H_p\|_2 \leq H_{p_u} = \frac{a_u}{c \hat{z}_f} \sqrt{1 + \tan^2 \left( \frac{F}{2} \right)}
$$

$$
\|H_\theta\|_2 \leq H_{\theta_u} = a_u \left( 1 + \tan^2 \left( \frac{F}{2} \right) \right)
$$

Using $a_u = 500$, $F = 60^\circ$, and $C \hat{z}_f = 2$, and substituting the above values into (5.22), (5.24), and (5.26), we obtain the worst-case bounds for the unmodeled residuals given in Section 5.4.