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Doctor of Philosophy in Chemistry 
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Professor Justin R. Caram, Chair 

 

Molecular systems are ideal platforms for future quantum technologies because molecules 

can be fine-tuned by synthetic chemistry to provide atomic precision, tunability, and 

reproducibility. Molecules possess electronic and nuclear degrees of freedom that provide a wide 

range of transition energies across optical, infrared, and microwave frequencies. In this thesis, I 

present my studies of the physical and electronic structures of lanthanide organometallic 

complexes and transition metal chalcogenide nanoplatelets. First, I present my investigation into 

the spectral properties of Yb(III) complexes, which exhibit an ultra-narrow absorption linewidth 

in solution at room temperature. The ultra-narrow absorption offers unique applications in 

magnetic sensing. I demonstrate three different magnetometry techniques that we developed, based 

on magnetic circular dichroism of the narrow absorption feature. Secondly, I discuss the 

photophysical properties of highly bound and mobile excitons in colloidal nanoplatelets, which 
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have atomically precise monolayer thicknesses that can be easily tuned for specific absorption and 

emission properties. I utilize two concepts (the Elliott model and dielectric screening) commonly 

applied to 2D materials to investigate the absorption of cadmium and mercury chalcogenide 

nanoplatelets, reporting exciton binding energies for several nanoplatelets for the first time. The 

investigations highlighted in these chapters emphasize the importance of chemistry in the rational 

design of quantum technologies. The last chapter depicts the chemical education research 

conducted in the remote implementation of general and organic chemistry courses during the 

COVID-19 pandemic, emphasizing the importance of providing structure to online discussion 

sections to increase student engagement.  
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Chapter 1 

Introduction to Absorption Spectroscopy 

1.1  Historical Overview of Absorption Spectroscopy 

In 1672, Newton demonstrated that white light consists of what we now know as the colors 

of the rainbow, which he demonstrated by separating sun light through closely spaced sheets of 

glass. He reported his experimental findings in 1704 by publishing the first edition of Opticks.1 In 

his treatise, Newton details his observations of light diffraction and dispersion, at the end of which 

he concludes with a set of queries.  He asks, “When a ray of light falls upon the surface of any 

pellucid body, and is there refracted or reflected, may not waves of vibrations, or tremors, be 

thereby excited in the refracting or reflecting medium? (Opticks, Qu. 17.)” Newton alludes to 

elastic and inelastic energy transfer that occurs when light interacts with matter, for which 

mathematical proof will not be achieved until the next decade.  

The beginning of spectroscopy as an analytical technique was born out of a series of 

discoveries in the early 1800’s. W. Herschel demonstrated that solar radiation extended into the 

infrared in 1800, which set the precedence for radiometric measurements of light, leading to further 

investigation into quantitative measurements of atomic spectral lines. In 1802, Wollaston observed 

dark bands in the emission spectrum of the sun, which later became known as Fraunhofer lines. In 

1814, Fraunhofer discovered that the sun’s spectrum had a large number of dark lines but was not 

able to understand the origin of those lines. In 1859, G. Kirchoff discovered that the emitted and 

absorbed light are the same for all bodies at the same temperature.2 With this, Kirchoff and R. 

Bunsen established that the Fraunhofer lines were due to absorption by the gas-phase elements in 
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the sun and atmosphere. The use of absorption spectroscopy as an analytical tool expanded when 

Alan Walsh fabricated the first atomic absorption spectrophotometer in 1953.3 Since then, 

absorption spectroscopy has been used to identify the spectral fingerprints of various atoms and 

molecules.  

Now, absorption spectroscopy is a standard method for analyzing the elemental contents 

of a molecular samples in many applications. The absorption spectrum of molecules can be 

deconstructed into spectral fingerprints of constituent atoms and functional groups that make up 

the molecular spectra. With recent advancements in synthetic, theoretical, and spectroscopic 

techniques, the spectra of large, sophisticated molecules can be assigned and even predicted, 

connecting their atomic arrangements to specific spectral signatures. This process embodies the 

analytical framework of the investigations presented in this thesis, in which absorption 

spectroscopy is used to analyze the geometry, energy, and dynamic nature of the large molecules 

under investigation – often compared to atomic-like models to represent their behavior.  

1.2  Physics of Light Absorption by Matter 

In general, light-matter interactions can be described as charged particles exchanging 

energy with an oscillating electromagnetic (EM) field. In classical electromagnetism, light is 

represented as an oscillating field with its own electric and magnetic fields that are orthogonal to 

each other. Light can couple to quantum states of matter, depending on resonance requirements of 

the given interaction. The Hamiltonian for light-matter interaction can therefore be described as: 

𝐻 = 𝐻! + 𝐻" + 𝐻"! 
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Where 𝐻! is the time-independent Hamiltonian of the matter (e.g., atoms and molecules), 𝐻" is 

the time-dependent expression for the EM field of light and 𝐻"! is the interaction term between 

the light and matter.  

 For a semi-classical solution, 𝐻!  is treated quantum mechanically and 𝐻"  is treated 

classically, focusing on the effect that light has on the matter only. For this purpose, 𝐻" can be 

ignored, which leads to: 

𝐻 ≈ 𝐻! + 𝐻"!(𝑡) 

First, 𝐻"!(𝑡) can be derived to produce the electric dipole Hamiltonian, starting with the force 

experienced by a charged particle in an EM field. Then, 𝐻!  can be developed, substituting 

quantum operators for the physical parameters that describe the charged particle. In order to solve 

for the classical Hamiltonian, the electromagnetic field must be described in terms of a vector 

potential and afterwards the interaction between the field with charged particles must be added in. 

The EM field can be derived by solving the Maxwell’s equation, which leads to the vector potential 

expressed in terms of plane waves. From the vector potential, the electric and magnetic fields (𝐸-⃗  

and 𝐵-⃗ ) can be expressed as: 

𝐸-⃗ = −
𝜕𝐴--⃗
𝜕𝑡
= 𝑖𝜔𝐴#𝜀̂ 6𝑒𝑖$𝑘

%⃗ ∙�⃗�−𝜔𝑡' + 𝑒−𝑖$𝑘%⃗ ∙�⃗�−𝜔𝑡'7 

𝐵-⃗ = ∇--⃗ × 𝐴--⃗ = 𝑖:𝑘-⃗ × 𝜀̂;𝐴# 6𝑒𝑖$𝑘
%⃗ ∙�⃗�−𝜔𝑡' + 𝑒−𝑖$𝑘%⃗ ∙�⃗�−𝜔𝑡'7 

With these relationships, it should be noted that the wave vector, electric field polarization, and 

magnetic field polarization are all orthogonal. Now, the classical Hamiltonian of a particle in an 

EM field in the Coulomb gauge is given by: 
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𝐻 =
1
2𝑚 :𝑝 − 𝑞𝐴;

(
 

This expression can be expanded for a collection of charged particles interacting with an EM field. 

For spectroscopic measurements, we can assume the weak field limit, ignoring any A𝐴A
(
 

dependence, which gives us: 

𝐻 = 𝐻# + 𝑉(𝑡) 

𝐻# =CD
�⃗�)(

2𝑚)
+ 𝑉#E

)

 

𝑉(𝑡) =C
𝑞)
2𝑚)

:𝑝*---⃗ ∙ 𝐴 + 𝐴 ∙ 𝑝*---⃗ ;
)

 

1.3  Electric Dipole Hamiltonian to Transition Rates 

Now, the classical momentum can be substituted by a quantum mechanical expression, 

�⃗� = −𝑖ℏ∇--⃗ , to derive the electric dipole Hamiltonian (EDH). The vector potential remains the same, 

keeping the wave equation classical and only modulated by interaction strength. Assuming the 

electric dipole approximation, where the wavelength of the field is much larger than the molecular 

dimension, the EDH for a collection of charged particles (e.g., molecules) can be expressed as: 

𝑉(𝑡) = −HC
𝑞)
𝑚)
(𝜀̂ ∙ 𝑝*---⃗ )

)

I
𝐸#
𝜔 sin𝜔𝑡 

With the Hamiltonian of the system established, we can derive the rates of transitions 

induced by 𝑉(𝑡). For a perturbation by light excitation, 𝑉(𝑡) = 𝑉# sin𝜔𝑡, the rate of transitions 

between sets of initial and final quantum states induced by an electric field is given by: 
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𝑤+) =C
𝜋
ℏ(
|𝐸#|(A𝜇+)A

( 6𝛿:𝜔+) − 𝜔; + 𝛿:𝜔+) + 𝜔;7
),+

 

Where 𝜇+) is the transition dipole matrix element, the scalar part of which equals to ⟨𝑓|�⃗� ∙ 𝜀̂|𝑖⟩ and 

�⃗� = ∫ 𝑟𝜌(𝑟)𝑑𝑟. The transition dipole element demonstrates that there must be a change in charge 

distribution (𝜌) between |𝑓⟩ and |𝑖⟩ for a radiative transition to occur. This matrix element dictates 

the symmetry rules between states, which is based on the light field projecting onto the dipole 

moment. Therefore, the geometry of the molecule, the symmetry of its electronic states, and the 

orientation of the molecule relative to the light field are all important concepts that will be 

discussed throughout this thesis. 

The key physical properties that can be extracted from spectroscopic measurements are 

transition frequencies, oscillator strengths, linewidths, and lifetime, which are all related to each 

other mathematically. The transition rate can be rewritten to accommodate an excited state that 

decays exponentially by coupling to a continuum, |𝑛⟩. For absorption, the probability of transition 

to such excited state, |𝑓⟩, can be expressed as: 

𝑃+ =
𝐸#(A𝜇+)A

(

4ℏ-
1

:𝜔+) − 𝜔;
( +𝑤--⃗ .+( 4⁄

 

The transition probability has a Lorentzian frequency dependence, in which the linewidth is related 

to the relaxation rate from the excited state to the continuum (𝑤--⃗ .+). In other words, the linewidth 

of absorption depends on the relaxation rate, which is dependent on the system. Therefore, the 

linewidth, relaxation rate, and lifetime are intrinsic properties of the molecules under investigation 

that can be extracted from spectroscopic measurements. 

1.4  Einstein Treatment of Absorption 
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In the Einstein treatment, three processes can occur when light interacts with a two-level 

system (𝐸/ and 𝐸(). First, absorption occurs when an atom in the ground state is promoted to the 

excited state by absorbing the resonant photon energy, ℏ𝜈(/ = 𝐸( − 𝐸/ . Second, spontaneous 

emission occurs when an atom in the excited state decays to the ground state by emission of a 

photon. Third, stimulated emission occurs when an incident photon with energy ℏ𝜈(/ stimulates, 

without being absorbed, an atom in the excited state to decay by emission of another photon. In 

1917, Einstein introduced this model and corresponding 𝐴  and 𝐵  coefficients that describe 

induced absorption, spontaneous emission, and stimulated emission. The Einstein 𝐴 coefficient is 

defined in terms of the total rate of spontaneous emission, and 𝐵 coefficients are defined in terms 

of transition rates for induced absorption and stimulated emission.  

 In this Einstein treatment, oscillator strengths ( 𝑓 ) can be extracted by comparing 

emission/absorption rates of an atom to that of a classical oscillator. The oscillator strength of the 

transition between the upper and lower states is related to 𝐴	by:  

𝑓/( =
𝑔(
𝑔/
2𝜋𝜖#𝑚𝑐0𝐴(/

𝜔(/( 𝑒(
 

In this expression, the excited state decay rate is proportional to the observed oscillator strength. 

Since all of the molecules under investigation in this thesis were studied in solution, it should be 

noted that the refractive index and the speed of light in this equation must accommodate the 

dielectric of the solution to give the effective values: 

𝜖1++ = 𝜖#𝑛2( 

𝑐1++ = 𝑐 𝑛2⁄  
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In addition, the excited decay rate is inversely proportional to the spectral linewidth. Therefore, 

the intensity (oscillator strength) and full-width-at-half-maximum (linewidth) observed in 

spectroscopic measurements are ultimately reflective of the decay rates involved in the observed 

transitions.  

1.5 Absorption of Atoms, Molecules, and Nanoparticles 

As the number of atoms increases, the overall system deviates further from the two-level 

model described above. More excited states, vibrational and rotational coupling, orbital mixing, 

and spin-orbit coupling are examples of what contributes to the complex nature of molecules and 

their interactions with light. Although small organic molecules have tens of atoms, inorganic 

molecules can have upwards of a hundred atoms, like (thiolfan)YbCl(THF) that is presented in 

chapters 2, 3, and 4. In these chapters, the aim of the study is to investigate the extent to which 

the molecular transitions in the infrared can be described as “atomic.” Driven by applications in 

quantum information science, the absorption signatures of the Yb3+ center are studied in the 

context of magnetic circular dichroism spectroscopy. Furthermore, nanoparticles consist of 

hundreds to thousands of atoms, no longer exhibiting properties of molecules but also of bulk, 

semiconductors. However, in chapter 5, I describe the absorption of excitons that are created on 

the surface of the semiconductor nanoplatelets as an analogue to that of hydrogen atoms. In the 

studies presented in this thesis, I extract information from optical measurements, such as 

linewidth and oscillator strengths. Using various forms of absorption spectroscopy, I investigate 

the extent to which these larger inorganic molecules and nanoparticles exhibit atomic-like 

properties. 
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Chapter 2 

Toward Liquid Cell Quantum Sensing: 

Ytterbium Complexes with Ultra-narrow Absorption 

Adapted with permission from an unpublished manuscript Ashley J. Shin,* Changling Zhao,* Yi 

Shen,* Claire E. Dickerson,* Barry Li, Daniel Bím, Timothy L. Atallah, Paul H. Oyala, Yongjia 

He, Hootan Roshandel, Lianne K. Alson, Anastassia N. Alexandrova, Paula L. Diaconescu, 

Wesley C. Campbell, and Justin R. Caram. Toward liquid cell quantum sensing: Ytterbium 

complexes with ultra-narrow absorption. 2023.  

2.1  Introduction to Quantum Sensors in Magnetometry 

In quantum technology (such as atomic vapor cells used in precision magnetometry), the 

energetic disorder induced by a fluctuating liquid environment acts in direct opposition to the 

precise control required for coherence-based sensing. Overcoming fluctuations requires a 

protected quantum subspace that only weakly interacts with the local environment. Herein, we 

report a ferrocene-supported ytterbium complex ((thiolfan)YbCl(THF), thiolfan = 1,1′-bis(2,4-di-

tert-butyl-6-thiomethylenephenoxy)ferrocene) that exhibits an extraordinarily narrow absorption 

linewidth in solution at room temperature with a full-width at half-maximum of 0.625 ± 0.006 

meV. At 77K, spectral hole burning measurement was performed to resolve an even narrower 

linewidth of 410 ± 20  peV in a disordered glass. A detailed spectroscopic analysis allows us to 

assign all near infrared (NIR) transitions to atom-centered f-f transitions, protected from the solvent 

environment. A combination of density functional theory and multireference methods match 

experimental transition energies and oscillator strengths, illustrating the role of spin-orbit coupling 
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and asymmetric ligand field in enhancing absorption and pointing toward molecular design 

principles that create well-protected yet observable electronic transitions in lanthanide complexes. 

Narrow linewidths allow for a demonstration of extremely low-field magnetic circular dichroism 

at room temperature, employed to sense and image magnetic fields, down to Earth scale. We term 

this system an ‘atom-like molecular sensor’ (ALMS) and propose approaches to improve its 

performance.   

Atomic vapor cells (AVCs) are one of the most sensitive and widely deployed methods of 

detecting electromagnetic fields with applications ranging from astronomy, medicine, geophysical 

surveys, explosives detection, to remote sensing.4,5  AVCs are typically derived from K, Cs, or Rb 

in a sealed container, where laser excitation is used to drive an ‘ns’ to ‘(n+1)p’ transition. By 

monitoring the absorption/fluorescence of these gas-phase alkali atoms, AVC magnetometers have 

reached extraordinary sub-femtotesla sensitivity in a relatively compact form factor.6,7 

Furthermore, combining microwave excitation and optical pump lasers allows for the preparation 

of collective quantum states of these systems that can be used for quantum measurement.6,8,9  

The established limit of AVC sensitivity for magnetic fields is set by the spin-projection 

noise: 

∆𝐵 ≈
1
𝑔𝜇3

ℏ
√𝑁𝜏𝑇

 

Where ∆𝐵 is the uncertainty in the measured magnetic field, 𝑔 is the ground state Landé factor, 

𝜇3 is the Bohr magneton, ℏ is the Planck’s constant, 𝑁 is the number of atoms, 𝜏 is the coherence 

time, and 𝑇 is the measurement duration.4 In AVCs, a higher 𝑁 would improve sensitivity, but in 

practice it is offset by lower 𝜏 due to increased collision-based dephasing.4,7,10–13 A liquid analogue 

to an AVC, e.g. an atomic-like molecular sensor (ALMS), would utilize atom-like transitions while 

minimizing drawbacks by accessing much higher number densities (Figure 2.1). If narrow 
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linewidths can be retained in solution, the number density/pathlength limits of AVCs could be 

overcome. 

 

To explore this capability, we chose the f-centered transitions in trivalent lanthanide 

complexes— often referred to as ‘atom-like’—as a potential testbed for the applicability of atomic 

physics technologies in condensed-phase chemistry. We focus on Yb3+, noting that the 4f13 electron 

configuration allows for well-protected, electronic transitions between a small manifold of spin-

orbit electron configurations. For a Yb3+ ion in the gas phase, transitions among spin-orbit states 

are parity forbidden, interacting only through magnetic dipole. However, the crystal field 

asymmetry in a Yb3+ complex results in coupling between 4f and 5d orbitals. The 4f/5d coupling 

intensifies with further deviation from centrosymmetric point groups, leading to higher oscillator 

strength. Simultaneously, interactions of the ligands with open 5d orbitals lowers their energy, 

facilitating increased 4f/5d coupling. The net result is weakly allowed electric dipole transitions 

among f-electron configurations, creating atom-centered transitions with non-negligible oscillator 

strengths as described by the Judd-Ofelt theory.14–16 They display near infrared absorption bands, 

Figure 2.1 Schematic of ALMS as a Liquid Analogue to AVC. 
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which retain extremely narrow yet measurable linewidths even in condensed phase 

environments.17,18 Solubilization allows for a high number density of these species in a set volume, 

reaching upwards of 1019 molecules per cm3 (i.e., 10 mM), a value eight orders of magnitude 

greater than the average density of their AVC counterparts.19–22  

In this paper, we demonstrate an unprecedented ultranarrow (<1 meV) linewidth achieved 

in a solution at room-temperature of a molecular lanthanide system—a suggestive first step to 

liquid-based quantum sensing. Optical and magnetic spectroscopy with detailed electronic 

structure calculations allow us to assign these spectral features and point to design principles for 

“near-atomic” localized transitions in the metal center of the molecule and even narrower 

homogenous linewidths at 77K. We show that a suitably narrow linewidth allows for liquid-based 

optical measurements of magnetic fields through direct transmission of circularly polarized light, 

down to the Earth’s magnetic field (~0.25 G),23 paving the way toward a novel liquid-based 

magnetometry method. Our results represent first steps toward liquid systems which can be 

analogized to an atomic vapor cell technology. 

2.2  Synthesis of Yb(III) Complexes 

The Yb3+ complex, [(thiolfan)YbCl]2 (thiolfan = 1,1′-bis(2,4-di-tert-butyl-6-

thiomethylenephenoxy)ferrocene), was synthesized by deprotonating H2(thiolfan), followed by a 

reaction with YbCl3(THF)3 (THF = tetrahydrofuran) at -78 °C. The structure of the monomer with 

THF coordination, (thiolfan)YbCl(THF), and dimer bridged by two chlorides, [(thiolfan)YbCl]2, 

were confirmed by single crystal X-ray diffraction measurements (Figures 2.7-2.8). 

Characterization of the compounds were confirmed by nuclear magnetic resonance (NMR) 

spectroscopy and elemental analysis (Section 2.8). We note that the spectral measurements in the 

following sections were performed after dissolving the sample in THF or 2-MeTHF (2-
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Methyltetrahydrofuran), in which the compound exists as a monomer. The mononuclear Yb3+ 

compound is expected to coordinate with THF in solution phase, which was confirmed in the solid-

state molecular structure (Figure 2.8). The monomer vs. dimer equilibrium is evident in 

concentration-dependent absorption, diffusion ordered spectroscopy (DOSY), and NMR 

measurements (Section 2.8).  

The magnetic properties were investigated using a superconducting quantum interference 

device (SQUID) and the Evans method.24 A magnetic susceptibility value of 𝜒4𝑇 = 4.77	𝑒𝑚𝑢 ∙

𝐾/𝑚𝑜𝑙 was obtained for the solid sample crushed out of toluene from direct current susceptibility 

measurements at 290 K after a diamagnetic correction.  This is in line with the reported 𝜒4𝑇 =

5.14	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 for two Yb3+ centers (2F7/2, 𝑔5 = 8 7⁄ ) (further details in Section 2.8). The 

paramagnetic properties of the monomer, (thiolfan)YbCl(THF), were evaluated in THF-d8 

revealing 𝜒4𝑇 = 2.47	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 at room temperature, in line with the reported value for a 

single Yb3+ center (𝜒4𝑇 = 2.57	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙). This suggests minimal interaction of the Yb3+ 

center(s) in both monomer and dimer forms.  

To investigate the relationship between the structural and spectral properties of this class 

of Yb3+ compounds, two derivatives of (thiolfan)YbCl(THF), 1, were synthesized: 

(thiolfan*)YbCl(THF), 2, thiolfan* = 1,1′-bis(2,4-di-tert-butyl-6-thiophenol)ferrocene, and 

(thiolfan)Yb[N(SiMe3)2], 3. They were made separately for comparison by modifying the 

supporting ligand and exchanging the chloride with an amine, respectively. Spectroscopic data 

presented in this study pertains to Yb samples in THF, unless otherwise noted.  

2.3  Electronic Spectroscopy 

We measured the broadband electronic absorption spectrum of (thiolfan)YbCl(THF) 

(Figure 2.2a, b) using a conventional UV-Vis spectrometer (Figure 2.2c, top panels). We observe 
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several features: a broad ligand absorption band (I) in the visible range around 400-600 nm (Figure 

2.36), several weakly absorbing transitions (II and III) from 880-950 nm, and the transition of 

primary interest: the strongly absorbing, ultranarrow transition (IV) at 980 nm. As evident in the 

small spread of transitions II-IV, lanthanide complexes possess strong spin-orbit coupling (~1 eV) 

and much smaller ligand field splitting (~10-100 meV) than typical transition metal complexes.25,26 

Our primary focus is on the narrow transition denoted IV, which shares a similar energy gap as 

the transition between the 2F7/2 and 2F5/2 states of the gas phase Yb3+ ion (i.e., arising almost 

entirely from spin-orbit splitting).27  Conventional UV-Vis spectrometers lack the resolution 

necessary to quantify sub 1 meV linewidths in the near infrared. Therefore, we utilize a 

narrowband, continuous-wave Ti:sapphire laser to scan the transmission (Figure 2.2c, bottom 

panel; Section 2.8 for methods).  

The resulting high-resolution spectrum of IV fits best to a Lorentzian function with a center 

energy of 1.2637 eV with a full width at half maximum (FWHM) of 0.625±0.006 meV. Exciting 

at the ligand absorption band (425 nm), we also recorded the fluorescence spectra using a home-

built high-resolution Fourier spectrometer (Figure 2.2d). The emission is collected in an all-

reflective off-axis parabolic epifluorescence setup, after which it goes through a Mach-Zender 

interferometer and towards superconducting nanowire single photon detectors.28 We note two 

emission bands, one which overlaps nearly perfectly with IV observed in absorption, and another 

band, V, separated by 80 meV. IV shows negligible Stokes shift between absorption and emission, 

consistent with minimal intersystem crossing and vibronic coupling.  



14 
 

 

To investigate the intrinsic linewidth of transition IV, we collected absorption as a function 

of temperature down to 7 K (Figure 2.3a-b). The feature remains unimodal at cryogenic 

temperatures, with a slight broadening and blue shift in peak energy as the temperature increases 

to 300 K (full temperature range shown in Figure 2.38). It should be noted that the sample was 

frozen in a glass-forming solvent (2-MeTHF), and not crystallized out of solution. Thus, the 

spectra in Figure 2.3a reflect the optical behavior of the sample in disordered glass at varying 

temperatures, therefore more closely reflecting its behavior dissolved in solution, as opposed to a 

solid or crystal. The peak frequency and the FWHM starts to increase near 100 K, corresponding 

Figure 2.2 Optical Characterization of (thiolfan)YbCl(THF).  
(a) Drawing and (b) crystal structure of (thiolfan)YbCl(THF). (c) Wide-field absorption 

spectrum with zoomed-in absorption spectra around the Yb features, showing a high-resolution 

absorption scan of the Yb transition with the highest oscillator strength around 980 nm or 1.264 

in the bottom left. The absorption spectra were taken with a 3 mM solution in THF at room 

temperature. (d) Normalized emission spectrum, obtained through Fourier-transform 

spectroscopy.  
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to the glass transition of the solvent and its concurrent decrease in density.29 The fact that cryogenic 

temperatures did not resolve any underlying features suggests that IV is dominated by an 

inhomogeneously broadened set of transitions, brought on by different solvation environments 

(rather than vibrational coupling). That is, individual chromophores may have slightly different 

geometries and thus varying transition energies. We hypothesize that the intrinsic linewidth of 

individual chromophores is most likely narrower than the feature shown in Figure 2.3a.  Further 

discussion on the sources of linewidth broadening can be found in Section 2.8.  

Figure 2.3 Investigating Linewidth Broadening Mechanisms.  

a) Temperature-dependent absorption scans of (thiolfan)YbCl(THF). Solid vertical lines are 

visual guides to emphasize the shift in peak center. b) FWHM and transition energy offsets from 

corresponding room temperature values. Error bars were too small and are shown in SI fig. S32. 

c) Energy diagram of the SHB experiment. d) Top panels: diagrams of inhomogeneously and 

homogeneously broadened linewidth. Bottom panels: diagrams of SHB in absorption and 

transmission. e) SHB transmission signal of (thiolfan)YbCl(THF) at 77 K. 
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To resolve the homogeneous linewidth, we performed spectral hole burning (SHB) 

experiments on (thiolfan)YbCl(THF). A 0.2 mm cuvette with ~30 mM sample in 2-MeTHF is 

placed in the cryostat and cooled to 77 K. We place a narrow-band, pump laser at the resonant 

frequency of transition IV (305.5 THz) and scan the probe laser around that frequency (SHB setup 

in Figure 2.39). The CW pump excitation (8 mW) creates a hole in the ground state population, 

which is detectable by a weaker CW probe beam (0.7 mW), as shown in Figure 2.3c. The 

homogeneous linewidth can be delineated from the inhomogeneously broadened feature by 

analyzing the probe transmission as it scans around the pump laser frequency (Figure 2.3d). The 

probe transmission as a function of the detuning frequency is plotted in Figure 2.3e, demonstrating 

a narrower feature with a FWHM of 99 KHz or 410 peV, which is more than 6 orders of magnitude 

narrower than the room-temperature absorption linewidth. Presumably, this 410 peV linewidth is 

near the limit of the homogeneous linewidth of the transition. The SHB linewidth corresponds to 

a 1.6 μs lifetime that is very close to the 3.2 μs measured fluorescence lifetime at room temperature 

(Figure 2.40), which is comparable to lifetimes of other Yb complexes.30–32 The narrower SHB 

linewidth indicates that absorption feature at room temperature consists of many transitions. 

However, we were not able to observe SHB at room temperature, suggesting the liquid 

environment results in spectral diffusion, frozen out in the glass. 
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 (thiolfan)YbCl(THF) displays a narrower absorption linewidth in solution at room 

temperature than those of other Yb3+ molecules in a variety of media and temperatures. We 

compare the 0.6 meV linewidth to those of other Yb3+ coordination complexes in solution as well 

as in single crystal, some of which were measured at cryogenic temperatures (Figure 2.4a; 

expanded linewidth comparison in SI Sec. II-E).33–36 Our central hypothesis for the correlation 

between molecular structure and ultra-narrow absorption linewidth is that the rigidity of the 

ferrocene backbone in the supporting ligand sphere minimizes spectral broadening. For example, 

Yb(trensal) (where H3(trensal) is 2,2’,2”-tris(salicylideneimino)triethylamine) is a compound with 

a high degree of magnetic anisotropy and well-defined optical features that shows a linewidth of 

4.6 meV (Figure 2.4a #6), roughly an order of magnitude broader than (thiolfan)YbCl(THF).34 

Figure 2.4 Effects of Coordination Environment on Linewidths.  

a) Absorption FWHM comparison to other Yb3+ complexes.33–36 b) Drawing of compounds 

with different ligand designs and their corresponding absorption peaks at 3 mM concentrations. 

Clarification on the numbered compounds in SI section I-B. 
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Contrary to our system, Yb(trensal) shows many absorption features assigned to other spin-orbit 

transitions and vibrations, and a large apparent Stokes shift, suggesting a more mixed and 

“molecular” electronic structure in comparison. Even Yb3+ doped crystals at 4 K show a larger 

absorption linewidth of 3.6 meV (Figure 2.4a #7), almost 6 times broader than that of 

(thiolfan)YbCl(THF), attributed to inhomogeneous crystal environments and phonon coupling.35,37  

We investigated the relationship between this ultranarrow solution linewidth and molecular 

geometry by synthesizing two derivatives of (thiolfan)YbCl(THF) with slightly different ligand 

environments (Figure 2.4b). Variations consists of one fewer carbon connecting the ferrocene and 

phenoxy moieties (Figure 2.4b: 2) and of replacing -Cl with -N(SiMe3)2 (Figure 2.4b: 3). A high-

resolution scan of the transmission of the three derivatives indicates that the linewidth of transition 

IV is preserved, likely because the rigidity of the ferrocene backbone provides protection of the 

radiative transition IV from other sources of line broadening. Compound 3 has a FWHM of 0.947 

± 0.005 meV, while 2 has a FWHM of 0.902 ± 0.007 meV, which are both comparable to the 0.625 

meV linewidth of 1. Although the exact broadening mechanism is unknown, the slight increase in 

linewidth is mostly likely due to the shorter carbon bridge of 2 changing metal-ligand coupling, 

and the strong ligand field of the amide group in 3 contributing to the inhomogeneous broadening 

of the metal transition. The important observation, however, is that all three ytterbium complexes 

display near record linewidths in solution at room temperature, despite shifts in the primary 

transition energy that can be attributed to slight deviations in the coordination geometry. Therefore, 

the original thiolfan ligand preserves the narrowest Yb3+ transition linewidth, while minimizing 

the ligand effects relative to the ground spin-orbit transition (IV). 

2.4  Electronic Structure Analysis with Multireference Calculations 
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The isolated Yb3+ ion possesses seven degenerate states arising from orbitals of the 4f shell 

with 13 valence electrons. Large electronic spin-orbit coupling separates the 4f states into spin-

orbit states, creating the optical NIR transition from the 8-state 2F7/2 to the 6-state 2F5/2 manifolds.18 

In a molecular framework, each spin-orbit manifold is further split due to the ligand-field 

contributions, giving rise to the individual electronic transitions II-V (Figure 2.5a). Magnetic 

dipole analysis of transition energies and oscillator strengths (Table 2.3) prompted us to assess the 

degree of molecular/atomic character of electric dipole transitions using multireference electronic 

structure theory (Section 2.8).38 Our calculations show that IV is primarily composed of states 

Figure 2.5 Electronic Energy Diagram and Orbitals 

a) Electronic structure diagram of (thiolfan)YbCl(THF) showing the incorporation of spin-orbit 

and ligand field effects on the Yb3+ atomic orbitals, calculated with CASSCF/CASPT2/RASSI-

SOC level of theory. In a magnetic field, the molecular orbitals are further split to states with 

primarily spin ± 6
(
 and ± 7

(
 characters. b) Visualization of the CASSCF basis orbitals that have 

dominant contribution(s) to the molecular orbitals involved with transition IV, demonstrating 

“atom-like” properties. c) Comparison between emission/absorption spectra and the calculated 

transition energies and oscillator strengths.  
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with ~99% 4f character, with the ground and excited states containing mixtures of several 4f 

orbitals. To demonstrate, a visual guide (Figure 2.5b) captures the primary basis orbitals that 

contribute to the ground and excited state wavefunctions, although we note that these pictures do 

not reflect the overall multireference nature of the molecular orbitals (full set of complete active 

space, CAS, orbitals shown in tabs. S3 and S4).  

We find that inclusion of the virtual Yb 5d orbitals into the ‘13 electrons in 12 orbitals’ 

active space (i.e., 7 x Yb(4f) + 5 x Yb(5d)) is critical for obtaining the transition energies and 

oscillator strengths, in agreement with experiment, and in accordance with the Judd-Ofelt theory 

(Figure 2.5c).16,39 Primarily, we attribute the enhanced oscillator strengths to an increased mixing 

between the 4f and 5d states, allowing E1 transitions (Table 2.6). The 5d virtual orbitals mix with 

virtual ligand orbitals, lowering them in energy and further enhancing oscillator strength.40 By 

incorporating the virtual 5d orbitals in the active space, we observe a slight change from the purely 

4f atomic orbitals to molecular orbitals containing small contributions from the ligands (Table 2.7). 

Due to lowering the symmetry of 4f states, the increased ligand character may also be responsible 

for an enhancement in the calculated oscillator strengths in transitions II-IV. Also, the atom-like 

characteristic of the molecular orbitals is further confirmed by the agreement among calculated g 

factors for the ground and excited states (𝑔8 = 7.89 and 𝑔1 = 4.26), the expected g factors of gas-

phase Yb3+ (𝑔8 = 8 and 𝑔1 = 4.28), and experimentally obtained values (𝑔8 = 7.486 ± 0.008 

and 𝑔1 = 3.2 ± 0.2; further details in Section 2.8). Altogether, we describe the transitions II-V 

from fig. 4c as dominated by Yb 4f orbitals. Since the strength of spin-orbit coupling 

fundamentally contrasts with the covalency of the metal-ligand bond, we speculate both 4f/5d and 

5d/ligand effects must be balanced in the system, and the transition energies and intensities can 
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thus be influenced by the geometry and the nature of the ligand, as observed for different ligand 

designs (Figure 2.43).   

2.5  Detecting AC and DC Magnetic Fields 

We decided to leverage the extraordinarily narrow linewidth of (thiolfan)YbCl(THF) and 

its open-shell character to detect magnetic fields. We first performed magnetic circular dichroism 

(MCD) measurements to study spin characteristics. MCD measures the differential absorption of 

𝜎9 and 𝜎: circularly polarized light induced in a sample under a strong magnetic field that is 

oriented parallel to the light propagation.41 Typically, resolving these shifts requires a 

superconducting magnet, cryogenic temperatures, and lock-in detection.42 In contrast, we easily 

measure these shifts using a permanent rare-earth magnet set under the sample at room 

temperature. With a 0.38 T field, we induce a 23 GHz (0.096 meV) shift in IV between right- and 

left-hand circularly polarized excitations (Figure 2.6a), corresponding to the Zeeman splitting of 

transition IV (Figure 2.5a). We observe a linear correlation between the magnetic field strength 

and Zeeman splitting by changing the distance between the static magnet and the sample (Figure 

2.48). From the linear correlation of the Zeeman splitting with the static magnetic field, we can 

extract the effective transition magnetic moment as (2.2 ± 0.1)𝜇3 . Finally, the subtraction 

between the 𝜎9 and 𝜎: transitions produces the MCD signal, which varies in intensity with the 

change in magnetic field strength as expected (Figure 2.6b).  
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Using this MCD signal, we demonstrate three different schemes for magnetic sensing. 

First, we imaged a DC magnetic field at room temperature (Figure 2.6c). The transmitted beam 

Figure 2.6 Magnetic Circular Dichroism (MCD) Magnetometry.  

a) Room temperature Zeeman splitting under a static magnetic field of 0.38 T at around 3 mM 

concentration. b) Differential absorbance of left and right circularly polarized light under 

varying DC field strengths. c) Two snapshots of dynamic MCD imaging video demonstrating 

parallel and anti-parallel orientations of the magnetic field and laser propagation. d) Amplitude 

of the oscillating transmitted light through the sample under a static magnetic field of 0-0.2 T, 

measured by a gaussmeter. e) Increase of frequency modulation signal with the amplitude of 

the applied AC magnetic field in the presence of (thiolfan)YbCl(THF). f) Compilation of 

sensitivity values of other spin-based magnetometry imaging methods, as it compares to our 

work, plotted against the “closest” approach of the sensor in proposed device design (fig S49). 

SQUID: superconducting quantum interference device. Hall: Hall effect magnetometer. Force: 

magnetic resonance force microscopy. Diamond: nitrogen-vacancy (NV) center in diamond 

magnetometry. This plot was adapted with permission from Dr. Patrick Appel (University of 

Basel). 



23 
 

was expanded and imaged with a webcam through the sample in a glass cuvette placed above a 

static magnet. The pixel intensity was converted to magnetic field strength by calibrating to 

gaussmeter measurements. Since the circularly polarized transmission varies with the strength of 

the magnetic field, we can extrapolate to a magnetic field map, both in intensity and relative 

direction (e.g., parallel or anti-parallel to laser propagation). The sensitivity of this measurement 

depends on the uncertainty of the 𝑔 factor and the resolution of the absorption measurement, 

leading to a sensitivity of 0.05 T (500 G) with this MCD setup (Section 2.8). We include a video 

of a spinning magnetic altering the transmission as a supplementary video. 

Second, we measured a DC magnetic field, using a laser beam with oscillating polarization 

(experimental setup in Section 2.8). To change the frequency rapidly, we use two acoustic optical 

modulators, which are driven with different radio frequencies offset by ∆𝑓;. By recombining the 

two beams, we create a beam that has oscillating polarizations at frequency ∆𝑓;. With the presence 

of a static magnetic field, the transmitted light intensity will also be modulated at ∆𝑓; , 

corresponding to the sample’s MCD response. At ∆𝑓;= 100 kHz, we can examine how the 

amplitude of the transmitted light changes with the static magnetic field (Figure 2.6d).  We observe 

the expected linear trend, confirming the capability of this sample to measure static magnetic fields 

down to a 0.025 T (250 G) difference.  

Third, we directly measured an AC magnetic field. We applied a small AC magnetic field 

(0-5 G at 𝑓<= = 1	kHz) by adding a Helmholtz coil (Section 2.8) to give rise to two more sidebands 

at frequency ∆𝑓; ± 𝑓<= . This signal is measured by a spectrum analyzer, where the sideband peak 

heights increase with the amplitude of the applied AC magnetic field. The (thiolfan)YbCl(THF) 

solution shows a monotonically increasing linear trend with the AC magnetic field, whereas the 

THF solvent and air show no dependence on the magnetic field (Figure 2.6e; signal over time 
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shown in Figure 2.52). With this method, we can measure AC magnetic fields down to 0.5 G, 

which is at the scale of the Earth’s magnetic field. Even though these measurements are performed 

with a solution at room temperature, we can achieve a sensitivity of 3.33 µT	Hz:
!
". 

2.6  Comparisons to Other Technologies 

There are several important figures of merit in comparing ALMS to other electromagnetic 

sensing technologies—sensitivity, frequency range, and distance from sample.  The most 

important figure of merit is magnetic field sensitivity, which describes the smallest magnetic field 

that can be detected within a given measurement time. For (thiolfan)YbCl(THF), the sensitivity is 

governed by the absorption change upon applying a magnetic field, where the most drastic 

response comes with the steep slopes in the absorption feature. We estimate that our limit in 

sensitivity is set by the signal-to-noise difference in transmission, where our best resolution comes 

from the measurement of a small AC magnetic field with 3.33 µT	Hz:
!
" sensitivity. We note that 

quantum sensing technologies operate through modulation of ground-state quantum coherences, 

prepared through optical and microwave pumping, and readout through changes in absorption, 

polarization, or fluorescence intensity. Besides AVCs, other spin-based magnetometers include 

nitrogen vacancies in diamond and color centers in crystal environments, both of which are also 

enabled by optical state preparation of pure quantum states that enable extraordinary sensitivity.37, 

38 Compact designs of AVCs that are widely used in miniature circuits demonstrate an optimal 

sensitivity of 50 pT	Hz:
!
" with the most sensitive atomic optical magnetometer exceeding a 10-15 

T	Hz:
!
"  sensitivity.4,7,43 The typical sensitivities of magnetic sensing based on single nitrogen 

vacancy in diamond range from tens of µT	Hz:
!
" for DC fields to tens of nT	Hz:

!
" for AC fields.44 

To be competitive with the sensitivities of these devices a state preparation and readout of spin 
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superpositions in the electronic ground state are required that have yet to be shown in a liquid or 

glass environment. Nevertheless, a simple MCD-based magnetometry method with 

(thiolfan)YbCl(THF) puts us at a comparable sensitivity to other known spin-based 

magnetometers, such as Hall-effect sensors, as shown in Figure 2.6f.45,46   

The second figure of merit is the frequency at which these signals can be measured.  We 

measured both DC and higher frequency field modulation up to 1 kHz but have not fully 

characterized the highest frequency possible to measure.  We hypothesize it is likely limited by 

the excited state lifetime of the system (Figure 2.40), in which case the modulation period must be 

longer than the lifetime. AVCs tend to have relevant coherence times at the scale of 10-3 to 101 

seconds, depending on whether they are limited by the spin relaxation time T1 or coherence time 

T2.47–49 In comparison, our Yb(III)-based ALMS shows much shorter spin relaxation times of T1 

= 518 μs and T2 = 0.82 μs at 3.6 K and 320 mT field (Figure 2.47). However, it should be noted 

that spin relaxation is not the major contributor that sets our absorption linewidth at room 

temperature. The SHB linewidth of 99 kHz corresponds to a lifetime of 1.6 μs, which is nearing 

the measured T2 time. We hypothesize that if we achieve narrower linewidths that can be used for 

MCD magnetometry, then spin dephasing may set the ultimate sensitivity.  

The third figure of merit is the distance at which a magnetic field can be measured, namely 

the sensor-sample distance. Broadly speaking, the sensor-sample distance represents the effective 

geometry of a given magnetic sensor. In the context of nanoscale imaging, where magnetometers 

are used to detect single spin fields, it is crucial that the magnetic field sensor can capture the 

dipole field, which decreases with the cubed distance. Here, systems with high number densities 

of magnetically sensitive molecules may provide an advantage. For example, (thiolfan)YbCl(THF) 

can range two magnitudes in concentration while retaining its spectral linewidth (Figure 2.54), and 
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is able to achieve an optical density of 1 in a thin 0.2 mm path length cuvette. With this advantage 

of high number density, we estimate a theoretical sensor-sample distance of 1-100 μm can be 

achieved with further device engineering (Figure 2.55), effectively providing a sensor to sample 

distance that is considerably shorter than that of current AVC technologies.  

This study aims toward a rare-earth alternative to AVC quantum sensors used in biology. 

A recent publication demonstrates that AVCs are used for magnetoencephalography to detect 

magnetic fields produced from the flow of electric currents in neurons.50 The operating principle 

for AVCs is similar to the one employed for (thiolfan)YbCl(THF) magnetometry, though AVCs 

utilize state preparation to greatly enhance the change observed due to external fields. While the 

sensitivity needs to be much improved, the advantage of solubilizing the sensor to overcome the 

particle density limit is real. Using MCD as a magnetic contrast approach, we determined that the 

mathematical limit to the sensitivity of an MCD-based method can be approximated as: 

∆𝑂𝐷 ≈
𝑔1++
Γ(  

where the sensitivity of the absorption measurement is proportional to the 𝑔1++ factor of the driven 

transition and is inversely proportional to the square of the linewidth Γ (see derivation in Section 

2.8). This indicates that for transitions with the same oscillator strength, narrowing the linewidth 

by half will increase the sensitivity by a factor of four, motivating the need for further chemical 

insight into synthesis and post-synthesis methods that narrow optical transitions. Considering that 

the linewidth remains the same across two orders of magnitude, (thiolfan)YbCl(THF) poses as a 

promising candidate for an ALMS prototype that may improve upon existing AVC technology in 

biomedical applications. If we can achieve a narrower linewidth at room temperature through 

molecular ligand design in future studies, ALMS can achieve standards of AVCs in their 

magnetometry applications with the advantage of more than 6 orders or more increase in particle 
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density. Therefore, future investigations born out of this manuscript may pave the way towards 

rare earth complex quantum sensors in biology. 

2.7  Conclusions 

(thiolfan)YbCl(THF) shows an extraordinarily narrow 2F7/2 to 2F5/2 lanthanide centered 

optical transition in solution at room temperature. While the design principles for such a narrow 

transition will require further investigation, crucial orbital mixing between the d and f orbitals of 

Yb and further mixing with the ligand orbitals lead to a non-zero oscillator strength for the 

observed transition. In parallel, the rigidity and low symmetry afforded by the supporting ligand 

assist in concentrating the minimal oscillator strength to an ultranarrow transition. This suggests 

that fine tuning the low symmetry structural components may become a primary design 

consideration in developing new ALMS systems. Further theoretical, synthetic, and spectroscopic 

work will help elucidate the tradeoffs between ligand rigidity, orbital mixing, covalency, and 

solvation. In summary, we demonstrate an immediate application of Yb complexes for an MCD-

based measurement and imaging of relatively weak magnetic fields. We achieve sufficient 

sensitivity by leveraging the large number density afforded by direct solvation of the complex. For 

further work, we hypothesize that investigation of quantum state preparation and readout of 

(thiolfan)YbCl(THF) will lead to higher sensitivities in analogy to AVCs, paving the way towards 

lanthanide complexes in precision quantum sensing.  

2.8  Supporting Information 

Materials and Characterization 

All compounds were manipulated and handled under a dry nitrogen atmosphere using 

standard Schlenk techniques or an MBraun inert-gas glovebox. Solvents were purified using a two-

column solid-state purification system by the method of Grubbs and transferred to the glovebox 
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without exposure to air.51 2-Methyltetrahydrofuran (2-MeTHF) was distilled over calcium hydride 

under nitrogen. All solvents were stored on activated molecular sieves and/or sodium for at least 

a day prior to use. NMR solvents were obtained from Cambridge Isotope Laboratories, degassed, 

and stored over activated molecular sieves prior to use.  

Nuclear magnetic resonance spectra were recorded on Bruker AV300, Bruker DRX500, 

and Bruker AV500 spectrometers at 298 K in C6D6, THF-d8 and toluene-d8 unless otherwise 

specified. Chemical shifts are reported with respect to solvent residual peaks (C6D6 at 7.16 ppm, 

C4D8O at 1.73 ppm, C7D8 at 2.08, 6.97, 7.01, and 7.09 ppm). YbCl3(THF)3 was prepared by stirring 

YbCl3 in THF. Lithium bis(trimethylsilyl) amide tetrahydrofuran (LiN(SiMe3)2·THF) was 

synthesized according to a published procedure.52 H2(thiolfan) (1,1′-bis(2,4-di-tert-butyl-6-

thiomethylenephenoxy)ferrocene) and H2(thiolfan*) (thiolfan* = 1,1’-bis(2,4-di-tert-butyl-6-

thiophenoxy)ferrocene) were synthesized according to the literature.53,54  

IR spectra were measured on an Agilent Technologies Cary 620 Fourier transform infrared 

spectrometer (FTIR) fitted with a Cary 600 Series FTIR Microscope using Nujol mulls sandwiched 

between NaCl optical plates. CHN analyses were performed in house on a CE-440 elemental 

analyzer manufactured by Exeter Analytical, Inc. Magnetic susceptibility measurements were 

obtained using a Quantum Design SQUID magnetometer MPMS-XL7 operating between 2 and 

300 K for direct-current (DC) applied fields ranging from −7 to +7 T. DC analyses were performed 

on polycrystalline samples sealed in a polyethylene membrane (prepared in an inert atmosphere) 

under a field ranging from 0 to 7 T and temperatures between 1.8 and 300 K. In addition, data 

were collected on different batches to check for consistency. Diamagnetic corrections were applied 

for the sample holder and the core diamagnetism from the sample (estimated with Pascal 

constants).55  
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Continuous-Wave (CW) X-band (9.6 GHz) EPR spectra were acquired using a Bruker 

EMX CW-EPR spectrometer equipped with an ER- 4116DM Dual Mode resonator operating in 

perpendicular mode. Temperature control was achieved through use of an Oxford Instruments 

ESR-900 liquid helium flow cryostat and an ITC-503 temperature controller. Pulse EPR data were 

acquired using a Bruker ELEXSYS E-580 pulse EPR spectrometer operating at X-band with a 

microwave frequency of 9.36 GHz using a MS-5 split ring resonator, with temperature control 

achieved through use of an Oxford Instruments CF-935 liquid helium flow cryostat and a Mercury 

temperature controller. Electron spin-echo (ESE) detected field-swept EPR spectra were collected 

using a Hahn-echo pulse sequence (>
(
− 	𝜏 − 	𝜋 − 	𝜏 − 𝑒𝑐ℎ𝑜) where τ is a fixed time delay of 300 

ns, and >
(
 and 𝜋 pulse lengths were 40 and 80 ns, respectively.  

X-ray quality crystals were obtained from various concentrated solutions placed in a −36 

°C freezer in the glovebox. Inside the glovebox, the crystals were coated with oil (STP Oil 

Treatment) on a microscope slide, which was brought outside the glovebox. The X-ray data 

collections were carried out on a Bruker SMART 1000 single crystal X-ray diffractometer using 

Mo or Cu Kα radiation and a SMART APEX CCD detector. The data were reduced by 

SAINTPLUS, and an empirical absorption correction was applied using the package SADABS.56,57 

The structure was solved and refined using SHELXTL via OLEX 2 as a graphical user interface. 

The structures were then visualized using ORTEP 3.58–60  
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Synthesis of Ytterbium Complexes 

 

(thiolfan)YbCl(THF). In a nitrogen filled glovebox, 179.5 mg (0.26 mmol, 1 equiv.) of 

H2(thiolfan) was dissolved in 3 mL of THF and added dropwise to a stirring slurry of NaH (63.0 

mg, 10 equiv., 2.6 mmol) in 2 mL of THF. The mixture was stirred at room temperature for 2 h 

then filtered through glass fiber twice. The filtrate was cooled to -78 °C and added to the stirring 

slurry of YbCl3(THF)3 (128.9 mg, 1 equiv., 0.26 mmol). The reaction was stirred at -78 °C for 15 

min then slowly brought to room temperature and stirred for another 2 h. The volatiles were 

removed under a reduced pressure and the residue was extracted with toluene and filtered through 

glass fiber twice. The filtrate was concentrated and layered with hexanes, then stored at -36 °C. 

Yellow crystals were obtained in moderate yield (114.0 mg, 49%). X-ray quality single crystals of 

[(thiolfan)YbCl]2 were grown from a solution of toluene layered with n-pentane at -36 °C. X-ray 

quality single crystals of (thiolfan)YbCl(THF) were grown from a solution of THF layered with 

hexanes in a 2 mL glass autosampler vial at -36 °C. Due to the paramagnetic nature of the ytterbium 

complex, peaks are not assigned in the 1H NMR spectrum. However, a peak at -8.66 ppm and a 

shoulder at -10.6 ppm were observed in C6D6 (Figure 2.9). Elemental analysis for 
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[C40H52FeClO2S2Yb]2, calculated: C, 53.78%, H, 5.87%, N, 0.00%; found: C, 54.59%, H, 5.87%, 

N, 0.00%. 

 

(thiolfan*)YbCl(THF). In a nitrogen filled glovebox, 108.7 mg (0.16 mmol, 1 equiv.) of 

H2(thiolfan*) was dissolved in 3 mL of THF and added dropwise to a stirring slurry of NaH (40.0 

mg, 10 equiv., 1.6 mmol) in 2 mL of THF. The mixture was stirred at room temperature for 2 h 

then filtered through glass fiber twice. The filtrate was cooled to -78 °C and added to a stirring 

slurry of YbCl3(THF)3 (81.3 mg, 1 equiv., 0.16 mmol). The reaction was stirred at -78 °C for 15 

min then slowly brought to room temperature and stirred for another 2 h. The volatiles were 

removed under a reduced pressure and the residue was extracted with toluene and filtered through 

glass fiber twice. The filtrate was concentrated and layered with hexanes, then stored at -36 °C. 

Yellow crystals were obtained in moderate yield (58.0 mg, 41%). Due to the paramagnetic nature 

of the ytterbium complex, peaks are not assigned in the 1H NMR spectrum (Figure 2.10). 

Unfortunately, no crystals suitable for X-ray diffraction analysis were obtained. Elemental analysis 

for C38H48FeClO2S2Yb, calculated: C, 52.75%, H, 5.57%, N, 0.00%; found: C, 52.74%, H, 6.04%, 

N, 0.00%. 
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(thiolfan)Yb[N(SiMe3)2]. In a nitrogen filled glovebox, 202.8 mg (0.23 mmol, 1 equiv.) 

of (thiolfan)YbCl was dissolved in 5 mL of toluene and added dropwise to a stirring solution of 

lithium bis(trimethylsilyl)amide·THF (54.4 mg, 1 equiv., 0.23 mmol) in 2 mL of toluene. The 

mixture was stirred at room temperature for 2 h then filtered through glass fiber. The volatiles were 

removed under a reduced pressure. The solid was re-dissolved in hexanes then stored at -36 °C. 

The solution was decanted to collect the semi-crystalline product and solids precipitated at the 

bottom of the vial, which was collected on top of a frit (77.9 mg, 34%). Due to the paramagnetic 

nature of the ytterbium complex, peaks are not assigned in the 1H NMR spectrum (Figure 2.11). 

Unfortunately, no crystals suitable for X-ray crystallography analysis were obtained. Elemental 

analysis for C46H70FeNO2S2Si2Yb, calculated: C, 54.26%, H, 6.93%, N, 1.38%; found: C, 54.43%, 

H, 7.10%, N, 0.86%.  

The compound numbers shown in Figure 2.4b in the manuscript are clarified below, with 

exact molecular formula. While there are slight variations of these compounds discussed in the 

characterization section below, these numbers refer to the structures we assign the absorption 

features to, which are shown below. 
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Solid-state Molecular Structure of [(thiolfan)YbCl]2 
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Selected distances (Å) and angles (°) of [(thiolfan)YbCl]2 
 

Distances 
Yb-Cl1 
Yb-O1 
Yb-O2 
Yb-S1 

2.654(2) 
2.041(6) 
2.082(8) 
2.931(2) 

Yb-S2 
Yb-Cli 
Yb-Fe 
Yb-Ybi 

2.828(2) 
2.659(2) 
4.756(2) 
4.000(2) 

 
 
 

Angles 

Cl1-Yb-O1 
Cl1-Yb-O2 
Cl1-Yb-S1 
Cl1-Yb-S2 

Cl1-Yb-Cl1i 
O1-Yb-O2 
O1-Yb-S1 
O1-Yb-S2 

89.9(2) 
96.6(2) 

104.79(7) 
166.08(7) 
81.22(7) 
111.8(2) 
76.4(2) 
101.1(2) 

O2-Yb-S1 
O2-Yb-S2 
S1-Yb-S2 
S1-Yb-Cl1 
S2-Yb-Cl1 
C6-S2-C26 
Yb-O1-C13 
Yb-O2-C28 

157.2(2) 
71.5(2) 
86.17(6) 
75.35(6) 
93.57(7) 
99.6(4) 
151.9(6) 
154.4(6) 

 

  

Figure 2.7 Crystal Structure of [(thiolfan)YbCl]2. 

Thermal ellipsoid (50% probability) representation of [(thiolfan)YbCl]2, without (top) and with 

(bottom) t-butyl groups. Two crystallographically independent molecules are in the unit cell, 

only one shown here. Hydrogen atoms and solvent molecules (toluene and diethyl ether) are 

omitted for clarity. Atoms labeled with i represent the inverted asymmetric unit of the 

neighboring unit cell. 
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Selected distances (Å) and angles (°) of (thiolfan)YbCl(THF) 
 

Distances 
Yb-O1 
Yb-O2 
Yb-O3 
Yb-Cl1 

2.316(2) 
2.087(2) 
2.053(2) 
2.5534(7) 

Yb-S1 
Yb-S2 
Yb-Fe 

2.9073(7) 
2.8830(9) 
4.719(7) 

 
 
 

Angles 

O1-Yb-O2 
O1-Yb-O3 
O2-Yb-O3 
Cl1-Yb-S1 
Cl1-Yb-S2 
Cl1-Yb-O1 
Cl1-Yb-O2 
Cl1-Yb-O3 

85.83(8) 
98.47(8) 
105.00(8) 
80.30(2) 
95.67(2) 
87.79(6) 
154.50(6) 
100.35(6) 

S1-Yb-S2 
S2-Yb-O1 
S2-Yb-O2 
S2-Yb-O3 
C8-S2-C30 
Yb-O1-C29 
Yb-O2-C17 
Yb-O3-C32 

88.57(2) 
172.61(6) 
93.70(6) 
74.51(6) 
99.7(1) 
124.3(1) 
146.4(2) 
153.7(2) 

  
Figure 2.8 Crystal Structure of (thiolfan)YbCl(THF). 

Thermal ellipsoid (50% probability) representation of (thiolfan)YbCl(THF). Hydrogen and 

disordered atoms are omitted for clarity. 
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Table 2.1 Selected Crystal Data for [(thiolfan)YbCl]2 and (thiolfan)YbCl(THF) 

 [(thiolfan)YbCl]2 (thiolfan)YbCl(THF) 
Identification code pld1905 pld2306b 
CCDC number  2279910 
Empirical formula C91H122Cl2Fe2O5S4Yb2 C44H60ClFeO3S2Yb 
Formula weight [g/mol] 1952.80 965.38 
Temperature [K] 100 (2) 100 (2) 
Crystal system monoclinic triclinic 
Space group 𝑃2/𝑐 𝑃1 
a [Å] 18.2162(18) 10.0390(2) 
b [Å] 15.0982(15) 15.3323(3) 
c [Å] 32.972(3) 15.4616(4) 
α [°] 90 85.0770(10) 
β [°] 102.091(2) 75.2870(10) 
γ [°] 90 87.8680(10) 
Volume [Å3] 8867.2(15) 2293.04(9) 
Z 4 2 
ρcalc [g/cm3] 1.463 1.398 
μ [mm-1] 2.614 7.857 
F(000) 3992 986 
Crystal size [mm3] 0.090×0.080×0.070 0.1 × 0.1 × 0.05 
Crystal color Clear yellow and green 

(dichroic) 
clear light yellow 

Crystal shape block plate 
Radiation MoKα (λ=0.71073 Å) CuKα (λ=1.54178 Å) 
2Θ range for data collection [°] 2.29 to 56.76 (0.75 Å) 5.93 to 136.85 (0.83 Å) 
Index ranges −24 ≤ h ≤ 24 

−20 ≤ k ≤ 20 
−43 ≤ l ≤ 44 

−11 ≤ h ≤ 12 
−18 ≤ k ≤ 18 
−18 ≤ l ≤ 18 

Reflections collected 130664 37470 
Independent reflections 22122 

Rint = 0.0830 
Rsigma = 0.0675 

8103 
Rint = 0.0421 

Rsigma = 0.0340 
Data/restraints /parameters 22122/0/724 8103/134/488 
Goodness-of-fit on F2 1.134 1.068 
Final R indexes [I>=2σ (I)] R1 = 0.0724 

wR2 = 0.1454 
R1 = 0.0285 

wR2 = 0.0703 
Final R indexes [all data] R1 = 0.1176 

wR2 = 0.1611 
R1 = 0.0330 

wR2 = 0.0720 
Largest diff. peak/hole e Å3 4.14/-4.24 1.15/-1.05 
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NMR Spectra 

 

 

  

Figure 2.9 1H NMR Spectrum of (thiolfan)YbCl(THF) 
1H NMR spectrum (298 K, 500 MHz, C6D6) of (thiolfan)YbCl(THF) (*residual toluene). 

* 
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Figure 2.10 1H NMR Spectrum of (thiolfan*)YbCl(THF) 
1H NMR spectrum (98 K, 500 MHz, C6D6) of (thiolfan*)YbCl(THF)n (n = 0 or 1) (*residual 

toluene) 

* 

* 
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Figure 2.11 1H NMR Spectrum of (thiolfan)Yb[N(SiMe3)2] 
1H NMR spectrum (298 K, 500 MHz, C6D6) of (thiolfan)Yb[N(SiMe3)2] (*residual toluene). 

* 

* 
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Discussion on the Monomer vs. Dimer Equilibrium  

As shown in SI Sec. I-C, the solid state molecular structure of [(thiolfan)YbCl]2 shows a 

dimer bridged by two chlorides (Figure 2.7), while that of (thiolfan)YbCl(THF) shows a monomer 

with a single THF ligand coordinated (Figure 2.8). For the dimer, the compound was crystallized 

from toluene in order to perform NMR and single crystal X-ray diffraction measurements. Single 

crystals of (thiolfan)YbCl(THF) were obtained from a saturated THF solution layered with 

hexanes. THF is a coordinating solvent, leading to a change from the dimeric to the monomeric 

structure. We lay out our observations that elaborate on the monomer vs. dimer equilibrium below. 

First, we performed a titration experiment by introducing stoichiometric amounts of THF 

to the sample in toluene and observed a shift in absorption features that trend toward the feature 

observed when THF is used as a solvent. As shown in Figure 2.12, shifting from 1:1, 1:2, 1:4, and 

1:10 ratios of (thiolfan)YbCl monomer to THF shifts the absorption spectra from bimodal to 

unimodal peaks that reflect the spectra of the sample in THF, even in excess toluene. We added 

the absorption spectra in toluene and in THF at the top and bottom of the figure to make this trend 

clear.  
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The change in absorption of these two peaks aligns with an equilibrium constant of 1. The 

monomer vs. dimer equilibrium that is caused by a single THF coordination can be expressed as: 

𝐴( + 2𝑇𝐻𝐹 ⇌ 2𝐴(𝑇𝐻𝐹) 

Where 𝐴  = (thiolfan)YbCl, 𝐴(  = [(thiolfan)YbCl]2, and 𝐴(𝑇𝐻𝐹)  = (thiolfan)YbCl(THF). The 

equilibrium constant (𝐾1?) can be written out as: 

𝐾1? =
[𝐴(𝑇𝐻𝐹)](

[𝐴(][𝑇𝐻𝐹](
 

Figure 2.12 Absorption Spectra of [(thiolfan)YbCl]2 in Toluene during THF Dilution 

Dilution of [(thiolfan)YbCl]2 in toluene with increasing amounts of THF, showing a gradual 

shift from the bimodal absorbance feature in toluene to the unimodal feature in THF. The 

concentration of Yb species is 1.3 mM, which accounts for monomers and dimers. The ratios 

of the Yb to THF concentrations are shown in brackets. The absorption spectra in toluene and 

in THF are shown on the top (black) and bottom (red) for comparison. 
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The monomer and dimer concentrations can be related by the total amount of sample added (1.3 

mM), either in monomer or dimer forms. This equation can be rearranged to express the monomer 

concentration as a function of the dimer concentration.  

[𝑇𝑜𝑡𝑎𝑙	𝑌𝑏	𝑐𝑒𝑛𝑡𝑒𝑟𝑠	𝑎𝑑𝑑𝑒𝑑] = [𝐴] + 2[𝐴(] = 1.3	𝑚𝑀 

With the above two equations, solving for [𝐴(] gives: 

[𝐴(] =
1
40 D5𝐾1?

[𝑇𝐻𝐹]( ±�5𝐾1?[𝑇𝐻𝐹](:5𝐾1?[𝑇𝐻𝐹]( + 52; + 26E 

And, solving for [𝐴(𝑇𝐻𝐹)] gives: 

[𝐴(𝑇𝐻𝐹)] =
1
20D±

�25𝐾1?([𝑇𝐻𝐹]- + 260𝐾1?[𝑇𝐻𝐹]( + 5𝐾1?[𝑇𝐻𝐹](E 

The calculated monomer and dimer concentrations, corresponding to [𝐴(𝑇𝐻𝐹)] and [𝐴(] 

above, are plotted against [𝑇𝐻𝐹] for 𝐾1? = {0.1, 1, 10} in Figure 2.12. The integrated absorption 

areas of the peak at 980 nm and 983 nm are plotted below, which reflects the concentration of 

monomer and dimer in the solution, according to Beer’s law. The absorption trend corresponds 

best to 𝐾1?~1. 
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Second, we performed a DOSY experiment on the yttrium analogue of our sample 

([(thiolfan)YbCl]2) in THF-d8, which demonstrates a hydrodynamic radius corresponding to a 

monomer. Similar to the ytterbium complex, [(thiolfan)YCl]2 also crystalizes as a dimer with 

chlorides bridging the two yttrium centers.61 Critically, previous work showed that 

[(thiolfan)YCl]2 coordinates THF when dissolved in THF.61 A DOSY experiment was conducted 

Figure 2.13 Calculated Chemical Equilibria of THF Coordination 

 a) Top: calculated [Dimer] concentrations, corresponding to [𝐴(]  in the mathematical 

derivations, for a range of equilibrium constants (K). Bottom: integrated area of the absorption 

feature at around 983 nm, which shows up in the sample in toluene environment, most likely in 

a dimer form. b) Top: calculated [Monomer] concentrations, corresponding to [𝐴(𝑇𝐻𝐹)] in the 

mathematical derivations, for a range of equilibrium constants (K). Bottom: integrated area of 

the absorption feature at around 980nm, which dominates when the sample is in THF 

environment, most likely in a monomer form. 
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on [(thiolfan)YCl]2 in THF-d8 with tetrakis(trimethylsilyl)silane (TMSS) used as an internal 

standard (Figure 2.14).62 The hydrodynamic radius (rH) of (thiolfan)YCl(THF) was derived from 

the Stokes-Einstein equation: 63 

𝐷@ =
𝑘𝑇

6𝜋𝜂𝑟A
  

where 𝑘 is the Boltzmann constant, 𝑇 is the temperature, and 𝜂 is the solution viscosity (298 K, 

0.46 mPa·s, respectively). 𝑟A = 	6.70	Å was calculated using this equation and compared to the 

radius of the dimeric structure in the solid state (𝑟B:2CD = 11.20	Å estimated by measuring the 

distance from the center of the dimeric molecule to the farthest atom using X-ray crystallographic 

data), which is 1.67 times of that in solution. The integration of THF to Y proton signals in the 1H 

NMR spectrum of (thiolfan)YCl(THF) in C6D6 was found to be consistent with one coordinated 

THF to yttrium in prior studies, indicating that the Y analogue of the ytterbium complex also exists 

as a monomer in THF.61  
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Furthermore, a variable temperature 1H NMR experiment was conducted to investigate the 

equilibrium between the monomeric and dimeric Yb complexes in toluene-d8 at different 

temperatures. As the temperature increased, the peak at -8.38 ppm and -10.42 ppm shifted and 

eventually coalesced into one peak at -7.56 ppm at 354 K (Figure 2.15). In addition, a small peak 

at -1.34 ppm and a bump at -18.6 ppm appeared and became obvious at elevated temperatures. A 

similar trend was observed when THF was added to a sample in C6D6, where the bump at -10.5 

ppm started to disappear and merged with the peak at -8.32 ppm, but the intensity of the peaks at 

-1.86 ppm and -17.8 ppm both increased (Figure 2.16). In addition, the 1H NMR spectrum of 

(thiolfan)YbCl(THF) taken in THF-d8 displayed a sharp peak at -8.92 and a small peak at -17.9 

ppm (Figure 2.17). Despite the slight difference in the chemical shifts due to different deuterated 

Figure 2.14 DOSY of Yttrium Analogue 

DOSY (298 K, 500 MHz, THF-d8) of (thiolfan)YCl(THF) with TMSS as an internal standard. 
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solvents being employed, we hypothesize that increasing temperature and having THF present, 

either as the NMR solvent or added intentionally to an NMR sample, cause the shift in equilibrium 

from the dimeric to the monomeric form of the ytterbium complex.64 

Lastly, theoretical calculations reported in the manuscript are for the monomeric 

(thiolfan)YbCl(THF) show remarkable alignment with the experimental spectra using THF as a 

solvent. Unfortunately, performing calculations on the ytterbium dimer is too expensive given the 

presence of two ytterbium and two iron atoms. In conclusion, our data indicates that 

(thiolfan)YbCl(THF) is a monomer in THF solution, based on the analyses of single crystal X-ray 

diffraction, absorption spectra, DOSY of the yttrium analogue, NMR spectra, and theoretical 

calculations. 
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Figure 2.15 Variable temperature 1H NMR study of [(thiolfan)YbCl]2 

(500 MHz, toluene-d8) 
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Figure 2.16 1H NMR spectra of [(thiolfan)YbCl]2 before and after the addition of THF 

(298 K, 500 MHz, C6D6) 
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Magnetic Properties 

The magnetic properties of all three ytterbium compounds in the solid state were 

investigated using a superconducting quantum interference device (SQUID). Analyses were 

performed on crushed polycrystalline samples obtained from a solution of toluene/hexanes and 

sealed in a polyethylene membrane under an inert atmosphere. Direct current (dc) susceptibility 

measurements were performed in a magnetic field, B, of 1000 Oe and at a temperature range of 2 

K to 290 K. Solid-state molecular structure of [(thiolfan)YbCl]2 revealed a dinuclear complex, 

therefore, at 290 K, 𝜒4𝑇 = 4.77	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 after diamagnetic correction is comparable with 

the reported two ytterbium centers (5.14	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙, 2F7/2, gJ = 8/7) at room temperature.65–73 

Upon cooling, 	𝜒4𝑇 decreased gradually to 3.67	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 at 2 K as a result of depopulation 

Figure 2.17 1H NMR spectra of (thiolfan)YbCl(THF) (*residual toluene) 

(298 K, 500 MHz, THF-d8) 
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of the excited crystal field sublevels of Yb3+ and/or antiferromagnetic interactions between the two 

Yb3+ centers (Figure 2.18). At low temperature, the magnetization value rose rapidly at low fields, 

and increases slowly at high fields, then reaches a maximum of 3.76 𝜇3	 at 7 T (Figure 2.19a). 

Such field dependence of the magnetization of [thiolfanYbCl]2 is typically observed for weakly 

interacting Yb3+ ions.66,68–71,74 Attempts to fit the field dependent magnetization data using a 

Brillouin function of two non-interacting Yb3+ ions gave incongruent results. The saturation limit 

at 7 T and 2 K for [thiolfanYbCl]2 was lower than expected for two uncoupled Yb3+ centers. This 

discrepancy may be due to exchange interactions or the presence of low-lying excited states.73,75,76 

The discrepancy between Brillouin function of two uncoupled J = ±2/7 states versus the 

experimental data of [thiolfanYbCl]2 may also be attributed to magnetic anisotropy. The lack of 

perfect superimposition of the M versus H/T curves at 2, 4, 6, 8, and 10 K (Figure 2.19b) suggests 

the presence of magnetic anisotropy and/or low-lying excited states for the ytterbium complex. 

However, the measurement was performed on a polycrystalline sample which is insufficient to 

probe the orientation sensitivity of the anisotropic exchange contribution.69  

A linear curve was observed in 1 𝜒�  vs T and a Curie constant was calculated based on the 

linear fit (𝑐 = 4.39	𝑒𝑚𝑢	𝐾/𝑚𝑜𝑙). According to the Curie-Weiss law, a negative Weiss constant 

(𝜃 = −4.46𝐾) was obtained from the graph, indicating anti-ferromagnetic coupling (Figure 2.20). 

A linear curve was also observed in the M vs H measurement passing through the origin, 

confirming the paramagnetic properties of the compound. No hysteresis in isothermal 

magnetization measurements was observed (Figure 2.21).  
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Figure 2.18 Plot of 𝝌𝒎𝑻 versus T for [(thiolfan)YbCl]2 

Taken under a 1000 Oe dc field in the temperature range 2-290 K.  
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Figure 2.19 Isothermal M vs. H and M vs. H/T plots at 2-10 K 

Isothermal M vs. H plots at 2, 4, 6, 8, and 10 K (a). M vs. H/T plots at 2, 4, 6, 8, and 10 K (b). 
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Figure 2.20 Plot of 1/	𝝌 versus T for [(thiolfan)YbCl]2. 
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Figure 2.21 Plot of M versus H at 300 K for [(thiolfan)YbCl]2. 
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Similarly, direct current (DC) susceptibility measurements in a magnetic field, B, of 1000 

Oe and at a temperature range of 2 K to 300 K were also conducted for (thiolfan*)YbCl(THF)n 

and (thiolfan)Yb[N(SiMe3)2]. For (thiolfan*)YbCl(THF)n, the room temperature molecular 

susceptibility and effective magnetic moment 𝜒4𝑇 = 2.11	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙  and 𝜇1++ = 4.11  per 

ytterbium center were calculated based on experimental results (Figure 2.22). For 

(thiolfan)Yb[N(SiMe3)2], the room temperature molecular susceptibility and effective magnetic 

moment 𝜒4𝑇 = 2.12	𝑒𝑚𝑢	 ∙ 𝐾/𝑚𝑜𝑙  and 𝜇1++ = 4.12 per ytterbium center were found (Figure 

2.25). Both are comparable with the expected values for one ytterbium center (2.57	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 

and 𝜇1++ = 4.54) assuming a J = 7/2 (S = ½, L = 3, gJ = 8/7) ground state.33,77 

Interestingly, upon cooling, 	𝜒4𝑇 of (thiolfan*)YbCl(THF) first decreases gradually as 

temperature decreases to 1.73 𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 at 17 K, then slowly increased to 1.75	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 

at 6 K, followed by a sharp decrease to 1.69 𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 at 2 K (Figure 2.22). A linear curve 

was observed in 1 𝜒�  vs T. The Curie constant was calculated based on the linear fit (𝑐 =

2.13	𝑒𝑚𝑢	𝐾/𝑚𝑜𝑙), which is comparable to the value of 𝜒4𝑇 = 2.11	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 previously 

calculated for one ytterbium center. According to the Curie-Weiss law, a negative Weiss constant 

(𝜃 = −5.89	𝐾) was obtained from the graph, indicating a net anti-ferromagnetic coupling in the 

bulk sample (Figure 2.23). A linear curve was also observed in the M vs H measurement passing 

through the origin, confirming the paramagnetic properties of this compound (Figure 2.24).  

On the contrary, 	𝜒4𝑇  of (thiolfan)Yb[N(SiMe3)2] only decreased as the temperature 

decreased until reached the minimum 1.55 𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 at 2 K (Figure 2.25). Similarly, a linear 

curve was also observed in the M vs H measurement passing through the origin, confirming the 

paramagnetic properties of the amide derivative (Figure 2.27), with a negative Weiss constant (𝜃 =
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−4.08	𝐾) obtained based on the linear fitting in 1 𝜒�  vs T (Figure 2.26). The Curie constant was 

calculated based on the linear fit (𝑐 = 2.14	𝑒𝑚𝑢	𝐾/𝑚𝑜𝑙), which is comparable to the value of 

𝜒4𝑇 = 2.12	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 previously calculated for one ytterbium center. 

 

 
 

Figure 2.22 Plot of 𝝌𝒎𝑻 versus T for (thiolfan*)YbCl(THF)n  

Taken under a 1000 Oe dc field in the temperature range 2-300 K.  
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Figure 2.23 Plot of 1/	𝝌 versus T for (thiolfan*)YbCl(THF)n. 
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Figure 2.24 Plot of M versus H at 300 K for (thiolfan*)YbCl(THF)n. 
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Figure 2.25 Plot of 𝝌𝒎𝑻 versus T for (thiolfan)Yb[N(SiMe3)2]  

Taken under a 1000 Oe dc field in the temperature range 2-300 K.  

Figure 2.26 Plot of 1/	𝝌 versus T for (thiolfan)Yb[N(SiMe3)2]. 
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The magnetic susceptibility of each ytterbium compound in solution was measured by 

NMR spectroscopy using the Evans method in designated deuterated solvents.24 The molar 

susceptibility and effective magnetic moment (𝜇1++) of each compound was calculated based on 

the following formulae:78  

𝜒4𝑇 = 	
3 × 100∆𝑓
4𝜋𝑓4𝑐

− 𝜒G	 

𝜇1++ = 2.827�𝜒4𝑇 

where 𝜒4 is the corrected paramagnetic molar susceptibility, T (in K) is the absolute temperature 

at which the NMR spectrum was taken. ∆𝑓 (in Hz) is the chemical shift difference of the NMR 

reference in the presence and absence of the paramagnetic compound (shift of the deuterated 

solvent referencing peak); 𝑓4  (in Hz) is the external magnetic field, C (in mol/L) is the 

0 10000 20000 30000 40000 50000
0.000

0.001

0.002

0.003

0.004

0.005

M
 (e

m
u)

H (Oe)

Figure 2.27 Plot of M versus H at 300 K for (thiolfan)Yb[N(SiMe3)2]. 
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concentration of the sample and 𝜒G  is the diamagnetic susceptibility. For simplicity, 𝜒G  of 

(thiolfan*)YbCl(THF)n (n = 0 or 1) and (thiolfan)Yb[N(SiMe3)2] is estimated based on: 

𝜒G ≈	−
𝑀
2 × 10

:H 

where M (in g/mol) is the molecular mass. 

The paramagnetic properties of (thiolfan)YbCl(THF)n were investigated in THF-d8, C6D6, 

and Tol-d8 (Figures 2.28-2.30). A 𝜒4𝑇 = 2.68	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 was calculated along with a 𝜇1++ =

4.63 based on the difference in δ observed in the 1H NMR spectrum after diamagnetic correction 

in THF-d8, as expected for one ytterbium center (2.57	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 and 𝜇1++ = 4.54) assuming 

a J = 7/2 (S = ½, L = 3, gJ = 8/7) ground state.33,77 Similar results were obtained using other two 

solvents, 𝜒4𝑇 = 2.08	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙  was calculated for C6D6, and 2.68	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙  was 

calculated for Tol-d8 per ytterbium center. The effective magnetic moment of 

(thiolfan)YbCl(THF) was calculated based on the formulae above suggesting 𝜇1++ = 4.63 in THF-

d8, 4.08 in C6D6, and 4.63 in Tol-d8. 

Similarly, the molar susceptibility and effective magnetic moment were calculated for 

(thiolfan*)YbCl(THF)n (n = 0 or 1) and (thiolfan)Yb[N(SiMe3)2] in C6D6. A 𝜒4𝑇 = 2.05	𝑒𝑚𝑢 ∙

𝐾/𝑚𝑜𝑙 and 𝜇1++ = 4.05 per ytterbium center was found for (thiolfan*)YbCl(THF)n (calculated 

based on n = 0, Figure 2.31). 𝜒4𝑇 = 2.33	𝑒𝑚𝑢 ∙ 𝐾/𝑚𝑜𝑙 and 𝜇1++ = 4.32 per ytterbium center 

were found for (thiolfan)Yb[N(SiMe3)2] (Figure 2.32). These results are consistent with the 

findings for (thiolfan)YbCl(THF)n, and previously reported values per ytterbium center.33,77 
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Figure 2.28 1H NMR spectrum of (thiolfan)YbCl(THF)n 

(298 K, 500 MHz, THF-d8. Chemical shifts of THF-d8 = 1.72, 3.58 ppm). 

Figure 2.29 1H NMR spectrum of (thiolfan)YbCl(THF)n 

(298 K, 500 MHz, C6D6. Chemical shift of C6D6 = 7.16 ppm). 
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Figure 2.31 1H NMR spectrum of (thiolfan*)YbCl(THF)n  

(298 K, 500 MHz, C6D6. Chemical shift of C6D6 = 7.16 ppm). 

Figure 2.30 1H NMR spectrum of (thiolfan)YbCl(THF)n  

(296 K, 500 MHz, Tol-d8. Chemical shifts of Tol-d8 = 2.08, 6.97, 7.01, 7.09 ppm). 



62 
 

 
  

Figure 2.32 1H NMR spectrum of (thiolfan)Yb[N(SiMe3)2]  

(298 K, 500 MHz, C6D6. Chemical shift of C6D6 = 7.16 ppm). 
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IR Spectra  

 

 

Figure 2.33 IR (Nujol) spectrum of [(thiolfan)YbCl]2  

(*: Nujol). 

Figure 2.34 IR (Nujol) spectrum of (thiolfan*)YbCl(THF)n  

(*: Nujol; #: trace OH due to minor decomposition of the compound during the 
measurement). 
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Figure 2.35 IR (Nujol) spectrum of (thiolfan)Yb[N(SiMe3)2]  

(*: Nujol; #: trace OH/NH due to minor decomposition of the compound during the 
measurement). 
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Details of Electronic Spectroscopy 

The absorption band around 400-600 nm is assigned to the supporting ligand, as evident 

by the comparison between the absorbance of the sample vs. that of H2(thiolfan).  

 

 

  

Figure 2.36 Comparison of Ligand vs. Sample Absorption 

Absorbance of (thiolfan)YbCl(THF) in black and H2(thiolfan) in red. 
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High Resolution Transmission/Absorption Setup 

A high-resolution transmission/absorption spectrum of the sample was measured with a 

tunable narrow band CW laser (M Squared SolsTis Ti:Sapph laser). The laser beam is split into 

two paths by a polarizing beam splitter (PBS). One beam measures the absorption of the solvent 

and the other measures the absorption of the sample. The quarter waveplate is used to change the 

polarization of the laser beam so that we can measure the absorption of 𝜎: and 𝜎9light. The two 

permanent magnets create a strong static magnetic field to induce Zeeman splitting. The 

translational stage allows us to control the distance between the magnet and the sample and to vary 

the strength of the magnetic field at the sample’s location. The setup is shown in Figure 2.37. 

 

 

  

Figure 2.37 Optical setup of the high-resolution transmission/absorption measurement 
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Investigating Sources of Linewidth Broadening 

 

Figure 2.38 Temperature-dependent Absorption Spectra of Sample in 2-MeTHF 

a) Temperature-dependent absorbance of (thiolfan)YbCl(THF) and the corresponding 

Lorentzian fits. b) Fitted peak frequencies and linewidths. 
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Figure 2.39 Optical setup for spectral hole burning measurement. 
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Discussion on the Sources of Linewidth Broadening 

As shown above in Figure 2.38, over a range of 300 K, the absorption linewidth narrows 

by 0.1 meV as a function of temperature, but once the sample is frozen, it appears to have no 

change in linewidth. This suggests that the room temperature linewidth has some component of 

homogeneous broadening, while the 77 K linewidth consists of many narrower transitions. If the 

0.6 meV linewidth is limited by the excited state lifetime, it would correspond to a lifetime of 1.1 

ps (where lifetime 𝜏 = ℏ Γ⁄ , linewidth	Γ = 0.6	meV and ℏ = 6.6 × 10:/H𝑒𝑉 ∙ 𝑠). However, the 

Einstein A21 coefficient can be extracted from the experimental oscillator strength of 

9.36 × 10:H.79 The corresponding expected excited state decay rate is 912 Hz, which translates to 

a lifetime of 1.1 ms. Therefore, the 0.6 meV linewidth is not limited by the excited state lifetime.  

We also measured the fluorescence lifetime of the room-temperature sample in solution 

(Figure 2.40). Because there is minimal Stokes shift from the 980 nm absorption and emission 

peaks, as shown in Figure 2.2 in the chapter, we excited into the ligand absorption band at 420 nm 

to be able to spectrally filter the excitation from the emission. The resulting lifetime then would 

include not only the excited state decay rate of the 980 nm transition, but also the time it takes for 

the excited electron to decay from the ligand-dominated states to the Yb3+-dominated electronic 

states, from which the emission originates. The measured lifetime was 3.2 μs, which rules out 

lifetime broadening as the major source of the room-temperature linewidth. The 3.2 μs lifetime 

would correspond to a 0.2 neV linewidth, which is far narrower than the observed 0.6 meV and 

close to the 0.41 neV SHB linewidth. Therefore, we conclude that the 0.6 meV linewidth of the 

room-temperature solution consists of many transitions and some amount of ligand fluctuations, 

which cause a broader linewidth than the transform-limit.  
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We also investigated the hyperfine contribution to the spectral linewidth. We also 

investigate the hyperfine contribution to the spectral linewidth. The isotopic distribution of Yb can 

be divided into 7 stable isotopes with 3 nuclear spin values {S = 0, 1/2, 5/2}. We obtained ground 

state g-values and hyperfine (𝐴) parameters by fitting the X-band (9.638 GHz) CW-EPR spectrum 

as shown in Figure 2.41a. For the excited state, we employ the calculated g-values based on 

CASSCF/RASSI level of theory (SI Sec. III-B). With these parameters, we are able to plot a 

calculated hyperfine splitting as a function of the external magnetic field strength, as shown in the 

Figure 2.41b. At zero field, the hyperfine splitting for {S = 0, 1/2, 5/2} is [0, 20.7, 27.2] GHz for 

the ground state and [0, 14.8, 19.4] GHz for the excited state. Considering all the spin-allowed 

zero-field transitions, the energy spread shows a minuscule effect compared with the 150 GHz 

optical peak, this reveals that zero-field hyperfine broadening may not be a major line-broadening 

contributor. Besides hyperfine splitting, the isotope shift caused by reduced mass is calculated to 

be around 23 MHz, and the volume effect is around 4 MHz. Overall, the isotopic contributions are 

found to be orders of magnitude smaller compared to the 150 GHz absorption linewidth of the 

(thiolfan)YbCl(THF), and are not expected to be the major broadening sources.  

Furthermore, we investigated the superhyperfine contributions to the spectral linewidth. A 

superhyperfine interaction occurs when an unpaired electron couples to multiple nuclei. As it 

applies to our sample, a deuterated THF coordinating to the Yb3+ may cause a change in 

superhyperfine splitting. In addition, spin-spin dipolar interaction may occur if some other 

magnetic moment near the Yb3+ nucleus interacts with the magnetic dipole that couples to the 

electronic states involved in transition IV. In general, the magnitude of these effects can be gauged 

by taking the absorption of the sample in THF and deuterated THF. The linewidth of our sample 

saw an increase in linewidth from 0.6 meV to 0.7 meV and a decrease in molar absorptivity when 
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using the deuterated solvent (Figure 2.42). The sample concentrations were 3.1 mM in THF and 

3.7 mM in THF-d8. The linewidth stays similar with solvent deuteration, which indicates that 

superhyperfine interactions do not make up the dominant contributions to the inhomogeneous 

broadening observed in THF. 

 

Figure 2.40 Fluorescence Lifetime Measurement of (thiolfan)YbCl(THF) 

Top: broad absorption spectra of (thiolfan)YbCl(THF) in THF solution at room temperature. 

The excitation wavelength is indicated against the sample absorption. Bottom: lifetime 

measurement of the 980 nm emission and the corresponding fit. 
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Figure 2.41 X-band CW-EPR Spectrum and Calculate Hyperfine Splitting 

(a) X-band CW-EPR spectrum and 2nd derivative of (thiolfan)YbCl(THF) in frozen 2-MeTHF 

glass in the region from 0-1000 mT (left panel), and 0-300 mT (right panel) with spectral 

simulations offset underneath using the following parameters: g = [7.41, 0.62, 0.42], A(173Yb) 

= [1553, 160, 160] MHz, A(171Yb) = [5915, 609, 609] MHz (magnitudes of A scale with 

respective 173Yb, 171Yb gyromagnetic ratios). Red traces are simulated using only g and A 

parameters, while the blue traces include an additional nuclear quadrupole interaction with the 

I = 5/2 nucleus, Q(173Yb) = [-105, -60, 165] MHz. Acquisition parameters: temperature = 5 K; 

microwave frequency = 9.638 GHz; MW power = 8.8 mW; modulation amplitude = 0.8 mT; 

conversion time = 10 ms. (b) Calculated hyperfine splitting as a function of the external 

magnetic field strength of the ground (bottom) and excited state (top) with g and A parameters 

from fitting and calculations. 
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Figure 2.42 Absorption of (thiolfan)YbCl(THF) in THF vs. THF-d8 

Absorption spectra of (thiolfan)YbCl(THF) in THF in blue and in THF-d8 in yellow, showing 

an increase in inhomogeneous linewidth from 0.6 to 0.7 meV with solvent deuteration. 
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FHWM Comparisons and their Corresponding References 

Table 2.2 Expanded linewidth comparison.  

This table includes ones shown in Figure 2.4a.33–36,80–90 

Name Ion Transition FWHM 
(meV) 

Phase Temp. Ref. # in 
fig. 
2.4a 

(thiolfan)YbCl(THF) Yb3+ 2F7/2 – 2F5/2 0.6 Solution RT  1 

Yb3+ Helicene Yb3+ 2F7/2 – 2F5/2 3.6 Single 
Crystal 

4 K 30 4 

Yb Trensal Yb3+ 2F7/2 – 2F5/2 4.6 Single 
Crystal 

RT 31 5 

Yb3+ Methide 
Complex 

Yb3+ 2F7/2 – 2F5/2 5.1 Solution  32 6 

[YbL2(OTf)2](OTf) Yb3+ 2F7/2 – 2F5/2 25.3 Solution 4 K 33 7 

YbPO4:5% Er3+ 
Nanocrystals 

Yb3+ 2F7/2 – 2F5/2 32.8 Colloidal 
Nanocrystal 

RT 77  

Yb3+ doped phosphate 
photonic crystal fiber 

Yb3+ 2F7/2 – 2F5/2 8 Crystal RT 78  

Yb3+ doped silica 
glass 

Yb3+ 2F7/2 – 2F5/2 10 Glass RT 79  

Yb3+:YAG Crystal Yb3+ 2F7/2 – 2F5/2 3.4 Crystal RT 80  

Yb(III) N,O-chelated 
Complex 

Yb3+ 2F7/2 – 2F5/2 8.4 Crystal RT 81  

Yb3+:Y2SiO5 Yb3+ 2F7/2 – 2F5/2 0.4 Crystal 12 K 82  

Yb3+:YVO Yb3+ 2F7/2 – 2F5/2 1e-5 Crystal 40 mK 83  

Eu(BA)4(pip) Eu3+ 7F0 – 5D0 0.027 Crystal 10 K 84  

Eu(trensal) Eu3+ 7F0 – 5D0 0.372 Crystal 4.2 K 85  

Pr3+ in HClO4 Pr3+ 3H4 – 3P0 26 Solution RT 86  

Nd3+ in HClO4 Nd3+ 4I9/2 – 3G1/2 10 Solution RT 86  

Pm3+ in HClO4 Pm3+ 5I4 – 5I8 22 Solution RT 86  

Eu3+ in HClO4 Eu3+ 7F0 – 5D1 11 Solution RT 86  

Er3+ in HClO4 Er3+ 4I15/2 – 2K15/2 17 Solution RT 86  

Er3+:YVO4 Er3+ 4I15/2-4I14/2 6.7e-4 Crystal 1 K 87  

Er3+:Y2SiO5 Er3+ 4I15/2-4I14/2 3.02e-10 Crystal 2 K 88  
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Magnetic Dipole Calculations 

The transitions between states with the same orbital-angular momentum quantum number 

are electric dipole (E1) disallowed. Therefore, operators with even symmetry (e.g. magnetic dipole 

(M1)) might assist in mediating the transitions. However, the theoretical limit for an Yb3+ ion M1 

transition ( 𝑓 ∼ 10:I ) is considerably smaller than that measured in (thiolfan)YbCl(THF) 

(𝑓 ∼ 10:H).91,92 With the assumption that the f-f transition occurs between two pure 4f atomic 

orbitals, the transition is expected to be only magnetic-dipole-allowed.38 The magnetic dipole 

moment operator, 𝑀�  can be written as:92 

𝑴� = −
𝜇3
ℏ C:𝒍�) + 2𝒔�);

)

, 

The magnetic dipole oscillator strength 𝑀1 is therefore 

𝑀1+←) =
2𝑚1:𝐸+ − 𝐸);
3ℏ(𝑒(𝑐(

𝑛2
2𝐽 + 1 A�𝑓A𝑴

� A𝑖�A(, 

or 

𝑀1+←) =
2𝑚1:𝐸+ − 𝐸);
3ℏ(𝑒(𝑐(

𝑛2
2𝐽 + 1 A�𝑓A𝑀

�K𝒊 + 𝑀�D𝒋 + 𝑀�L𝒌A𝑖�A
(, 

Where 

𝑀�L = −
𝜇3
ℏ C:𝑙�L) + 2�̂�L);

)

, 

𝑀�K = −
𝜇3
2ℏC:𝑙�9 + 𝑙�: + 2𝑆�9 + 2𝑆�:;)

)

, 
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𝑀�D = −
𝜇3
2𝑖ℏC:𝑙�9 − 𝑙�: + 2𝑆�9 − 2𝑆�:;)

)

. 

From this model, considering only the 𝑀1 transition is not enough to reproduce the experimental 

oscillator strength, therefore, a mixing of orbitals with different angular momenta is needed to 

allow 𝐸1  (the electric dipole) transition, and 𝐸1  should be the principal contributor to the 

transition strength. The Judd-Ofelt perturbation theory has been used previously to explain the 

enhancement of E1 oscillator strengths in lanthanide systems by invoking mixing with the virtual 

5d orbitals via artificially lowering the 5d energy to enhance the electronic 4f/5d interaction.16,39 

However, this approach does not fully account for how the transition energies and oscillator 

strengths are altered by the ligand field, and the single electron-hole picture does not provide 

enough fitting parameters to use the Judd-Ofelt theory for the Yb3+ ion. 

Table 2.3 Calculated Transition Energies and Oscillator Strengths 

Optical absorption transition energies with corresponding M1 oscillator strengths 

calculated from an atomic model. 

Initial State Final State Transition Energy (eV) Oscillator Strength 

1 

9 1.2647 1.4E-10 
10 2.7E-08 
11 1.3455 1.5E-10 
12 3.6E-09 
13 1.3834 2.3E-10 
14 2.3E-10 

 
 
2 

9 1.2647 2.5E-08 
10 6.0E-11 
11 1.3455 3.6E-09 
12 1.4E-10 
13 1.3834 6.0E-11 
14 3.2E-10 
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Electronic Structure Calculations 

The ground state of (thiolfan)YbCl(THF) (Figure 2.5a) was optimized in Turbomole,93 

using the TPSSh functional,94,95 the ANO-RCC basis set96,97 (ANO-RCC-VTZP for Yb, ANO-

RCC-VDZP for Fe, ANO-RCC-VTZ for Cl, O, S, and ANO-RCC-VDZ for C and H), and the D3 

dispersion correction.98 The effect of solvation on geometry optimizations was included by 

employing the conductor-like screening model (COSMO)99 with a dielectric constant of ε = 7.58 

to model THF. From this optimized geometry, a reduced model was used for multireference 

calculations below. In the truncated model, the ferrocene unit was removed, and the sulfur atoms 

were capped with hydrogens, after which the reduced structure was reoptimized. 

As implemented in the Openmolcas,100 the multireference CASSCF/MS-CASPT2 methods 

101–105 were used in combination with the same ANO-RCC basis set. The second-order 

Douglas−Kroll−Hess (DKH2) one-electron spin-less Hamiltonian was applied for all wave 

function theory calculations to allow for spin-free relativistic effects.106–108 A complete active 

space used in the CASSCF calculations comprised 13 electrons in 12 orbitals (7 x Yb 4f-like 

orbitals and 5 x Yb 5d-like orbitals, Tables 2.4 and 2.5). All orbitals were generated with Visual 

Molecular Dynamics with an isosurface 0.01.109 The state-averaged (SA-)CASSCF formalism was 

used, including 20 lowest-lying states. The dynamic MS-CASPT2 correlation was then included 

via the CASPT2 module. Spin-orbit coupling was added through the RASSI-SOC module,110,111 

where oscillator strengths and transition energies were calculated for electric and magnetic dipole 

transitions.  

Finally, g tensors and spin-orbit coupling matrix elements were computed with the EPRG 

(RASSI module for EPR g-factor calculations) and SOC functions in the RASSI-SOC module 

after applying spin-orbit effects on the basis of the Kramers doublet.112 Length dipole oscillator 
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strengths were reported in the main text, the length and velocity dipole results are listed in Table 

2.6. Most dominant orbitals involved in the electronic transition from CASSCF and RASSI-SOC 

calculations are shown in Table 2.7. SOC matrix elements between RASSI-SOC states are listed 

in Tables 2.8 and 2.9. We see the CAS(12,13) active space produces different spin-orbit couplings 

between RASSI-SOC states than CAS(7,13). In Table 2.8, we probed how orbital composition 

affected these SOC matrix elements. SA-7-CASCI takes the orbitals from the CAS(12,13) active 

space, and does not reoptimize them, computing SOC matrix elements for the first 7 RASSI-SOC 

states, corresponding to the f-f transitions. SA-7-CASSCF takes the orbitals from the CAS(12,13) 

active space and reoptimizes them based on the first seven transitions. Since these transitions are 

dominated by f-f transitions, the orbitals become more f-like in character, i.e., less mixing with 5d. 

We see the SA-7-CASSCF SOC matrix elements look more like the CAS(7,13) matrix elements 

in Table 2.8, while SA-7-CASCI look like the CAS(12,13) matrix elements. This underscores the 

importance of 4f/5d orbital mixing’s effect on spin orbit coupling, which in turn mediates oscillator 

strength. Recent findings suggest that f-orbitals are quite sensitive to SOC and these orbitals should 

be optimized with SOC-included.113 One way to include this effect is through an exact two-

component transformation (X2C) but the quantitative importance of including SOC via X2C vs. 

other methods requires further study.114  

Several limitations of our theoretical calculations should be mentioned. Due to the large 

system size and number of electrons, the active space used in the CASSCF calculations is still 

fairly limited, prohibiting us from including all the ligand-metal bonding orbitals. We thus cannot 

accurately capture the covalency of metal-ligand bonds and how much the pure 4f states are 

influenced by the ligand. Additionally, spin-orbit coupling is added for calculating transitions and 

oscillator strengths, but (thiolfan)YbCl(THF) orbitals are not optimized to include spin-orbit 
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coupling. This could allow for an increased 4f/5d mixing in our complete active space orbitals that 

we currently do not observe (Figure 2.4b), and could also alter the symmetry of the 4f orbitals 

involved in transitions II-V. Furthermore, the multireference calculations are performed in the gas 

phase and as a static approximation. Dynamic calculations of the molecular vibrational structure 

and solvent contributions and fluctuations will help aid additional understanding of the nature of 

the target transition IV, such as its linewidth.  

Table 2.4 CAS 7 4f Orbitals Involved in the CASSCF Calculation 

    

Orbital 1 Orbital 2 Orbital 3 Orbital 4 

   

 

Orbital 5 Orbital 6 Orbital 7 
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Table 2.5 CAS 12 Orbitals Involved in the CASSCF Calculations 

These orbitals are made up of the 7 4f orbitals and a mixture of virtual 5d/6d orbitals. 

   
 

Orbital 1 Orbital 2 Orbital 3 Orbital 4 

 
   

Orbital 5 Orbital 6 Orbital 7 Orbital 8 

  
  

Orbital 9 Orbital 10 Orbital 11 Orbital 12 
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Table 2.6 Transition Energies and Electric Velocity Dipole Oscillator Strengths 

Values computed with the RASSI-SOC module between CAS(13,7) and CAS(13,12) active 

spaces. Length dipole and velocity dipole oscillator strengths are tabulated. 

Initial 
State 

Final 
State 

Transition 
Number 

Transition 
Energy (eV) 

Length Dipole 
Oscillator 
Strength 

Velocity Dipole 
Oscillator 
Strength 

only 4f orbitals in active space 

1 

9 IV 1.288 2.05E-07 2.33E-07 
10 IV 3.5E-08 2.36E-06 
11 III 1.338 1.31E-07 3.60E-06 
12 III 1.37E-07 1.95E-06 
13 II 1.373 1.81E-07 1.15E-06 
14 II 2.60E-07 3.99E-06 

2 

9 IV 1.288 3.5E-08 2.36E-06 
10 IV 2.05E-07 2.33E-07 
11 III 1.338 1.37E-07 1.95E-06 
12 III 1.31E-07 3.6E-06 
13 II 1.373 2.60E-07 3.99E-06 
14 II 1.81E-07 1.15E-06 

3 9 V 1.238 1.95E-08 2.30E-06 
10 V 1.10E-07 2.49E-06 

4 9 V 1.238 1.10E-07 2.49E-06 
10 V 1.95E-08 2.30E-06 

4f + 5d orbitals in active space 

1 

9 IV 1.286 5.17E-07 3.29E-05 
10 IV 7.35E-07 1.76E-05 
11 III 1.364 6.13E-07 1.445E-04 
12 III 3.25E-07 5.84E-05 
13 II 1.413 4.76E-07 9.07E-05 
14 II 4.07E-07 1.20E-04 

2 

9 IV 1.286 7.35E-07 1.76E-05 
10 IV 5.17E-07 3.29E-05 
11 III 1.364 3.25E-07 5.84E-05 
12 III 6.13E-07 1.45E-04 
13 II 1.413 4.07E-07 1.20E-04 
14 II 4.76E-07 9.07E-05 

3 9 V 1.218 4.81E-07 8.26E-05 
10 V 6.79E-08 1.25E-05 

4 9 V 1.218 6.79E-08 1.25E-05 
10 V 4.81E-07 8.26E-05 
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Table 2.7 Atomic Orbital Contributions for Most Dominant Orbitals  

Most dominant orbitals involved in the electronic transition from CASSCF 

and RASSI-SOC calculations. Orbital numbers are from orbitals listed in 

Tables 4.3, 4.4, respectively. 

State Orbital # (Weight) AO % 
only 4f orbitals in active space, Table 4.3 

1,2 7 (0.291) 
1 (0.592) 

7:  99.9% 4f 
 1: 99.85% 4f 
9,10 2 (0.263) 

5 (0.600) 
2: 99.3% 4f 

 5: 99.6% 4f 
4f + 5d orbitals in active space, Table 4.4 

1,2 2 (0.432) 
5 (0.323) 

2: 99.4% 4f 
 5: 99.6% 4f 
9,10 6 (0.434) 6: 99.9% 4f 
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Table 2.8 Spin-orbit Coupling Matrix Elements 

These elements correspond to the transitions between 

different RASSI-SOC states for CAS(13,7) and 

CAS(13,12) active spaces. 

Bra 
State 

Ket 
State 

Transition 
Number 

SOC Matrix 
Element 

only 4f orbitals in active space 

9 

1 IV 455.20 
2 IV 375.17 
3 V 740.96 
4 V 121.04 

10 

1 IV 375.17 
2 IV 455.20 
3 V 121.04 
4 V 740.96 

11 1 III 102.91 
2 III 161.75 

12 1 III 161.75 
2 III 102.91 

13 1 II 205.49 
2 II 462.18 

14 1 II 462.18 
2 II 205.49 
4f + 5d orbitals in active space 

9 

1 IV 82.37 
2 IV 439.82 
3 V 715.64 
4 V 128.45 

10 

1 IV 439.82 
2 IV 82.37 
3 V 128.45 
4 V 715.64 

11 1 III 404.37 
2 III 451.46 

12 1 III 451.46 
2 III 404.37 

13 1 II 121.41 
2 II 520.11 

14 1 II 520.11 
2 II 121.41 
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Table 2.9 Spin-orbit coupling matrix elements 

These values correspond to transitions between different 

RASSI-SOC states for SA-7-CASCI vs. SA-7-CASSCF 

using CAS(13,12) active spaces. 

Bra 
State 

Ket 
State 

Transition 
Number 

SOC Matrix 
Element 

SA-7-CASSCF 

9 

1 IV 477.31 
2 IV 294.13 
3 V 627.16 
4 V 168.35 

10 

1 IV 294.13 
2 IV 477.31 
3 V 168.35 
4 V 627.16 

11 1 III 218.96 
2 III 192.36 

12 1 III 192.36 
2 III 218.96 

13 1 II 5.67 
2 II 515.29 

14 1 II 515.29 
2 II 5.67 

SA-7-CASCI 

9 

1 IV 82.37 
2 IV 439.82 
3 V 715.64 
4 V 128.45 

10 

1 IV 439.82 
2 IV 82.37 
3 V 128.45 
4 V 715.64 

11 1 III 404.37 
2 III 451.46 

12 1 III 451.46 
2 III 404.37 

13 1 II 121.41 
2 II 520.11 

14 1 II 520.11 
2 II 121.41 
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Theoretical and Experimental Spectra of All Compounds 

According to the methods detailed above, the ground state geometries, transition energies, 

and oscillator strengths were computed for 1-3. The theoretical results are plotted against 

absorption (for all compounds) and emission (for 1) measurements at room temperature for sample 

concentrations around 3 mM. For all compounds, the theoretical transition energies and oscillator 

strengths align to the relative intensities observed experimentally.  

The Einstein A21 coefficients can be extracted from the calculated oscillator strengths of 1-

3 (2.5 × 10:H, 3.0 × 10:H, 1.3 × 10:H, respectively), which correspond to 244, 295, and 125 Hz.79 

The corresponding expected excited state decay rates translate to lifetimes of 4.1, 3.4, and 5 ms. 

Therefore, the observed absorption linewidths for all three compounds are not limited by the 

excited state lifetime. 
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Measured vs. Calculated g Factors 

Continuous-Wave (CW) EPR spectra of (thiolfan)YbCl were first measured in 2-MeTHF 

as a frozen glass, which exhibit very prominent, narrow positive features centered around a peak 

at 𝑔K 	= 7.486 ± 0.008 (Figures 4.19-4.20). It should be noted that CW-EPR uses modulation of 

the static magnetic field (B1) by a small oscillating magnetic field (Bmod, typically ±0.1 to 2 mT 

in magnitude) to detect the first derivative of the EPR absorption spectrum. As such, if all 

molecular orientations exhibit resonance within the magnetic fields accessible by the 

instrumentation (1-1000 mT, in this case) the entire EPR spectrum should have approximately 

equal intensity above and below the baseline. The fact that the most prominent features have 

purely positive intensity, and that there are no resolved negative features or features which cross 

Figure 2.43 Theoretical and experimental spectra comparison.  

The absorption and emission spectra were normalized to the intensity of transition IV. The 

theoretical transition energies were shifted by 21.5 meV, 22.3 meV, and 17.0 meV for 

(thiolfan)YbCl(THF), (thiolfan)YbN(TMS)2, and (thiolfan*)YbCl(THF) to maximize overlap 

with experimental spectra, which are all within theoretical uncertainty.   



87 
 

the baseline with similar linewidths implies that such resonances are outside of the accessible 

magnetic field range of our instrumentation or are inhomogenously broadened beyond detection 

due to the limitations of field modulation. 

In order to further evaluate these questions, we turned to pulse EPR spectroscopy – 

specifically, field swept electron spin echo (ESE) EPR spectroscopy. In contrast to CW-EPR 

spectroscopy, pulse EPR spectroscopy enables more direct measurement of the EPR absorption 

spectrum without the use of field modulation, enabling the measurement of features with 

extremely broad linewidths in comparison to CW-EPR. Indeed, the X-Band ESE-EPR spectrum 

of (thiolfan)YbCl (Figure 4.21) exhibits extremely broad linewidths (lwpp ~ 120-400 mT), with 

intensity starting near 140 mT (𝑔	 = 	4.78) and continuing up to the high-field limit of our 

electromagnet at 1478.5 mT (𝑔	 = 	0.45). This indicates that the majority of molecular 

orientations exhibit significant inhomogenous broadening in the field ranges accessible, and that 

there is significant spectral intensity above the field ranges accessible by our instrumentation. 

The latter point is in line with calculations of the full ground state g-matrix, which indicates two 

principal components may fall below 𝑔	 = 	0.45 (Table 4.9), or at least a significant portion of 

molecular orientations exhibit resonant fields below this g-value. Spin relaxation measurements 

via pulse EPR were performed (inversion recovery for T1 and Hahn Echo decay for Tm) at 320 

and 1200 mT (Figure 4.22) in order to evaluate whether spin relaxation could be responsible for 

the aforementioned extremely broad linewidths of the CW- and pulse EPR spectra. In general, at 

temperatures where the spin-lattice relaxation time (T1) is much longer than the phase memory 

time (Tm), EPR spectra typically exhibit Lorentzian lineshapes with approximate homogenous 

peak-peak linewidths proportional to (
√0N#

. The shortest Tm value we measure is 0.82 μs at 320 

mT, which would correspond to a linewidth of approximately 2 mT – this is in reasonable 
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agreement with the peak-peak linewidth of the sharp transitions resolved at g = 7.486 in the CW-

EPR spectrum (lwpp = 1.6 mT), which correspond to a very small subset of molecular 

orientations around gx, but it is two orders of magnitude smaller than the observed linewidths at 

higher fields in the field-swept pulse EPR spectrum. Therefore, the extremely broad linewidths 

must be due to inhomogeneous broadening, which most likely arises from heterogeneity in g-

values of the spin system due to slight variations in spin orbit coupling contributions. 

Attempts were also made to better resolve other possible features in the spectrum by 

preparing solid samples of paramagnetically diluted Yb(III) complexes by reacting the 

deprotonated thiolfan ligand with YbCl3THF3 and YCl3THF3 in 10:90, 5:95 and 1:99 percentage 

ratios following the procedure shown in Section 2.8. The exact concentrations of Yb and Y in the 

diluted samples were confirmed by inductively coupled plasma (ICP) measurements. EPR 

measurements on the diluted powder samples were obtained in solid form by packing the solid 

samples into a quartz capillary tube and inserting into a regular EPR tube. The 10%Yb sample was 

diluted to 1%Yb by mixing the 10%Yb sample with boron nitride, which appeared to have 

introduced some organic radical impurity at 𝑔	 = 	2.003. This serial dilution provides magnetic 

dilution to investigate whether the features observed in the solution spectra are reproducible, as 

confirmed by the constant feature that remains at 𝑔K 	= 7.486 ± 0.008. It should be noted that the 

g factors derived from EPR spectroscopy and MCD are determined by using 𝐸 = 𝑔𝜇3𝐵, where 

∆𝐸 is the Zeeman energy extracted from the absorption spectra. Using the measured ground state 

g factor of 7.486, we were then able to estimate the excited state g factor as 3.2 ± 0.2, as shown 

in Table 4.9.  
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Figure 2.44 X-band CW-EPR spectra of (thiolfan)YbCl(THF) 

These spectra were taken in frozen 2-MeTHF glass, Yb:Y 10:90 solid sample, Yb:Y 5:95 solid 

sample, Yb:Y 10:90 solid sample diluted in boron nitride to obtain 1%Yb sample, and Yb:Y 

0.43:99.57 solid sample to resolve EPR peaks. Acquisition parameters: temperature = 5 K; 

microwave frequency = 9.638 GHz; MW power = 8.8 mW; modulation amplitude = 0.8 mT; 

conversion time = 10 ms. 
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Figure 2.45 X-band CW-EPR spectrum of (thiolfan)YbCl(THF) 

This spectrum was taken in frozen 2-MeTHF glass in the region from 0-300 mT, with resolved 

features arising from hyperfine couplings to magnetic 171Yb and 173Yb nuclei indicated below. 

Acquisition parameters: temperature = 5 K; microwave frequency = 9.638 GHz; MW power = 

8.8 mW; modulation amplitude = 0.8 mT; conversion time = 10 ms. 
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Figure 2.46 X-band ESE-EPR absorption spectrum of (thiolfan)YbCl(THF) 

This spectrum was taken frozen 2-MeTHF glass (black trace) with spectral simulation using the 

following parameters: g = [7.41, 0.62, 0.42], A(173Yb) = [1553, 160, 160] MHz, A(171Yb) = 

[5915, 609, 609] MHz (A magnitudes scale with respective 173Yb, 171Yb gyromagnetic ratios) 

Q = [-105, -60, 165]. Acquisition parameters: temperature = 5.6 K; microwave frequency = 

9.373 GHz; τ = 300 ns; π/2, π pulse lengths = 40, 80 ns; shot repetition time (srt)  = 500 μs. 
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Figure 2.47 T1 and T2 Measurements of (thiolfan)YbCl(THF) 

Left panel: X-band inversion recovery traces of (thiolfan)YbCl(2-MeTHF) in frozen 2-

MeTHF glass at 3.6 (blue) and 5.8 K (red), at fields of 320 mT and 1200 mT. At 3.6 K, T1 is 

518 μs (320 mT, δ = 0.55) and 116 μs (1200 mT, δ = 0.56), and at 5.8 K, T1 is 23.5 μs (320 

mT, δ = 0.69) and 10.4 μs (1200 mT, δ = 0.69). Right panel: X-band Hahn Echo decay traces 

of (thiolfan)YbCl(2-MeTHF) in frozen 2-MeTHF glass at 3.6 K, at fields of 320 mT and 1200 

mT. Tm is 0.82 μs (320 mT, δ = 0.92) and 1.09 μs (1200 mT, δ = 1.4). T1 and Tm decay 

constants were extracted through fits of data with a stretched exponential decay function of 

the form 𝐼 = −𝐴(𝑒:O
$
$!
P
%

− 𝐼# − 1) and 𝐼 = −𝐴(𝑒:O
"&
$#

P
%

− 𝐼#), respectively, where 𝜎 is a 

stretch function. 
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Table 2.10 Comparison of Measured and Calculated g Factors  

Below are the g factors for the ground and excited states of transition IV in (thiolfan)YbCl(THF), 

both lower than the theoretical gas phase limits. The g factor calculations were done using the 

EPRG (RASSI module for EPR g-factor calculations). 

   A𝑚QA 	= 	7/2 A𝑚QA 	= 	5/2 
Measured from EPR 7.486 ± 0.008 - 
Derived from EPR and MCD - 3.2 ± 0.2 
Calculated 𝑔K = 7.49 

𝑔D = 0.34 
𝑔L = 0.38 

𝑔K = 4.27 
𝑔D = 0.17 
𝑔L = 0.15 

Landé g factor for Yb3+ 8 4.28 
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Linear Trend Between Static Magnetic Field Strength and Zeeman Splitting 

The ground and excited states of (thiolfan)YbCl(THF) are split into two distinct states under an 

external magnetic field, corresponding to whether the magnetic moment is parallel or antiparallel 

to the 𝐵 field. This induced Zeeman splitting is given by ∆𝐸 = 2𝑔𝜇3𝐵, where ℎ is the Plank’s 

constant, 𝑔 is the Landé g-factor and 𝜇3 is the Bohr magneton. The expected linear relationship is 

confirmed and demonstrated below in Figure 4.25.  

 

 

  

  

Figure 2.48 Linear Relationship between Zeeman Splitting and External Field 

Expected linear relationship between Zeeman splitting and magnetic field strength. 
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Imaging Setup 

We use a home-made external cavity diode laser (ECDL) for imaging (Figure 2.49). The 

laser is set at the half max of the absorption peak of the sample. We use two lenses to expend the 

laser beam size to cover the whole cuvette. A permanent magnet is mounted onto a rotating motor 

beneath the sample. We image the sample with a webcam. Under circularly polarized light, the 

sample’s absorption depends on the strength of the magnetic field, so as we rotate the magnet, the 

image will blink. 

 

The video showing the change in intensity of the transmission image can be found in the 

extra SI material of the published manuscript. 

  

Figure 2.49 Optical setup of the MCD imaging.  
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Direct Measurement of DC Field with Oscillating Polarization 

An M Squared SolsTis Ti:Sapph laser with a Lighthouse Sproud pump laser system was 

used to generate 304 THz to 307 THz light. The laser power needed in this measurement is under 

30 mW. The beam is split into two paths, each going through an acousto-optic modulator (AOM; 

Gooch & Housego 2308-1-1.06 and Isomet SR48607) set at f and f + ∆f, and brought together at 

another polarizing beam splitter (PBS). The resulting beam is oscillating between right- and left-

hand circular polarizations at ∆f = 100	kHz. The amplitude of the transmitted light was collected 

with Thorlabs PDA8A. The setup is shown in Figure 2.50. 

 

  

Figure 2.50 Optical Setup for DC Magnetometry 

Optical setup for the direct measurement of the magnetic strength of a DC magnet using the 

MCD shift of the (thiolfan)YbCl(THF) sample. 
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Direct Measurement of AC Field 

The measurement of an AC field was achieved by taking the setup above and adding a 

Helmholtz coil around the sample holder. This gives rise to two more sidebands at frequency 

∆𝑓 ± 𝑓<= , and their amplitude is tracked by a spectrum analyzer (Agilent Technologies N9010A). 

The optical setup is shown in Figure 2.51, and the collected data is shown in Figure 2.52, which 

shows the change in signal as the magnitude of the AC field is brought down to 0.8 G (the values 

reported in the manuscript accounted for background noise of the gaussmeter, which is slightly 

lower than what is shown here). The AC magnetic field was generated by taking the output of an 

arbitrary waveform generator (Agilent 33220A) to run an oscillating current onto the coil. The 

field was then measured by a gaussmeter (Lakeshore 410) to confirm its magnitude as well as 

mathematically confirmed by checking the AC current magnitude. 

 

 

Figure 2.51 Optical Setup for AC Magnetometry 

Optical set up of the direct measurement of the magnetic strength of an AC magnet using the 

MCD shift of the (thiolfan)YbCl(THF) sample. 
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A frequency analyzer was used to track the transmission intensity at the sideband frequency 

(∆𝑓 + 𝑓<=) composed of the frequency at which the polarization of the light is oscillating (∆𝑓 =

100	𝑘𝐻𝑧) and the frequency of the AC field generated by helmholtz coils (𝑓<= = 1	𝑘𝐻𝑧). The 

𝑑𝐵𝑚  reading was converted to change in power (𝑑𝐵𝑚 = 10 log 𝑃 1	𝑚𝑊⁄ , where 𝑃  is the 

measured power), and the power value was then converted to volts by accounting for the equipment 

resistance (𝑃 = 𝑉( 𝑅⁄ ,	 where	𝑅 = 50	Ω ). Voltage noise has units of 𝑉	𝐻𝑧://( , which was 

converted to magnetic noise in units of 𝑇	𝐻𝑧://(  by measuring the relationship between our 

voltage reading and the gaussmeter reading that we conducted separately (Figure 2.53). Using this 

linear fit, the voltage noise was converted to magnetic noise, which translates to an average 

sensitivity of 3.3 𝜇𝑇	𝐻𝑧://(. 

Figure 2.52 Raw Data Collected by Frequency Analyzer with Varying AC Field  

Raw data collected by a frequency analyzer as the magnitude of the AC field is changed. 
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Figure 2.53 Voltage reading corresponding to AC noise. 

Voltage reading from the photodetector used for measuring transmission as a function of the 

AC field strength applied.   
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Sensor-Sample Distance Estimation 

In AVCs, the standoff distance is defined as the distance between the sample and the 

geometric center of the sensor volume. The spatial resolution is limited by the distance scales set 

by the diameter of the sensor volume. AVCs face a few practical challenges when it comes to 

miniaturization. Increasing density (through pressure) requires thicker glass and higher standoff 

distances, which increases sensor-sample distance. Thus, ALMS is an advantageous alternative 

to AVCs in that the concentration can be increased drastically without broadening the spectral 

linewidth as we show in Figure 2.54. Theoretically, ALMS will have a more advantageous 

tradeoff between density and sensor-sample distance with further device engineering. We 

demonstrate possible device architectures that will bring ALMS magnetometers to shorter sensor 

to sample distances than those of AVCs in Figure 2.55.  

 

Figure 2.54 Concentration Dependence of Absorption 

Absorption spectrum of transition IV of (thiolfan)YbCl(THF) in THF solution with 1 mM, 10 

mM, and 100 mM concentrations, demonstrating consistent linewidth.  
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MCD Signal Analysis 

The absorption of the ground electronic transition localized at Yb3+ for 

(thiolfan)YbCl(THF) can be expressed as a Lorentzian. 

𝛼(𝑥, 𝑥#) =
𝑎
𝜋

1
2 Γ

(𝑥 − 𝑥#)( + 6
1
2 Γ7

( + 𝑐 

In this equation, 𝑎 is a scaling factor, Γ is the full-width at half-maximum, 𝑥# is the center 

frequency, and 𝑐 is a constant offset to account for background. For room temperature absorption, 

the fit values are: 

𝑎 = 8.8498 × 10:- eV 

Γ = 0.00064516	eV = 0.65	𝑚𝑒𝑉 

𝑥# = 1.2637	eV 

Figure 2.55 Diagrams of realized and proposed device architectures.  

Left: actual experimental setup used for AC magnetometry reported in this manuscript. Center: 

proposed device architecture for a thin film/cuvette format. Right: proposed device architecture 

for direct casting of ALMS onto surface. 
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The MCD signal is a subtraction between the absorption of the sample with 𝜎9 and 𝜎: 

light, which only differ in their center frequency by ∆𝑥 = 𝑔1++𝜇3𝐵. Thus, the MCD absorption 

signal can be expressed as: 

Μ(𝑥, 𝐵) = 𝛼(𝑥, 𝑥# + Δ𝑥) − 𝛼(𝑥, 𝑥# − Δ𝑥) 

Where 𝛼(𝑥, 𝑥# ± Δ𝑥) indicates the sample absorption with 𝜎9/: light.  

𝛼(𝑥, 𝑥# ± ∆𝑥) =
𝑎
𝜋

1
2 Γ

6𝑥 − :𝑥# ± 𝑔1++𝜇3𝐵;7
(
+ 612 Γ7

( + 𝑐 

The larger the B-field applied, the further the 𝜎9 and 𝜎: absorption peak is split, the larger the 

MCD signal is. We can backtrack the strength of B field from the measured MCD signal if we 

know the factor 𝑔1++. 

For small static magnetic field, we perform a Taylor expansion: 

Μ(𝑥, 𝐵) = 𝛼(𝑥, 𝑥# + Δ𝑥) − 𝛼(𝑥, 𝑥# − Δ𝑥) 

≈ 𝛼(𝑥, 𝑥#) +
𝜕𝛼(𝑥, 𝑥#)
𝜕𝑥#

Δ𝑥 − 𝛼(𝑥, 𝑥#) −
𝜕𝛼(𝑥, 𝑥#)
𝜕𝑥#

(−Δ𝑥) 

= 2
𝜕𝛼(𝑥, 𝑥#)
𝜕𝑥#

𝑔1++𝜇3𝐵 

The MCD signal Μ(𝑥, 𝐵)  is proportional to the applied static magnetic field B and 

sensitivity is described by the slope: 

𝑘(𝑥, 𝑥#, 𝑔1++) = 	2
𝜕𝛼(𝑥, 𝑥#)
𝜕𝑥#

𝑔1++𝜇3 
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where 

𝜕𝛼(𝑥, 𝑥#)
𝜕𝑥#

=	
𝑎
𝜋

Γ(𝑥 − 𝑥#)

D(𝑥 − 𝑥#)( + 6
1
2 Γ7

(
E
( 

With a laser frequency set at 𝑥 = 𝑥# + Γ/√12, this value reaches a maximum 

maxD
𝜕𝛼(𝑥, 𝑥#)
𝜕𝑥#

E = 	
𝑎
𝜋

Γ Γ
√12

D¶ Γ
√12

·
(
+ 612 Γ7

(
E
( =	

3√3
2

𝑎
𝜋
1
Γ( 

And the slope is 

𝑘|KSK'9T/√/( =	
3√3𝑎𝜇3

𝜋
𝑔1++
Γ( 	 ∝ 	

𝑔1++
Γ(  

Thus, the sensitivity is proportional to the effective Landé g-factor 𝑔1++ and is inversely 

proportional to the square of linewidth Γ . Therefore, for transitions with the same oscillator 

strength, if the linewidth is halved, the MCD signal will be boosted by a factor of 4. The narrow 

absorption linewidth of (thiolfan)YbCl(THF) at room temperature makes it a potential interesting 

candidate in magnetic field sensing. 
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Chapter 3 

Yb Complex for Quantum Computing and Sensing 

In chapter 2, I presented our spectroscopic study of (thiolfan)YbCl(THF) as a prototype 

molecule for atomic-like molecular sensors (ALMS). The atomic properties of the NIR transition 

from the Yb3+ center are preserved, allowing for the molecule to retain ultra-narrow absorption 

linewidths in solution at room temperature. This narrow absorption linewidth was used to 

demonstrate magnetometry measurements based on the magnetic circular dichroism of these 

narrow transitions. In this chapter, I present further investigation into the potential to achieve 

electric field sensing and state preparation using (thiolfan)YbCl(THF).  

3.1  Electric Field Sensing with (thiolfan)YbCl(THF) 

We also explored the potential application of (thiolfan)YbCl(THF) as an electric field 

sensor, in addition to magnetic field sensing. The external magnetic field can be measured by 

looking at the differential absorption of right- and left-circularly polarized light of the sample, as 

shown in chapter 2. This optical method in detecting magnetic field relies on the transition 

between the Zeeman levels of the ground and excited states. Similarly, an external electric field 

can be measured by the shift in energy or line shape of the transition between Stark levels, the 

electric-field analogue of Zeeman levels. Stark spectroscopy or electro-absorption/emission 

spectroscopy has been used to study a wide range of molecular systems, including inorganic 

compounds, photosynthetic, catalytical, and biological systems. 115–117  

Stark spectroscopy concerns the changes in absorption due to the change in electric 

dipole moment (∆𝜇) and polarizability (∆𝛼) upon excitation. The change in dipole moment 
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corresponds to the charge separation between the ground and excited states of the transition. The 

change in polarizability reflects the malleability of the ground and excited state orbitals to an 

external field. The shift in transition energy under an external electric field is given by: 

ℎ∆𝜈 = −∆�⃗� ∙ �⃗� −
1
2 �⃗� ∙ ∆𝛼 ∙ �⃗� 

where ℎ∆𝜈 is the shift in transition energy, ∆𝜇 is the change in dipole, ∆𝛼 is the change in 

polarizability, and �⃗� is the external electric field. These two terms are the linear and quadratic 

Stark effects, respectively. Because Stark spectroscopy relies on the changes in absorption, 

similar to MCD spectroscopy demonstrated in chapter 2, molecules with narrow absorption lines 

are desired. Furthermore, extensive work has been done on studying the Stark effects on narrow 

absorption lines or spectral hole burning of inhomogeneously broadened features of molecular 

systems in host matrices. 118–120 Therefore, (thiolfan)YbCl(THF) may be a promising candidate 

for electric field sensing.  

 Because the orientation of the individual dipoles matter, usually the sample cell is 

preferred to be as thin as possible so that the orientation of the molecules is aligned. The sample 

cell can consist of two glass, quartz, sapphire, or silicon slides that are coated with semi-

transparent electrode materials, like ITO or FTO, that are held apart by a spacer of around 25 μm 

thickness. The compound must form a good optical quality glass, which was confirmed in 

chapter 2 with 2-MeTHF as a solvent. Ideally, the sample must have a peak absorption of about 

0.2-0.6, which is also possible with our sample. After the sample is prepared, an AC electric field 

is applied of around 1 MV/cm. The magnitude of the applied field depends on sample thickness 

and applied voltage. Then, the signal is detected with a lock-in amplifier.  
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Due to the engineering challenge associated with creating a cuvette that is made of 

ITO/FTO that is compatible with our cryostat, we instead developed a prototype sample holder 

that could be incorporated into the MCD spectroscopy setup in chapter 2 (figure 3.1). The thin 

optical cuvette is sandwiched between two copper plates with a 1 mm hole to allow laser 

transmission. The copper plates are connected to a high-voltage power supply, which we use to 

apply up to 2.5 kV onto the copper electrodes that are 3 mm apart. We measured the absorption 

with and without the static external field and were not able to resolve any noticeable difference. 

However, this measurement was performed at room temperature without a lock-in amplifier. For 

future measurements, ITO cuvettes to reduce the thickness between electrodes, lock-in amplifier 

to increase the detection sensitivity, and a lower temperature for measurement may be beneficial. 

Obtaining a theoretical value for the dipole or polarizability of (thiolfan)YbCl(THF) may also 

better guide future implementations of this measurement, especially to tailor the strength of the 

external field. For instance, a dipole change of 0.04 D under 1 MV/cm field will produce an 

energy shift of 20 GHz, which should be resolvable given the absorption linewidth of 150 GHz 

at room temperature of (thiolfan)YbCl(THF). 

 

3.2  State Preparation with (thiolfan)YbCl(THF) 

Figure 3.1. Preliminary Electrode Design for Stark Spectroscopy 
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State preparation is a crucial first step to quantum sensing and computing, defined by 

optically or electrically preparing the population of a physical system to one quantum state. As 

shown in chapter 2, we can perform spectral hole burning to selectively remove a portion of the 

ground state of the Zeeman transition. In order to prove that we can achieve state preparation, we 

must demonstrate the ability to control the change in the depth of the spectral hole. There are two 

ways we can modulate the ground state, by changing the power of the pump laser or by applying 

an RF field to the ground state Zeeman levels. 

Since we are using a CW pump laser, the pump power will excite a portion of the ground 

state to the excited state at a constant rate. As long as the power of the pump laser is appreciable 

and not saturating the transition, it will modulate the spectral hole size. In order to gauge the 

relevant time scales, we looked at the hole-fill and hole-decay rates. We measured the probe 

signal and analyzed the rising and decaying rates, as seen in figure 3.2. The probe signal rises 

corresponding to the effective rate between the excited state decay and pump power, and decays 

according to the excited state decay rate, as the pump laser is turned on and off at 1 MHz 

frequency. We observed a decay time of 3.7 μs and rise time of 4.1 μs, corresponding to 43 kHz 

and 39 kHz linewidths. These decay/rise times deviated from the expected lifetime of 1.6 μs, 

which corresponds to the 99 kHz linewidth of the spectral hole burning experiment. We also 

were unable to observe a change in the decay/rise times as we changed the pump power. 

Therefore, we decided to pursue a different route to modulate the ground state population. 
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 To modulate the transition population, an RF field can be applied to the ground Zeeman 

states, as shown in Figure 3.3. Since spectral hole burning has to be performed at 77 K, we added 

an RF coil around the sample holder inside our cryostat, as shown in figure 3.4. The dimensions 

of the RF coil were determined with the needed strength in mind. Given the X-band EPR 

spectrum of (thiolfan)YbCl(THF), the ground state resonance for the mj = 7/2 state was measured 

at 9.6 GHz (Figure 2.45). The magnitude of the emission signal is dictated by the microwave 

(MW) power and the conversion factor of the resonant cavity, which is 1.3 GsW-1/2 (Bruker ER 

4116 DM). Given the MW power of 2.2 mW, the strength of the MW amplitude is around 0.06 

Gs. This gives a floor to our needed RF field strength. However, considering that the EPR 

spectrum was taken at 5 K, we probably needed to induce a much higher field than 0.06 Gs to 

account for further possible broadening at higher temperatures.  

Figure 3.2. Decay and Rising Rates of Spectral Hole Burning 
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 The strength of the field applied by the RF coils is given by: 

𝐵UV =
𝐸𝑀𝐹

2𝜋𝑓UV𝑁𝐴
 

Where 𝐸𝑀𝐹 is the output voltage, 𝑓UV is the AC frequency of the driving current for the RF 

coils, 𝐴 is the coil area, and 𝑁 is the number of turns. We created an RLC circuit to apply AC 

current onto the RF coils, for which the resonant frequency was around 1.6 MHz. A pick-up coil 

was inserted between the two sets of RF coils to measure the applied field. We measured 6.3 V 

for the EMF, which translates to around 1.27 Gs in RF field strength. Then, we applied an 

external magnetic field with larger coils on the outside that corresponded to ground state splitting 

of 1.6 MHz. We scanned this magnetic field while monitoring the probe intensity, expecting a 

rise in spectral hole burning intensity that corresponds to higher probe transition from a deeper 

spectral hole. However, we were not able to see a noticeable difference in our probe signal.  

Figure 3.3. State Preparation using Zeeman levels with an RF Field 
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 There are several things that may be done to improve this experiment. First, a way to 

detect the strength of the applied field may better inform whether we are applying enough 

external field to see an appreciable difference in the ground state population or saturating the 

transition altogether. This can be achieved by introducing a vacuum compatible magnetometer 

inside the cryostat. Depending on the needed frequency, three coils may be added to cancel the 

ambient field. A provisional set was implemented, as shown in Figure 3.4, which needed a 

dynamic feedback loop to account for the drift in the ambient field. If a stronger field is needed, 

this optical set up could be modified to be incorporated into an EPR equipment. An optical 

access can be introduced to the sample holder of an EPR instrument, or an optical fiber can be 

placed at the top of the EPR tube with an off-axis detection. Second, the sample cuvette and 

Figure 3.4. Preliminary State Preparation Setup.  

Helmholtz Coil Designs for RF Excitation, Cancellation of the Earth’s Field, and an External 

Magnetic Field.  
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holder may be improved to accommodate a thinner film, allowing for better alignment of the 

molecules and thus polarizable spins. Lastly, this experiment should be run at colder 

temperatures, even with the sample crystallized to optimize spin alignment and linewidth 

narrowing.  
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Chapter 4 

Molecules Functionalized with Optical Cycling Centers for 

Quantum Sensing and Computing 

4.1  Introduction to Optical Cycling Centers 

Quantum computers use quantum states to store and process information and are 

predicted to be able to tackle questions that are intractable in classical computers. Modern-day 

computers use bits to represent information while quantum computers use quantum bits (qubits) 

that can achieve a superposition state by becoming entangled with another qubit. This entangled 

state has no classical analog and allows more efficient computation of certain operations, such as 

search algorithms and numerical factorization. These operations may be used in the future to 

tackle complex problems that current computer architecture is unable to address, such as 

breaking encryption, identifying macroeconomic trends, and simulating proteins with quantum 

mechanical treatment.121 While quantum computers are expected to achieve improved efficiency 

in certain algorithms, a fully functioning quantum computer has not been realized and further 

research is necessary, especially in fundamental and materials research.  

One of the most reliable qubit systems demonstrated to date uses trapped atomic ions, 

which are gas phase cations trapped in external electric and magnetic fields.122 Trapped ions 

make an effective qubit because they can optically cycle (i.e. be excited by laser radiation and 

de-excited back to the ground state multiple times), allowing for quantum state measurement.2 

Currently, the stability of the gas phase ions relies on cryogenic cooling, electric and magnetic 

field traps, and vacuum chambers, rendering ionic qubits unscalable. Therefore, the application 
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of ionic qubits to more stable systems is necessary. The extension of ionic qubits to molecular 

systems has been hindered by the fact that most molecules do not optically cycle; they have 

many relaxation pathways, making it less likely to return to the original ground state and excite 

into the same transition. In this chapter, I will report my research findings into molecular 

moieties bound to alkaline earth (AE) metals, which are known to optically cycle in gas phase 

and bind with ligand molecules while retaining their cycling properties. These AE atoms could 

serve as optical cycling centers (OCCs) within a molecular framework, which will be in solution 

or solid phase and thus more scalable. However, identifying molecular design principles that 

dictate the binding of these AE atoms to molecules in such a way that minimizes orbital mixing 

is crucial.  

4.2  Functionalization of Organic Molecules with OCCs 

The central challenge in quantum computing is the development of reliable qubits. A 

functional qubit must be easily prepared in an initial state, manipulated into entangled states, and 

subsequently read out without losing its state information during processing. My research efforts 

were aimed at identifying novel platforms for quantum systems that exhibit narrow optical 

transitions, room-temperature stability, and the potential for scalability, all by applying chemical 

control over known physical systems. 

One of the candidate systems that I researched was a surface-bound AE qubit based on 

recent gas phase studies, in which alkaline monoalkoxides with long hydrocarbon ligands 

retained narrow spectroscopic behaviors.3 AE metal atoms (e.g. Ca, Sr, and Ba) are known to 

optically cycle in gas phase, and to bond with fluoro, hydroxyl, and even alkoxyl groups while 

retaining their cycling properties.123 The retention of cycling properties indicates that the electron 
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density around the AE atom remains unperturbed by molecular bonds, which allows the AE 

atomic transition to dominate the molecular transition.  

To start, I start with the molecular orbital (MO) theory picture. Tracking the ground and 

excited states of reported strontium monoalkoxides, the number of carbons in the functional 

group did not change the excited state energy by a lot, which indicates that the oxygen bridging 

the Sr and alkanes must be dominating the molecular interaction with Sr (Figure 4.1). In other 

words, the Sr orbitals must be isolated from the rest of the molecules, and the deviations between 

the groups may stem from varying amounts of mixing to the orbitals of the bridging oxygen 

atom. Depending on the energy gap between electronic states of the AE metal and the functional 

group, the nature of the bond varies from ionic to covalent. For CaOH and SrOH, it has been 

shown that one of the two ns2 valence electrons strongly bind to the OH group, creating a M+-

OH- bond that is strongly ionic in character.124 This allows for the final valence electron to 

remain in an open-shell molecular orbital localized around the metal, able to be optically cycled.   

 

Figure 4.1. HOMO/LUMO Energies of Sr-O-R Molecules with Varying Sizes of R  
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 If the electronic structure remains similar for -OR groups with larger R, then molecular 

OCCs can scale up in size while retaining its cycling properties. Taking the smallest alkoxide as 

an example (-OCH3), you can create the expected molecular orbitals using MO theory, as shown 

in Figure 4.2. The contributions of Sr, O, and OCH3 orbitals are laid out in Figures 4.10-4.11. 

Accounting for the ionization energies of Sr (5.69 eV) and of the OCH3 radical (8 eV), the 

valence orbitals mix together to create the HOMO and LUMO states that further mix with the 

nearby 5p and 4d orbitals of the Sr. Whether the Sr-AE bond remains ionic to retain nearly 

diagonal ground and excited states can be studied with further theoretical calculations.  

From this discussion, electron density calculation of various linker and substrate 

molecules was performed by collaborator Dr. Han Guo.125 The results reveal that the linkers 

must be rigid to ensure the AE atom remains upright so that it doesn’t fall over to react with the 

surface and is sufficiently electronegative so that the electron density of the AE atom stays 

isolated from the substrate. Although most rigid linkers provide the upright support that the AE 

Figure 4.2. Molecular Orbital Picture of the Electronic Structure of SrOCH3 
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atoms need, they tend to have π orbital systems that withdraw electron density away from the AE 

atom.125 For an aromatic functionalization, the tuning of the electronegativity with aromatic 

substitution led to significant changes to orbital coupling, leading to direct changes in franck 

condon factors of the resulting molecular orbitals.126 While rigidity is desired, an extended 

conjugated system may be easily mixed into the metal orbital. Therefore, tethering the OCC to a 

saturated carbon system, such as strained hydrocarbon systems or a diamond surface may be 

more promising.  

In particular, the tetrahedral structure of a diamond crystal allows the functional groups to 

be orientated vertically and isolates atoms bonded to the surface by a bridging oxygen atom, 

making it an ideal candidate substrate for this system.125 Both the HOMO and LUMO states on 

diamond have localized electron density around the AE atoms, suggesting that it is a promising 

platform for multiple qubit interactions. Therefore, I investigated surface synthetic techniques to 

functionalize Sr onto a diamond surface.  

4.3  Development of Sr OCCs on Diamond 

Employing synthetic techniques, qubit systems can be introduced into environments where 

they are easier to handle. The successful functionalization of optical centers can enhance its 

solubility in solvents or even achieve atomic precision in deposition sites. Therefore, I researched 

how to design and investigate molecular systems that not only have narrow optical features with 

long coherent lifetimes, but also allow more accessible chemical control over the quantum states 

of the system. Sr atoms with cycling transitions can be bound to diamond (or other electronically 

inert) substrates. With sufficient control, these Sr qubits can be placed at a specific density to allow 

for spatial and photonic interaction, enabling a novel method to transmit quantum information. 

The behavior of the Sr-diamond system is expected to be like that of AE monoalkoxides, which 
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has negligible probability to relax into higher-lying vibrational states.127 Given the localized 

electron density of the HOMO and LUMO states, the transition between them within the AE-

diamond systems should be optically cyclable, without leakage to other energy states. 

To develop this system, I first obtained lab-grown CVD diamond wafers and checked their 

surface smoothness using atomic force microscopy (AFM). The AFM setup includes a cantilever, 

piezoelectric scanner, a laser positioned at the back of the cantilever, and a position sensitive 

photodetector. The piezo stage moves the cantilever along the surface of the sample and measures 

the intensity and phase shift of the reflected laser beam. These measurements provide the height 

and roughness of the sample surface, allowing nanometer scale analysis of the surface morphology. 

As shown in Figure 4.4, the surface of the diamond was flat to within nm across microns of raster 

scanning. There seems to be a preferred grain pattern, where the horizontal lines (blue and orange) 

saw a greater fluctuation in surface height than the orthogonal lines (yellow and purple), which 

remained flat to within nm. Considering that carbon bonds are usually 2-3 , the diamond surface 

most likely fluctuates about 10-20 layers of carbons across microns of the surface. While the aim 

would be to prepare OCCs on an atomically precise layer, I continued using this diamond substrate 

for preliminary experiments. 
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I confirmed that hydroxylation of the diamond substrate is possible with ozone treatment, 

via contact angle measurement and x-ray photoelectron spectroscopy (XPS).  With ozone 

treatment, there should be an increase in the amount of hydroxyl groups bound to the surface of 

the diamond (Figure 4.5a).  With about 2-minute exposure to ozone, I was able to observe a 

decrease in contact angle between water and the diamond substrate before and after ozone 

treatment, indicating transition to a more hydrophilic, hydroxylated surface (Figure 4.5b). 

Additionally, the relative increase in sp3 carbon and COH oxygen signals in the XPS spectra 

demonstrate an increase in -OH termination of the diamond surface (Figure 4.5c).  

Figure 4.4. AFM Height and Phase Images of Diamond Substrate. 

Top panel: height images with scale bar and visual guides, indicating where the slice was taken 

shown on right. Bottom panel: corresponding phase images. 
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With the substrate hydroxylated, the next step was to introduce metal atoms that will take 

place of the hydrogens in the OH group. I have deposited Sr atoms on a glass substrate using our 

custom-built deposition set up (Figure 4.6a) and characterized the surface using x-ray 

photoelectron spectroscopy (XPS). XPS is a surface characterization technique, which detects the 

kinetic energy of ejected electrons from the surface that was irradiated with a beam of X-rays. 

Depending on the energy of the detected electrons, the elements on the surface can be identified, 

Figure 4.5 Hydroxylation of Diamond Surface Confirmed by Contact Angle and XPS 

a) Schematic of hydroxylating diamond by ozone treatment. b) The decrease in contact 

angle between a water droplet of constant volume and the diamond substrate before and 

after ozone treatment indicates a cleaner and hydroxylated surface. c) The relative increase 

in sp3 carbon and COH oxygen signals demonstrate a clean OH-terminated diamond. 
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using the principles of the photoelectric effect. We introduced a glass substrate onto the sample 

holder, turned on the Sr oven, and checked whether Sr atoms were deposited onto the glass 

substrate with XPS. A prominent signal from the Sr 3d3/2 and 3d5/3 electrons were seen, proving 

that there were Sr deposited on the glass substrate (Figure 4.6b).  

 

 To further confirm the capabilities of the deposition setup, we deposited Sr, Ca, and Yb 

onto a variety of substrates, and confirmed the deposition using XPS (Figure 4.7). These 3 metal 

atoms have been experimentally and/or theoretically observed to optically cycle while bound to a 

small -OR group. With the optical access designed into the deposition setup, fluorescence can then 

be collected to study the electronic structure of the metal-substrate system.  

Figure 4.6. Deposition and detection chamber with XPS confirmation.  

a) Schematic of the deposition of AE metal atoms. b) A picture of Sr metal deposited on a 

glass substrate and XPS spectrum showing the Sr 3d3/2 peak at 133 eV and Sr 3d5/2 peak at 

131 eV.  
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Although the ground state transition of the AE-substrate system is expected to be near the 

gas phase atomic transition, the exact transition frequency must be experimentally determined. An 

excitation spectrum of the gas phase Strontium 1S0 to 1P1 transition at 461nm was measured (Figure 

4.8). This was obtained by scanning the excitation wavelength and measuring the emission. The 

signal-to-noise ratio of the ultrafast setup was difficult to optimize, as a large portion of the laser 

is scattered off the substrate. We were not able to resolve any other fluorescence near this 

transition. For future success of this experiment, a more robust deposition technique, where the 

deposition and verification of the substrate can be performed inside the same chamber, and a more 

optimized and automated fluorescence set up may be necessary.  

Figure 4.7. Diagram of Substrate and Deposited Metal Combinations that were Verified 
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Further progress of this study or others similar will develop new methods to functionalize 

and verify electronically inert surfaces with viable OCCs. Potential designs for surface-OCCs are 

shown in Figure 4.9, where surface-OCC’s are used as quantum sensors (a) and qubits for quantum 

computing (b).125 Similar to the design proposed in (a), Atomic protrusion of STM tips to enhance 

electron microscopy techniques have been observed.128,129 However, a more robust technique for 

such deposition must be developed for reliable production of surface-OCCs for quantum sensing. 

The effective application of chemical control over qubit systems will illuminate a novel path for 

quantum information science, where chemistry will play a bigger role in determining quantum 

computer systems.  

Figure 4.8 Sr Fluorescence after Deposition 

a) Diagram of the fluorescence measurement set up, where AE atoms are deposited in situ. b) 

Excitation spectrum of the gas phase Strontium 1S0 to 1P1 transition at 461nm obtained in the 

above set up. 
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4.4 Supporting Information 

To get to Figure 4.2, I worked out the molecular orbitals of OCH3, SrOCH3, and then 

introduced further orbital mixing with nonbonding Sr orbitals. The molecular orbital diagrams for 

OCH3 and SrOCH3 are shown in Figures 4.10 and 4.11 below.  

Figure 4.9 Possible Future Implentation of Surface OCCs 

a) OCCs on STM tip to enhance fluorescence for surface microscopy techniques. b) Diagram 

of two OCCs in close proximity to perform a CNOT gate. c) OCCs functionalized onto a 

photonic waveguide  
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Figure 4.10 Molecular Orbital Diagram of OCH3 

Top: Molecular orbital diagram of combining CH3 and O. Bottom: The resulting molecular 

orbitals of OCH3 and the corresponding visualization of predicted orbitals.  
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Figure 4.11 Molecular Orbital Diagram of OCH3 radical and Sr atom 
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Chapter 5 

Dielectric Screening Modulates Nanoplatelet Excitons 

Adapted with permission from Shin, A. J.; Hossain, A.; Tenney, S. M.; Tan, X.; Tan, L.; Foley, 

J. J.; Atallah, T. L.; Caram, J. R. Dielectric Screening Modulates Semiconductor Nanoplatelet 

Excitons. J. Phys. Chem. Lett. 2021, 12, 4958-4964. 

5.1  Semiconductor Nanoplatelets (NPLs) 

Colloidal nanoplatelets (NPLs) are an emerging class of optoelectronic substrates, useful 

due to their high absorptivities, near unity quantum yields, and narrow tunable quantum confined 

emission.130–133 Another appealing aspect of these NPLs is the atomic precision over their growth 

anisotropy: II-VI cadmium chalcogenide NPLs can be synthesized with precisely 2-11 monolayer 

(ML) thicknesses, and show increasing control over their 2D lateral extent.134–138 Such structures 

can also template other II-VI NPLs, including core-shell and core-crown Cd/Zn S/Se/Te 

heterostructures and mercury chalcogenide infrared emitters, which demonstrate comparable 

synthetic control.139–141 With increased tunability of the NPL thickness, colloidal 2D materials 

warrant further exploration of the extent of synthetic modulation over their photophysical 

properties and device applicability. In this work, we measure the absorption spectra of zinc-blende 

II-VI NPLs, which consist of alternating M-X atomic layers (M=Cd, Hg and X=Se, Te), as shown 

in Figure 5.1a The NPLs have thicknesses of 0.7-1.9 nm and lateral dimensions of 50-200 nm 

(Figure 5.1b).142–144 The synthesis procedures for individual NPLs and material characterization 

can be found in the Supporting Information (Section 5.7; EDS in Table 5.2, FTIR in Figures 5.5-

5.6, and TEM in Figures. 5.7-5.8). Motivated by their similarity to other 2D excitonic 
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semiconductors, such as quantum wells and transition metal dichalcogenides (TMDCs), we use 

the distinct room temperature features of the absorption spectra (Figure 5.1c) to understand 

bandgap and excitonic properties. In this work, we apply the Elliott model to fit excitonic 

absorption features.145–148 We extract light and heavy hole exciton binding energies (𝐸3) that are 

in excellent agreement to the prior limited available experimental results for the heavy hole exciton 

binding energy in CdSe NPLs.149,150 In all NPLs, we observe high exciton binding relative to bulk 

semiconductors.   

Figure 5.1 MX Nanoplatelet structures and corresponding spectra.  

(a) Simplified crystal structure of 3 ML MX (M=Cd, Hg; X= Se, Te) NPL, including organic 

ligands as an example. (b) TEM image of 3 ML HgSe NPLs, showing nanoscale lateral 

dimensions. (c) Normalized absorbance spectra of MX NPLs of varying thicknesses, offset for 

clarity. 
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In layered Van der Waals semiconductors, high binding energies are attributed to the strong 

influence of the external dielectric on 𝐸3.151 To test whether external dielectric plays a similar role 

in 2D NPLs we study the thickness and solvent dependence on exciton binding energy. We observe 

that as NPL thickness increases, exciton binding energy decreases, a result that we can recover 

quantitatively through a minimal electrostatic model of variable thickness dielectric slabs. We 

further demonstrate dielectric modulation of binding energy by shifting and recovering HgTe 𝐸3 

through exchange in polarizable solvent. Our results expand upon established colloidal NPLs’ 

excitonic properties and emphasize the importance of the dielectric environment in modulating the 

photophysical properties. 

To establish factors influencing colloidal NPL excitons, we use the absorbance spectra to 

derive photophysical constants, such as exciton binding energy and band-to-band energy 

difference (bandgap, 𝐸W), through Elliott model fits. This straightforward method allows for high-

throughput measurements to determine 𝐸3  values as well as easily monitor solvent dielectric 

effects on . 

5.2  Multiband Elliott Model of Colloidal NPL Systems 

The Elliott model describes absorption spectra of 2D and 3D semiconductors, accounting 

for excitonic resonances and oscillator strengths. The model yields optical transitions, 

corresponding to excitations from the ground state (valence band electrons) to bound electron-hole 

excitonic states, followed by a higher energy valence-band to conduction-band continuum of free 

electron transitions. The absorption features depend on the dimensionality of the semi-conductor 

as shown in Eq. 1: 
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where 𝜔 is the excitation frequency, 𝐷 is the dimensionality of the model system, 𝑛 is the number 

of discrete excitonic peaks, 𝐸W  is the bandgap energy, 𝛽 = � X(
ℏZ:X)

, 𝛤(𝑛) = 	 (𝑛 − 1)!  is the 

gamma function, 𝛿(𝑎 − 𝑏) is the Dirac delta function, and 𝛩 is the Heaviside step function.148,152 

The model reproduces the intensity and absolute positions of absorption features using only 𝐸3 

and 𝐸W  as inputs, for a given dimensionality constant 𝐷 . The Elliott model has been used to 

describe inter-band transitions in TMDCs, quantum wells, and 2D layered perovskites—but has 

not been applied to NPLs.145,152–157 

In Figure 5.2a, we illustrate the electronic structure of II-VI NPLs and highlight the 

transitions that are well-described by the Elliott model. The valence band is split into non-

degenerate heavy hole (HH) and light hole (LH) bands, which are offset due to spin-orbit 

coupling.158,159 In excitonic materials, the exciton binding energy is greater than thermal energy at 

room temperature (𝐸3 > 𝑘𝑇). This results in the observed excitonic transition peaks (Figure 5.2a: 

GS→𝑋.) within the absorption spectrum, appearing at lower energy than their corresponding 

band-to-band continuum HH and LH transitions (Figure 5.2a:	𝐸W,AA and 𝐸W,"A).  
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We extract the 𝐸3 and 𝐸W  values for the II-VI NPLs with various ML thicknesses by fitting 

our observed absorption spectra with the Elliott model (a more detailed explanation of the fitting 

procedure can be found in section 5.7). To account for the linewidth broadening, we convolve Eq. 

1 (where 𝐷 = 3) with a tunable hyperbolic secant function resulting in the following expression:  

Figure 5.1 Band Diagram and Corresponding Elliott Model Fits of NPL Absorption 

(a) Left: Band diagram, showing both light hole (LH) and heavy hole (HH) valence bands. Right: 

general transition diagram for a HH or LH exciton. (b) Absorption spectra of 2 ML CdTe and 3 

ML CdSe NPLs, showing the excitonic features of the modified Elliott model, offset for clarity. 

The Xn transitions and the onset of the conduction bands (C) are shown. 
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where 𝛼B  is either 𝛼AA  or 𝛼"A , 𝛾 is the linewidth broadening factor, and 𝐸′ is the convolution 

integration energy variable (step-by-step process of the convolution in SI Sec. IV). We observe 

that the 3D Elliott model generates a better fit than 2D, which we hypothesize is the result of the 

finite thickness of NPLs. In SI Sec. V, we provide a mathematical and visual comparison between 

the two- and three-dimensional Elliott models and fits (Figure 5.9). We account for HH and LH 

absorption by fitting the sum 𝛼N]@C^ = 𝛼AA + 𝛼"A.160,161 In Figure 5.2b, we show examples of 

typical NPL absorption spectra, the Eq. 2 fit, and fit components corresponding to HH and LH 

transitions. The spectra are broken down into contributions from continuum and excitonic features 

with labelled transitions. This straightforward application of the Elliott model determines the 

absolute positions of HH/LH excitonic transitions from the onset of the continuum. Thus, the 

modified Elliott model fits the absorption spectra using 8 parameters—line-broadening as well as 

bandgap and exciton binding energies for light and heavy holes and amplitudes.  
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5.3  Bandgap and Exciton Binding Energies of CdX and HgX NPLs 

The 𝐸W  and 𝐸3values for the cadmium and mercury NPLs are shown in Table 5.1. We note 

reported values of binding energy in 3-5 ML CdSe NPLs, for which our measurement shows 

excellent agreement. As expected, the bandgap energy increases as the number of MLs decreases 

due to increasing quantum confinement. Furthermore, the exciton binding energy also increases as 

the number of MLs decreases. Interestingly, for the same number of MLs, HgX NPLs have higher 

values (with the exception of 2 ML CdTe and HgTe), which is unexpected as mercury 

chalcogenides have larger dielectric constants than the cadmium ones.162,163 This discrepancy may 

be explained by differences in surface lattice strain between 2 ML CdTe and HgTe, changing 

valence and conduction band structures and electron-hole interactions.164,165 Alternatively, our 

previous work suggests HgTe NPLs have their outer metal atomic layer stripped off during the 

cation exchange process, resulting in decreased charge density on the surface and a lower 

dielectric.139 This would potentially result in a larger exciton binding energy in comparison to the 

metal terminated CdTe NPLs. In the next section we explore how layer number influences the 

effective dielectric felt by the bound electron-hole pair. 
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Table 5.1 Bandgap and Exciton Binding Energies of NPLs.  

The values reported in this table are extracted from room-temperature absorption data, using a 

modified Elliott model. The CdX NPLs are passivatd by oleic acid ligands, whereas HgX 

NPLs are passivated by oleylamine. Both NPLs are suspended in haxane. 

NPL MLs EG,HH (eV) EB,HH (meV) EG,LH (eV) EB,LH (meV) Bulk EG (eV)/EB (meV) 

CdSe 2 3.5±0.1 430±30 

220b 

3.6±0.1 220±40 1.7166/15.7167 

 3 2.91±0.05 220±20 3.1±0.1 190±30  

   210149 

211±5a/204b 

   

 4 2.65±0.05 195±20 2.7±0.1 170±30  

   190149 

187±2a/182b 

   

 5 2.45±0.05 175±20 2.5±0.1 120±30  

   170149,150 

167±2a/163b 

   

CdTe 2 3.51±0.05 620±30 3.6±0.1 370±35 1.54168/10.5167 

 3 2.67±0.05 210±30 2.9±0.1 200±30  

HgSe 3 1.92±0.05 300±25 1.9±0.1 190±35 0169 

HgTe 2 2.13±0.05 450±30 2.5±0.1 300±30 0170 

 3 1.77±0.05 350±25 1.9±0.1 260±30  
aSemi-empirical model, bVariational approach 
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5.4  Effects of Dielectric Screening 

We observe that exciton binding energies will increase with decreasing NPL thicknesses. 

To demonstrate this independent of our Elliott fits, we model the excitonic interactions in the NPL 

with an electron and a hole as point charges within a dielectric slab modelled after the dielectric 

constant of the NPL’s (𝜀_`" ≈ 10). This region is sandwiched by an external dielectric equal to 

that of organic ligand environment (𝜀1K@ ≈ 2), illustrated in Figure 5.3a. We utilize the method of 

images to determine the excitonic electrostatic potential at one of the charges: 171 

𝑉 =
𝑞

4𝜋𝜀#𝜀_`"𝑟
+ 2C Ç¶

𝜀_`" − 𝜀1K@
𝜀_`" + 𝜀1K@

·
. 𝑞
4𝜋𝜀#𝜀_`"√𝑟( + 𝑛(𝑡(

È
[

_S/

	 (3) 

where 𝑞 is the magnitude of the point charge, 𝜀# is the vacuum permittivity, 𝜀_`" is the dielectric 

(i.e. relative permittivity) of the NPL, 𝜀1K@ is the effective dielectric of the external environment, 

𝑟 is the exciton Bohr radius, 𝑡 is the NPL thickness, and 𝑁 is the number of image charges (Figure 

Figure 5.2. Experimental and Simulated Exciton Binding Energies 

(a) Visualization of the exciton in the colloidal NPL system as represented in the method of 

images. (b) The relationship between exciton binding energy and CdSe NPL thickness, 

indicating the predicted trend of our semi-empirical electrostatic model, extracted values from 

absorption spectra using the modified Elliott model, and measured values from magneto-optical 

spectroscopy. 
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5.3a). The derivation of this potential equation and the effect of 𝑛 on the extracted binding energy 

is explored in section 5.7, where we show 𝑁 = 20 image charges reproduce the full potential.  

We equate this potential in Eq. 3 to an effective two-point charge Coulombic potential, 

𝑉1++, with an overall effective relative dielectric constant, 𝜀1++: 

𝑉1++ =
𝑞

4𝜋𝜀#𝜀1++𝑟
	 (4) 

Solving for 𝜀1++ allows us to determine the exciton binding energy through the Rydberg equation: 

𝐸3 =
𝑒(

8𝜋𝜀#(𝜀1++(𝑟
 (5) 

The Bohr radii values are derived from the diamagnetic shift coefficient ((𝜎) obtained by magneto-

optical spectroscopy performed by Brumberg et al. for 3-5 ML CdSe NPLs.149 The 𝐸3 values for 

CdSe NPLs of varying thicknesses are shown in Figure 5.3b, where the data shows good agreement 

to the trend line produced by taking the average 𝜎 and its corresponding 𝐸3’s. In section 5.7 Figure 

5.10, we describe in detail how each parameter is used to determine the continuous line plotted in 

Figure 3b. The electrostatic model captures the trend of decreasing 𝐸3 with thickness 𝑡, consistent 

with our Elliott fit and literature values of 𝐸3 for 3-5 ML CdSe NPLs, as shown in Table 5.1.  

It should be noted that we represent electrostatic interactions through mean-field dielectric 

mediated Coulombic potential. Prior work in TMDCs has shown that the internal polarizability 

can be heavily dependent on the momentum direction.172 We hypothesize this may be in part 

responsible for deviations of experiment to model particularly in thinner nanoplatelets, where the 

thickness of the NPLs is larger than the exciton Bohr radius (Figure 5.3b: grey line).149 Our local 

effective potential computed from the method of images (Eq. 3) thus can be thought of as a first 

order correction to the 3D binding energy equation. Indeed, in section 5.7, we compute the binding 
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energy using a basis of hydrogenic orbitals for which we tune the coefficients variationally with 

the dielectric slab potential, which we find excellent agreement to our electrostatic model, but 

equivalent deviations for 2ML NPLs. Our results suggest that future simulations of NPL excitons 

(including high-level GW and Bethe-Saltpeter methods) should consider the more complex 

termination of organic ligands to fully capture NPL binding energies, especially in quantum 

confined regimes.173,174 

5.5  Controlling Exciton Binding Energy by Modulating External Dielectric 

To confirm the extent to which external dielectric contrast modulates exciton binding 

energy, we change the solvent environment, similar to previous work in TMDCs and 2D 

perovskites. 157,175,176 We measure 𝐸3 and 𝐸Wusing the above Elliott model fit of the absorption 

spectrum of 3 ML HgTe NPLs (Figure 5.4a-1), initially suspended in hexanes (𝜀A1KC.1a ≈ 1.9). 

Then, acetonitrile (also known as MeCN, 𝜀!1=_ ≈ 38) is added to the hexane layer, and the 

solutions are vortexed for 1 minute. After letting it settle, the hexane layer is taken out and its 

absorption spectrum is measured (Figure 5.4a-2; the exact procedure can be found in section 5.7 

with FTIR in Figure 5.11, showing no sign of ligand exchange). Finally, the NPLs are returned to 

their initial hexane environment, after thoroughly washing away the MeCN, and we observe the 

recovery of the exciton absorption peak, but with increased Rayleigh scatter baseline (Figure 5.4a-

3). Altogether, Figure 5.4a shows the resultant shift and recovery of the 𝑋/,AA peak of the HgTe 

spectrum as the NPLs are exposed to a higher dielectric environment and returned to hexanes. 

Figures 5.4b and 5.4c demonstrate corresponding Elliott fit values that indicate an unchanged 𝐸W  

in comparison to a 65 meV decrease in 𝐸3,AA and a 50 meV decrease in 𝐸3,"A, supporting the 

hypothesis that we have increased the effective dielectric and thus lowered the 𝐸3  without 

changing the structure of the NPL. From the decreasing 𝐸3’s, we calculate a modest corresponding 
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increase in 𝜀1++ from 13.8 to 15.1, due to the MeCN (Eq. 5). Using Eq. 3, we can infer the increase 

in 𝜀1K@ from 2.0 to 3.3; this is notable as the dielectric of MeCN is 38. The small change in 𝜀1K@ 

suggests the continued dominance of the aliphatic ligands on the dielectric environment, meaning 

MeCN only has limited access to the excitonic field lines. Therefore, the shift in HgTe 𝐸3 can be 

attributed to the change in the effective dielectric—suggesting more significant impact of the 

external dielectric on NPL excitonic behavior, than previously recognized. However, we note that 

Figure 5.3. Affecting Exciton Binding Energy with Change in Solvent Dielectric 

(a) Shift in the X1,HH transition peak as 3 ML HgTe NPLs are vortexed with MeCN mixture and 

then washed back into hexanes. The baseline increases due to increased Rayleigh scatter. (b) The 

minimal change in bandgap energy as it corresponds to 1. suspension in hexanes, 2. mixing with 

MeCN, and 3. washing in hexanes steps, as indicated in (a). (c) The exciton binding energy as it 

corresponds to steps 1-3, showing a significant decrease in EB with constant EG as the NPLs 

experience a higher solvent dielectric in step 2. 
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this procedure did not appear to alter the binding energy in cadmium selenide/telluride and 

mercury selenide nanocrystals (section 5.7; Figures. 5.12-5.15), which we attribute to denser 

ligand coverage in these metal chalcogenide nanocrystals.139  

5.6  Conclusions 

Our results deviate from the known behaviors of 2D TDMC semiconductors, where the 

modification of the external dielectric is expected to change not only the exciton binding energy 

but also the bandgap. In the case of single layer MoSe2, the bandgap and binding energies both 

differed in comparing vacuum to bilayer graphene.177,178 Raja et al. reported similar effects in 

monolayer WS2 which showed micron-sized, spatial fluctuations of the external dielectric 

screening.179 Interestingly they observed minimal shifts in the exciton peak, due to compensating 

shifts in the bandgap and exciton binding energy. However, we believe these complementary shifts 

in 𝐸3 and 𝐸W  are monolayer TMDC properties, and not a general feature of 2D semiconductors. In 

fact, Passarelli et al. demonstrated that exciton binding energy in 2D perovskites can be tuned by 

doping the organic layer.157 Here, they report an unchanged bandgap energy as they modulate the 

external dielectric by increasing the dopant concentration, while observing a decrease in the 

exciton binding energy. In general, we hypothesize that the effect of external dielectric will be 

more strongly felt in exciton binding energies and less so in bandgaps due to their relatively large 

Bohr radius.  

Another consideration is that external dielectrics do not only modify the strength of the 

exciton binding energy, but also the spacing of the Rydberg levels. This effect is modeled by Olsen 

et al. with a modified Rytova-Keldysh formalism and observed in monolayer WS2 by Chernikov 

et al.174,180–185 In our work, a 3D Wannier exciton model shows good agreement to experimental 

data, and we lack the resolution to probe deviations from the classical Rydberg series. However, 
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such deviations may also contribute to the apparent large binding energy observed in 2 ML 

platelets. We explored both a variational and perturbative treatment of the excitonic Hamiltonian 

(section 5.7) and found results in good agreement with our effective dielectric model. However, 

there was no significant improvement in the apparent discrepancy observed for 2 ML platelets, 

suggesting the insufficiency of effective potential in describing binding energies in this limit.  

Exciton binding energies are important experimental parameters which govern absorption, 

emission, and energy and charge transport. Using a modified Elliott model, we extract binding 

energies for many NPLs—several of them for the first time—which also show excellent agreement 

to prior limited measurements. This model represents a simple and accessible tool to probe 

excitonic and continuum transitions from absorption measurements, complementing sophisticated 

techniques such as magneto-optical spectroscopy or opto-acoustic methods which were previously 

used.149,186 

We also explore the effect of dielectric screening on NPL excitons using a simple semi-

empirical electrostatic model, which produced calculated ’s that are in excellent agreement to 

measured binding energies for 3-5 ML CdSe NPLs. The model confirmed that unlike their bulk 

and 0D counterparts, nanoplatelet excitonic electrostatic field lines extend beyond the 

semiconductor itself and are modulated by the external environment. We experimentally confirm 

the effect of dielectric confinement by modifying NPL external environment and showing a 

noticeable shift in exciton binding energy, consistent with similar measurements in 2D TMDCs 

and perovskites.157,175,186 Uncovering the exciton binding energies of NPLs and understanding how 

external dielectric screening modulates these resonances further establishes the distinct properties 

of nanoplatelets that distinguish them from their quantum dot counterparts.  
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5.7  Supporting Information 

This section covers additional details about the results discussed in this chapter, including 

materials synthesis, characterization, spectral fitting procedures, calculation steps for extracting 

exciton binding energies from Elliott model fits, variational approach to calculating exciton 

binding energies, and experimental procedure for dielectric modulation of NPLs.  

Materials and Methods 

Cadmium acetate dihydrate (Acros, 98%), selenium powder (Acros, 99.5%), tellurium 

powder (Acros, 99.8%) 1,2-dichlorobenzene (Acros, 99%), cadmium oxide (Alfa Aesar, 99.95%) 

, oleic acid (Alfa Aesar, 99%), tri-n-octylphosphine (TOP) (Alfa Aesar, 90%), 1-octadecene 

(ODE) (Alfa Aesar, 90%), mercury (II) acetate (Chem-Impax International, 98.0%), ethanol 

(Fisher, 95.27%), hexanes (Fisher, 98.5%), toluene (Alpha Aesar, 99.8%), propionic acid (Fisher, 

99%), oleylamine (Tokyo Chemical, 50.0%), and triisobutylamine (Sigma Aldrich, 98%) were 

used.  

Synthesis of Precursors 

1M TOP-X (X= Se, Te). In a small flask, 5 mmol of X powder and 2 mL of tri-n-

octylphosphine were degassed under vacuum at room temperature. Then, under Ar flow, the 

solution was stirred (at room temperature for TOP-Se, or at 275 °C for TOP-Te) until the 

dissolution was complete. 

Cadmium propionate. 1.036 g cadmium oxide was mixed with 10 mL propionic acid for 

1hr under Ar flow. The flask was then opened and heated to 140 °C until the volume was reduced 

by half. The solution was precipitated with acetone and centrifuged, and the white solid was dried 

and stored in a vacuum desiccator. 
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Cadmium myristate. Following Diroll et al,187 4.68 g myristic acid was melted at 50 °C 

followed by the addition of 1.28 g cadmium oxide. Under Ar flow, the reaction was further heated 

to 250 °C until the solution became clear. Once cooled, the solid white product formed was 

collected and washed with methanol five times, then dried and stored in a vacuum desiccator. 

Synthesis of CdX and HgX NPLs 

2 ML CdTe. Following Pedetti et al,188,189 170 mg cadmium propionate, 104 μL oleic acid, 

and 10 mL octadecene (ODE) were degassed at 90 °C for 1 hr. Under Ar flow, 130 μL of 1M TOP-

Te in 650 μL ODE were injected at 180 °C. After 20 minutes, the reaction was cooled to room 

temperature and 1 mL of oleic acid was added. The crude mixture was precipitated with ethanol 

and centrifuged twice, then resuspended in 10 mL hexanes.  

2 ML CdSe. Following Dufour et al,190 170 mg cadmium myristate, 12 mg selenium 

powder, and 14 mL ODE were degassed at room temperature for 20 min. Under Ar flow, the 

reaction was heated to 150 °C, and when the temperature reached 110 °C, a mixture of 65 μL 

propionic acid in 1 mL ODE was injected. After 15 minutes at 150 °C, 1 mL of oleic acid was 

added and the reaction was cooled to room temperature. The crude mixture was precipitated with 

15 mL hexanes and 15 mL ethanol, centrifuged and resuspended in 5 mL hexanes. 

3 ML CdTe. Adapted from Izquierdo et al,136,191 260 mg of cadmium propionate, 0.160 mL 

of oleic acid, and 20 mL of ODE were degassed under vacuum at 90 °C for 1 hour. Under Ar flow, 

the reaction was heated to 210 °C and 0.200 mL of 1M TOP-Te mixed with 3.75 mL of octadecene 

was injected with a syringe pump at a rate of 5 mL/hr. The solution was cooled and 0.500 mL of 

oleic acid was injected. The NPLs were precipitated with 15 mL hexanes and 15 mL ethanol, 

centrifuged, and resuspended in 20 mL hexanes.  
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3 ML CdSe. Adapted from Izquierdo et al, 136,191 240 mg of cadmium acetate dihydrate, 

0.150 mL of oleic acid and 15 mL of ODE were degassed under vacuum at 80 °C for 1hr. Under 

Ar flow, the reaction was heated to 195 °C and 0.4 mL of 1M TOP-Se mixed with 3.75 mL ODE 

was injected with a syringe pump at a rate of 5 mL/hr. The solution was cooled and the NPLs were 

precipitated with 15 mL hexanes and 15mL ethanol, centrifuged, and resuspended in 20 mL of 

hexanes. 

4 ML CdSe. Following Pedetti et al,189 340 mg cadmium myristate, 24 mg Se powder, and 

30 mL ODE were degassed at room temperature for 20 minutes. Under Ar flow, the temperature 

was set to 240 °C. When it reached 205 °C, 80 mg of cadmium acetate were added, and the solution 

turned red. The solution then reacted at 240 °C for 12 minutes followed by the addition of 2 mL 

oleic acid and rapid cooling to room temperature. The crude reaction mixture was added to 30 mL 

hexanes and 40 mL ethanol and centrifuged at 6000 rpm for 10 min, followed by a resuspension 

in 10 mL hexanes. 

5 ML CdSe. Following Pedetti et al,189 340 mg cadmium myristate and 28 mL ODE were 

degassed at room temperature for 20 minutes. Under Ar flow, the solution was heated to 250 °C 

at which point 24 mg of Se powder in 2 mL ODE were swiftly injected. After 30s, 300 mg of 

cadmium acetate was also added. The reaction was held at 250 °C for an additional 7 minutes, 

followed by the addition of 1 mL oleic acid and rapid cooling to room temperature. The crude 

reaction mixture was added to 30 mL hexanes and 40 mL ethanol and centrifuged at 6000 rpm for 

10 min, followed by a resuspension in 10 mL hexanes. Further purification was done by adding 

1:4 ethanol to hexanes, and centrifuging at 6000 rpm. The supernatant contained mostly 5 ML 

NPLs. 



143 
 

2 and 3 ML HgX (X=Te, Se). Following a method adapted from Izquierdo et al,139,191 0.3 

mL of 10 mM mercury (II) acetate in oleylamine is added to 0.240 mL of 6mM CdX NPL and 6 

mL of hexanes. The solution is stirred at room temperature for 3.5 to 4 hr. The NPLs were then 

centrifuged at 9000 rpm for 10 minutes and resuspended in 5 mL hexanes. 

Material Characterization 

Absorption spectra were acquired with an Agilent Cary 60 UV-Vis spectrophotometer. 

Transmission electron microscopy (TEM) images were acquired with a FEI Tecnai G2 TF20 200 

kV TEM. The NPLs were diluted in hexanes and drop casted on Ted Pella, Inc. Formvar 300 mesh 

copper grids. Infrared (IR) spectroscopy was performed using a Perkin-Elmer Spectrum Two 

Fourier Transform IR spectrometer equipped with a universal Diamond/ZnSe ATR. NPLs were 

cleaned using centrifugation and a syringe filter. Energy dispersive X-ray Spectroscopy (EDS) 

measurements were obtained on a JEOL JSM-6700F FE scanning electron microscope equipped 

with an EDX detector. The NPLs were purified using a syringe filter and dropcast onto either 

aluminum or silicon substrate. EDX measurements were collected using an operating bias of 9 kV. 

The EDS results are shown below. 
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Table 5.2 Electron Dispersive X-ray Spectroscopy (EDS).  

The relative average atomic percent of the different monolayer nanoplatelets. Each value 

represents the weighted average of 10 scans, with its standard error of the weighted mean 

calculated from the uncertainty of the individual scans. 

Relative Average Atomic Percent (%)  
Element 2 ML 3 ML 4 ML 5 ML 

Cd 62 ± 7  64 ± 2 61 ± 2  48 ± 1 
Se 36 ± 2 36 ± 1 39 ± 1 45 ± 1 
Cd 54 ± 4 53 ± 2   
Te 46 ± 4 47 ± 3   
Hg  48 ± 3   
Se  52 ± 3   
Hg 44 ± 2 37 ± 3   
Te 56 ± 4 61 ± 7   

Expected M 60 57 56 55 
Expected X 40 43 44 45 

Fourier Transform Infrared Spectroscopy (FTIR) 

 
Figure 5.5 FTIR data of different monolayer CdX (X=Se, Te) NPLs. 
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Figure 5.6 FTIR data for different monolayer HgX (X=Se, Te) NPLs. 
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Transmission Electron Microscopy (TEM) 

  

Figure 5.7 TEM images of CdX NPLs.  

(a) 2ML CdSe, (b) 3 ML CdSe, (c) 4 ML CdSe, (d) 5 ML CdSe, (e) 2 ML CdTe, and (f) 3 ML 

CdTe. 

Figure 5.8 TEM images of HgX NPLs. 

(a) 3 ML HgSe, (b) 2 ML HgTe, (c) 3 ML HgTe 
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Fitting of Absorption Spectra 

The Elliott function (Eq.1) is used to fit the absorption spectra using a custom two-step 

optimization program on MATLAB. Given a starting point (𝜃#----⃗ ) and upper and lower bounds to 

describe a region of interest (R0) for the eight parameters (EB, HH, EB, LH, EG, HH, EG, LH, KHH, KLH, 

ΓHH, ΓLH), the program searches the optimal region for the parametric combination that minimizes 

the sum of squares error. The optimization program first uses Trust-Region Non-Linear Least 

Squares Regression Algorithm (TR) to obtain a "fit"(𝜃/----⃗ ) and tighter region of interest R1. The 

second part of the program takes 𝜃/----⃗ and R1 as inputs and uses Hamiltonian Markov Chain Monte 

Carlo (HMCMC) to create a statistical inference of the best fit (𝜃(----⃗ ) by exploring the smaller region, 

R1. HMCMC is less likely to fall into local minima and more likely to converge to a global 

minimum, however it is much more computationally expensive.  
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Convolution Steps for Linewidth Broadening 

In order to account for linewidth broadening in the absorption, the Elliott formulae were 

convolved with ;𝐸𝛾=, where 𝛾 is a broadening factor and 𝜏 is the convolution parameter.  

D = 3 Convolution 

𝛼0∗ = 𝛼0(𝐸) ∗ 𝑓(𝐸) = Ä 𝑑𝜏
[

:	[
	𝛼0(𝜏)𝑓(𝐸 − 𝜏) 

𝛼0∗  will be called the modified Elliot’s formula 

𝛼0∗ ∝ Ä 𝑑𝜏 ÊCD
2𝐸3
𝑛0 ⋅ 𝛿 ¶𝜏 −	𝐸W +	

𝐸3
𝑛(·E +	

1

1 − e
:(>e X(

f:X)

[

.S/

⋅ Θ(𝜏 −	𝐸W)Í ⋅ sech ¶
𝐸 − 𝜏
𝛾 ·

[

:[

 

𝛼0∗ ∝ ÊCD
2𝐸3
𝑛0 Ä 𝑑𝜏	𝛿 ¶𝜏 −	𝐸W +	

𝐸3
𝑛(· sech ¶

𝐸 − 𝜏
𝛾 ·

[

:[
E

[

.S/

+	Ä 𝑑𝜏
Θ(𝜏 − 𝐸W)

1 − e
:(>e X(

f:X)

[

:[
⋅ sech ¶

𝐸 − 𝜏
𝛾 ·Í 

Lemmas (1): 

Using the properties of the delta function, it follows: 

Ä 𝑑𝜏	𝛿(𝜏 − 𝑎)𝑓(𝑏 − 𝜏) = 𝑓(𝑏 − 𝑎)
[

:[
 

Using the properties of the Heaviside function, it follows: 

Ä 𝑑𝜏	Θ(𝜏 − 𝑎)𝑓(𝜏) = 	Ä 𝑓(𝜏)
[

C

[

:[
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𝛼0∗ ∝ ÎCÁ
2𝐸3
𝑛0 sechÁ

𝐸 − 𝐸W +	
𝐸3
𝑛(

𝛾 ÃÃ +	Ä 𝑑𝜏
sech 6𝐸 − 𝜏𝛾 7

1 − e
:(>e X(

f:X)

[

X)

[

.S/

Ï 

D = 2 Convolution 

𝛼-∗ = 𝛼-(𝐸) ∗ 𝑓(𝐸) = R 𝑑𝜏	𝛼-(𝜏)𝑓(𝐸 − 𝜏)
.

3	.

 

It follows fairly easily by plugging in 𝛼((𝐸) and	𝑓(𝐸) and substituting 𝜏 appropriately and 

applying Lemmas (1) 

𝛼-∗ ∝

⎣
⎢
⎢
⎢
⎢
⎡

/

⎝

⎜⎜
⎛ 2𝐸)

;𝑛 − 12=
6 sech

⎝

⎜⎜
⎛
𝐸 − 𝐸, +	

𝐸)

;𝑛 − 12=
-

𝛾

⎠

⎟⎟
⎞

⎠

⎟⎟
⎞
+	R 𝑑𝜏

sech ;𝐸 − 𝜏𝛾 =

1 − e
3-17 8#

938$

.

8$

.

/0+

⎦
⎥
⎥
⎥
⎥
⎤
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Derivation of the Elliott’s Formula 

For the following derivations:  

𝐸 = ℏ𝜔 

𝛽 = � X(
X:X)

, 

𝛤 is the Euler-Gamma function 

𝛩 is the Heaviside step function 

Below is the Elliot function in general dimension D: 

𝛼G(𝐸) ∝

⎣
⎢
⎢
⎢
⎡
C

⎝

⎜
⎛ 𝐸3𝛤(𝑛 + 𝐷 − 2)

(𝑛 − 1)! 6𝑛 + 𝐷 − 32 7
G9/ ⋅ 𝛿 Ö𝐸 −	𝐸W +	

𝐸3

6𝑛 + 𝐷 − 32 7
(×

⎠

⎟
⎞

[

.S/

+
Û𝛤(𝐷 − 12 + 	𝑖𝛽)Û

(
𝑒>g𝛽(:G

2G	𝜋(:
G
(𝛤 6𝐷27

⋅ 𝛩(𝐸 −	𝐸W)

⎦
⎥
⎥
⎥
⎤
 

D = 3 Derivation of Elliott’s Formula 

𝛼0(𝐸) ∝ ÊCH
𝐸3𝛤(𝑛 + 1)
(𝑛 − 1)! (𝑛)- ⋅ 𝛿 ¶𝐸 −	𝐸W +	

𝐸3
𝑛(·I

[

.S/

+	
|𝛤(1 + 	𝑖𝛽)|(𝑒>g𝛽:/

20	𝜋
/
(𝛤 6327

⋅ 𝛩(𝐸 −	𝐸W)Í 

𝛼0(𝐸) ∝ ÊCD
𝐸3𝑛!

(𝑛 − 1)! (𝑛)- ⋅ 𝛿 ¶𝐸 −	𝐸W +	
𝐸3
𝑛(·E

[

.S/

+	
|𝛤(1 + 	𝑖𝛽)|(𝑒>g𝛽:/

20	𝜋
/
(𝛤 6327

⋅ 𝛩(𝐸 −	𝐸W)Í 

Using the Euler’s reflection and Legendre’s Duplication formulae, it follows: 
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|𝛤(1 + 	𝑖𝛽)|( =	
𝜋𝛽

𝑠𝑖𝑛ℎ	(𝜋𝛽) 

Also, important to note: 𝛤 ;32= =
√𝜋
2  and 𝑠𝑖𝑛ℎ	(𝑥) 	= /

(
(𝑒K − 𝑒:K) 

𝛼0(𝐸) ∝ ÎCD
𝐸3
𝑛0 ⋅ 𝛿 ¶𝐸 −	𝐸W +	

𝐸3
𝑛(·E

[

.S/

+	
𝜋𝛽𝑒>g𝛽:/

8√𝜋 √𝜋2 𝑠𝑖𝑛ℎ	(𝜋𝛽)	
⋅ 𝛩(𝐸 −	𝐸W)Ï 

𝛼0(𝐸) ∝ ßCD
𝐸3
𝑛0 ⋅ 𝛿 ¶𝐸 −	𝐸W +	

𝐸3
𝑛(·E

[

.S/

+	
1

2(1 − 𝑒:(>g)
⋅ 𝛩(𝐸 −	𝐸W)à 

𝛼0(𝐸) ∝ ßCD
2𝐸3
𝑛0 ⋅ 𝛿 ¶𝐸 −	𝐸W +	

𝐸3
𝑛(·E

[

.S/

+	
1

1 − 𝑒:(>g
⋅ 𝛩(𝐸 −	𝐸W)à 

D = 2 Derivation of Elliott’s Formula 

𝛼((𝐸) ∝

⎣
⎢
⎢
⎢
⎡
C

⎝

⎜
⎛ 𝐸3𝛤(𝑛)

(𝑛 − 1)! 6𝑛 − 127
0 ⋅ 𝛿 Ö𝐸 −	𝐸W +	

𝐸3

6𝑛 − 127
(×

⎠

⎟
⎞

[

.S/

+
Û𝛤(12 + 	𝑖𝛽)Û

(
𝑒>g

2(	𝜋𝛤(1)

⋅ 𝛩(𝐸 −	𝐸W)

⎦
⎥
⎥
⎥
⎤
 

𝛼((𝐸) ∝

⎣
⎢
⎢
⎢
⎡
C

⎝

⎜
⎛ 𝐸3(𝑛 − 1)!

(𝑛 − 1)! 6𝑛 − 127
0 ⋅ 𝛿 Ö𝐸 −	𝐸W +	

𝐸3

6𝑛 − 127
(×

⎠

⎟
⎞

[

.S/

+
Û𝛤(12 + 	𝑖𝛽)Û

(
𝑒>g

2(	𝜋𝛤(1)

⋅ 𝛩(𝐸 −	𝐸W)

⎦
⎥
⎥
⎥
⎤
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Using the Euler’s reflection and Legendre’s Duplication formulae, one can show: 

á𝛤(
1
2 + 	𝑖𝛽)á

(

=	
𝜋

𝑐𝑜𝑠ℎ	(𝜋𝛽) 

Also important to note: 𝛤(1) = 1 and 𝑐𝑜𝑠ℎ	(𝑥) 	= /
(
(𝑒K + 𝑒:K) 

𝛼((𝐸) ∝

⎣
⎢
⎢
⎢
⎡
C

⎝

⎜
⎛ 𝐸3

6𝑛 − 127
0 ⋅ 𝛿 Ö𝐸 −	𝐸W +	

𝐸3

6𝑛 − 127
(×

⎠

⎟
⎞
+

𝜋𝑒>g

2(𝜋	cosh	(𝜋𝛽) ⋅ Θ
(𝐸 −	𝐸W)

[

.S/
⎦
⎥
⎥
⎥
⎤
 

𝛼((𝐸) ∝

⎣
⎢
⎢
⎢
⎡
C

⎝

⎜
⎛ 𝐸3

6𝑛 − 127
0 ⋅ 𝛿 Ö𝐸 −	𝐸W +	

𝐸3

6𝑛 − 127
(×

⎠

⎟
⎞
+

1
2(1 + 𝑒:(>g)

⋅ Θ(𝐸 −	𝐸W)
[

.S/
⎦
⎥
⎥
⎥
⎤
 

𝛼((𝐸) ∝

⎣
⎢
⎢
⎢
⎡
C

⎝

⎜
⎛ 2𝐸3

6𝑛 − 127
0 ⋅ 𝛿 Ö𝐸 −	𝐸W +	

𝐸3

6𝑛 − 127
(×

⎠

⎟
⎞
+

1
1 + 𝑒:(>g

⋅ Θ(𝐸 −	𝐸W)
[

.S/
⎦
⎥
⎥
⎥
⎤
 

The Exciton Binding Energy for 2D vs 3D Elliott’s Formulae 

Pulling out the n=1 terms for the 3D and 2D Elliot Formulae yields the description of the 

1s absorption peak. 

3D: 2𝐸3,0	𝛿:𝐸 − 𝐸W + 𝐸3,0; 

2D: 16𝐸3,(	𝛿:𝐸 − 𝐸W + 4𝐸3,(; 

From above, the 3D model predicts the 1s absorption to be 2 times larger than the 

continuum and the 2D model predicts the 1s absorption to be 16 times larger. For a given 

absorption spectra, the location of the continuum (𝐸 = 𝐸W) and 1s peak (𝐸 = 𝐸/) is fixed by the 
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data. The difference between these positions 𝛥𝐸 =	𝐸𝐺 −𝐸1 is thereby also fixed, and given by 

the following expressions: 

3D: 𝛥𝐸 = 𝐸𝐵,3 

2D: 𝛥𝐸 = 4𝐸𝐵,2 

=>	 X(,+
X(,"

= 4  

This implies that the exciton binding energy predicted by the 2D model will be ~4 times 

smaller than the binding energy predicted by the 3D model, unless the location of the continuum, 

i.e.: 𝐸W , is adjusted accordingly by the fitting algorithm. But even so, there is some ambiguity in 

the literature about what the exciton binding energy actually is, whether it comes from the Elliott 

model or just 𝛥𝐸. 
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Effect of 2D vs. 3D Elliott Model Fitting 

 

 

  

Figure 5.9 2D vs. 3D Elliott Model Fits 

Absorption spectra of 3 ML CdSe, CdTe, and HgTe and their 2D (left) vs. 3D (right) Elliott 

fits.  
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Useful Approximations 

The continuum term 𝐶(𝐸) = 	∫ 𝑑𝜏
nopqO,-&. P

/±o
-"/0

,(
&-,)

[
X)

 can often prolong computation time 

while fitting as it does not have a closed-form solution and requires the integral to be evaluated 

for every value of E in the absorption data. 

Ä𝑑𝑥 sech(𝑥) = arctan	(sinh	(𝑥)) 

Which can be used with the u-sub, = C:K
s

 , to show: 

Ä𝑑𝑥 sech 6
𝑎 − 𝑥
𝑏 7 = −𝑏 arctan 6sinh 6

𝑎 − 𝑥
𝑏 77 

Also note: 

lim
K→:[

sinh(𝑥) = 	−∞ 

lim
K→:[

arctan(𝑥) = −
𝜋
2 

A useful closed-form approximation can be found by taking 𝑒
:(>e ,(

&-,) 	= 0, which simplifies 

𝐶(𝐸) to: 

Ä 𝑑𝜏 sech ¶
𝐸 − 𝜏
𝛾 ·

[

X)
 

= −𝛾 arctan 6sinh 6X:f
u
77 , 𝜏 evaluated from 𝐸W → ∞ 

= lim
f→[

−𝛾 arctan ¶sinh ¶
𝐸 − 𝜏
𝛾 ·· + 𝛾	 arctan ¶𝑠𝑖𝑛ℎ ¶

𝐸 − 𝐸W
𝛾 ·· 
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=
𝛾𝜋
2 + 𝛾	 arctan ¶𝑠𝑖𝑛ℎ ¶

𝐸 − 𝐸W
𝛾 ·· 

Application of the Method of Images 

We detail below the derivation of the potential equation reported. The potentials below 

are derived from a method of images diagram, as shown in Figure 2.3a of the manuscript. 

𝑉).(𝑥, 𝑦, 𝑧) = 	
𝑒

4𝜋𝜖#𝜖).𝑅(0)
+C

𝑞),.
4𝜋𝜖#𝜖).

[

.S/

¶
1

𝑅(𝑛𝑡) +
1

𝑅(−𝑛𝑡)· 

𝑅(𝑧′) = 	�𝑟( + (𝑧 − 𝑧′)(, 

𝑟( = 𝑥( + 𝑦(, exciton Bohr radius 

𝑞),. = nth image charge 

t = thickness of NPL 

𝜖)., 𝜖]v@ is the dielectric in and out of the NPL respectively 

𝑉]v@(𝑥, 𝑦, 𝑧) = 	
𝑞′

4𝜋𝜖#𝜖]v@𝑅(0)
 

𝑞′ is the shielded charge seen by the outside material. 

Applying Boundary Conditions (BCs). By integrating over Maxwell’s Equations, the 

following BCs can be derived: 

𝜕𝑉).
𝜕𝑥

(𝑥, 𝑦, 𝑡/2) =
𝜕𝑉]v@
𝜕𝑥

(𝑥, 𝑦, 𝑡/2) 

𝜕𝑉).
𝜕𝑥

(𝑥, 𝑦, −𝑡/2) =
𝜕𝑉]v@
𝜕𝑥

(𝑥, 𝑦, −𝑡/2) 
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𝜕𝑉).
𝜕𝑦

(𝑥, 𝑦, 𝑡/2) =
𝜕𝑉]v@
𝜕𝑦

(𝑥, 𝑦, 𝑡/2) 

𝜕𝑉).
𝜕𝑦

(𝑥, 𝑦, −𝑡/2) =
𝜕𝑉]v@
𝜕𝑦

(𝑥, 𝑦, −𝑡/2) 

𝜖).
𝜕𝑉).
𝜕𝑧

(𝑥, 𝑦, 𝑡/2) = 𝜖]v@
𝜕𝑉]v@
𝜕𝑧
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Applying the BCs results in: 

𝑞),. =	¶
𝜖). − 𝜖]v@
𝜖). + 𝜖]v@

·
.
𝑒 

Final Potential. This yields that the potential inside the NPL caused by an elementary 

point charge is: 

𝑉).(𝑥, 𝑦, 𝑧) = 	
𝑒

4𝜋𝜖#𝜖).𝑟(0)
+
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¶
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Limits. To make sense of the formula, look at the formula in some important limits. In 

order to simplify the calculations, move to the center of the NPL by setting	𝑧 = 0. 

𝑉(𝑟) = 	
𝑒

4𝜋𝜖#𝜖).𝑟
+

𝑒
2𝜋𝜖#𝜖).
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𝜖). + 𝜖]v@

·
.
⋅

1
√𝑟( + 𝑛(𝑡(

[

.S/

 

Where 𝑟 = 	�𝑥( + 𝑦(, in-plane exciton Bohr radius 

Limit 1: 𝑡 ≫ 𝑟 → 2
@
≪ 1 
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𝑉(𝑟) = 	
𝑒

4𝜋𝜖#𝜖).𝑟
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𝑒
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𝑉(𝑟) = 	
𝑒

4𝜋𝜖#𝜖).𝑟
+

𝑒
2𝜋𝜖#𝜖).𝑡
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Note that: ∑ L1

.
[
.S/ =	− ln(1 − 𝑧) , ∀|𝑧| < 1 

In this case, 𝑧 = 	 w21:w345
w219w345

< 1, as 𝜖]v@ > 1 

𝑉(𝑟) = 	
𝑒

4𝜋𝜖#𝜖).𝑟
−

𝑒
2𝜋𝜖#𝜖).𝑡

ln	(
2𝜖]v@

𝜖). + 𝜖]v@
) 

In the limit, /
@
→ 0 

𝑉(𝑟) = 	
𝑒

4𝜋𝜖#𝜖).𝑟
 

Only the inside dielectric potential becomes important, which makes sense as the 

thickness is much larger than the spatial extent. Most of the field lines pass through the material, 

so the outside dielectric has less of an effect. 

Limit 2: 𝑟 ≫ 𝑡 → @
2
≪ 1 
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𝑒
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Note that ∑ 𝑧.[
.S/ = L

/:L
, ∀|𝑧| < 1 
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𝑒
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𝑉(𝑟) = 	
𝑒

4𝜋𝜖#𝜖]v@𝑟
 

Only the outside dielectric becomes important, which makes sense as thickness is 

negligible compared to the exciton Bohr radius. Most of the electric field lines pass through 

outside of the material, so the inside dielectric has less of an effect.  
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Effect of n from the Method of Images Potential on the Extracted Exciton Binding Energy 

Table 5.3 Effect of n Values Used on 3ML CdSe Exciton Binding Energy 

Calculated exciton binding energy for 3ML CdSe, using the method of images potential with 

varying n values. The reported values in the manuscript correspond to n=20 

n EB (meV) 

10 212.5 

20 213.001 

30 213.008 

 

Elaboration of the Calculation Steps of the Exciton Binding Energy 

In this work, we extract the exciton Bohr radius from experimentally determined 

diamagnetic shift coefficients (σ) as given by this equation:149  

𝑎 = ¶
4πε#εoxxσ
4πe- ·

/
0
 

We derive the effective dielectric as a function of exciton Bohr radius using the method of 

images potential. For the pair of (εoxx,σ) values that satisfies all the equations we can extract the 

exciton binding energy as described in the Figure 5.10 below. 
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Variational Approach to Binding Energies 

Here we describe a variational approach to approximate the binding energies of the 

various nanoplatelets. We model the exciton in the spirit of a hydrogenic system with a central 

positive charge arising from the hole fixed in the center of the nanoplatelet. This simplified 

model neglects that excitons may be formed close to the nanoplatelet surface. Furthermore, the 

similar mass of the electron and the hole invalidates the picture of a central positive charge fixed 

at the center of the nanoplatelet. Nevertheless, this model captures an essential feature of the 

excitonic structure that arises from the heterogeneous coulombic attraction between the electron 

and hole when the exciton Bohr radius is comparable to the nanoplatelet thickness. Within this 

model, we assume that within the nanoplatelet and in the solvent, the exciton experiences a 

coulomb potential that is screened by the dielectric constant of the nanoplatelet and solvent, 

respectively. In the coordinate system of the nanoplatelet that has thickness 𝑡 along the 𝑧 axis, 

the Coulomb potential can be written as:	

Figure 5.10 Visualization of the Calculation Steps for Exciton Binding Energy. 

Diagram showing the calculation steps for the exciton binding energy, and the incorporation 

of experimental diamagnetic shift coefficient to extract the exciton Bohr radius. 
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𝑉.;^(𝑟) = 	−
𝑒(

4𝜋𝜖.;^	𝜖#𝑟
	when	𝑟 cos(𝜃) ≤

𝑡
2, 

while in the solvent, the potential has the same coulomb form but is screened by the dielectric of 

the solvent rather than the nanoplatelet: 

𝑉a]^(𝑟) = 	−
𝑒(

4𝜋𝜖a]^	𝜖#𝑟
	when	𝑟 cos(𝜃) >

𝑡
2. 

We can write the Hamiltonian for the exciton as follows: 

𝐻� = 	−
ℏ(

2𝜇 ∇
( + 𝑉.;^(𝑟) +

𝑒(:𝜖a]^ − 𝜖.;^;
4𝜋𝜖a]^𝜖.;^𝜖#𝑟

𝐻 ¶|𝑟 cos(𝜃)| −
𝑡
2· = 	𝐻

�.;^ + 𝑉\(𝑟, 𝜃), 

where 𝐻 6|𝑟 cos(𝜃)| − @
(
7	is the Heaviside function that goes to 1 for values of |𝑟 cos(𝜃)| > @

(
, 

i.e. values of the exciton coordinate that experience the dielectric screening associated with the 

solvent rather than the nanoplatelet. We take 𝜇 = 0.22	𝑚1 in this work. 

We can expand the ground-state wavefunction as linear combinations of hydrogenic 

energy eigenstates for the bulk nanoplatelet system, 

𝜓8(𝑟, 𝜃, 𝜙	) =C𝑐.,^ 	𝜓.,^,#(𝑟, 𝜃, 𝜙),
.,^

 

Where we have limited this expansion by excluding all functions with quantum number 𝑚 ≠ 0 

since these states cannot couple to the ordinary hydrogenic ground-state through 𝑉\(𝑟, 𝜃). The 

variational determination of these expansion coefficients for the ground-state is identical to 

solving the eigenvalue equation 

𝐇𝐜 = 𝐸𝐜, 
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With elements of 𝐇 given by 

𝐻.,^;.6,^6 = �𝜓.,^,#	A	𝐻�	A	𝜓.6,^6,46� = 𝐸.\ 	𝛿.,.6𝛿^,^6
	 + �𝜓.,^,#	A	𝑉\(𝑟, 𝜃)	A	𝜓.6,^6,46�, 

where the 𝐸.\  contribution is just the ordinary hydrogenic energy scaled by the dielectric constant 

of the nanoplatelet, and the integral over 𝑉′ can be taken numerically: 

⟨𝑉\⟩ = 2𝜋Ä 𝑑𝑟	𝑟(𝑅.,^(𝑟)𝑅.6,^6(𝑟) 	
[

@
(

× D	Ä 𝑑𝜃 sin(𝜃) (𝑌	^
#(𝜃, 0))∗	𝑌 6

#(𝜃, 0)
+(2)

#

+	Ä 𝑑𝜃 sin(𝜃) (𝑌	^
#(𝜃, 0))∗	𝑌 6

#(𝜃, 0)	
>

>:+(2)
	E	 

where 𝑓(𝑟) = cos:/ 6 @
(2
7, 𝑌#(𝜃, 𝜙)	are	Spherical	Harmonics, and	𝑅.,^(𝑟) are radial solutions to 

the nanoplatelet Hamiltonian 𝐻�.;^, which are the ordinary Hydrogenic radial functions with 𝑎# 

scaled by the dielectric constant of the nanoplatelet. 

We expand 𝜓8(𝑟, 𝜃, 𝜙) in terms of the hydrogenic functions for all allowed values of 𝑛, 𝑙 

from 𝑛 = 1,… , 9 where we find that the binding energy for all relevant thicknesses has 

converged to less than a 10th of a meV by that basis set size.  

Table 5.4 Exciton Binding Energies from Variational Approach 

N ML  
(t, nm) 

EB,  
nmax = 4 

EB,  
nmax = 5 

EB,  
nmax = 6 

EB,  
nmax = 7 

EB,  
nmax = 8 

EB,  
nmax = 9 

2 (0.7) 218.87 219.24 219.45 219.59 219.68 219.74 
3 (0.9) 203.05 203.36 203.53 203.63 203.71 203.76 
4 (1.2) 181.74 181.96 182.08 182.15 182.21 182.24 
5 (1.5) 163.05 163.19 163.27 163.32 163.36 163.38 
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A perturbative approach was also considered, but not pursued due to questions of 

convergence when the partitioning 𝐻�.;^ = 𝐻�#	and	𝑉\(𝑟, 𝜃) = 	𝐻�′ is used. In particular, one 

expects the perturbative series to converge when:192,193 

Ûù𝜓;
(#)Û𝐻�\Û	𝜓?

(#)úÛ < 	
1
2 |(𝐸;

(#) − 𝐸?
(#))|. 

Specifically, we test this criteria for 𝜓;
(#) =	𝜓/,#,#

(#) , 𝜓?
(#) =	𝜓(,#,#

(#) , 	𝐸;
(#) = 𝐸/

(#), and 𝐸?
(#) = 𝐸(

(#) 

and find that Ûù𝜓/,#,#
(#) Û𝐻�\Û	𝜓(,#,#

(#) úÛ > 	 /
(
|(𝐸/

(#) − 𝐸(
(#))| for the 2 ML and 5 ML cases, thus 

suggesting the perturbation is too large for convergence of the perturbative series. 

Solvent Washing Procedure for External Dielectric Modulation 

The procedure for the solvent washing experiment starts with 1 mL of as-prepared HgTe 

NPLs are added to a vial with Hg(OAc)2/acetonitrile solution. This solution was obtained by 

dissolving 15 mg Hg(OAc)2 in acetonitrile at room temperature. Two phases can be clearly 

discerned due to the miscibility of acetonitrile in hexanes. The vial was vigorously agitated for 1 

minute (on vortexer), then allowed to settle until the 2 phases were separated again. Colloidal 

stability of NPLs in hexanes was maintained and no obvious phase transfer happened. The 

hexanes layer was then taken out and the absorption spectrum were taken. The samples after 

washing were centrifuged at 14000 rpm for 5 min, with extra oleylamine added to keep the 

colloidal stability of HgTe NPLs. The supernatant was discarded and the pellet was resuspended 

in fresh hexanes for another absorption spectrum. It should be noted that this experiment was 

repeated with just acetonitrile and without any Hg(OAc)2, which led to the same shift in the 

absorption spectrum. 
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FTIR of the 3 ML HgTe NPLs during the Washing Process 

 

 

  

Figure 5.11 FTIR of 3 ML HgTe Nanoplatelets during Washing 

FTIR of 3ML HgTe NPLs with varying parameters for the washing procedure, showing that the 

NPL structure was unchanged. 
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Solvent Washing Experiment for 3 ML CdTe, CdSe, and HgSe NPLs 

 

Figure 5.12 Absorption Spectra of Various NPLs after Washing 

Absorption spectra of 3 ML CdTe (top), CdSe (middle), and HgSe (bottom) NPLs after the same 

washing procedure as outlined prior. 
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Further Details for the Solvent Washing Experiment for 3 ML HgTe 

 

Figure 5.13 Elliott Model Fits of CdSe and CdTe Absorptions 

Absorption spectra of 3 ML CdSe (top) and CdTe (bottom), and their corresponding Elliott fit 

contributions, showing no change. 

Figure 5.14 3ML Absorption during Washing Procedure 

Absorption spectra of 3 ML HgTe for the washing procedure as outlined in Sec. VII-A. 
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Figure 5.15 Elliott Model Fit Contributions for 3ML HgTe during Washing 

The Elliott fit contributions for the 3 ML HgTe absorption data in the washing procedure. 
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Chapter 6 

Software Development for Spectral Analysis 

This chapter uses materials with permission from co-authored manuscripts, “Atallah, T. L., Sica, 

A. V., Shin, A. J., Friedman, H. C., Caram, J. R. Decay Associated Fourier Spectroscopy: 

Visible to Shortwave Infrared Time-Resolved Photoluminescence Spectra. J. Phys. Chem. A. 

123, 6792-6798 (2019)” and “Tenney, S. M., Tan, L. A., Sonnleitner, M. L., Sica, A. V., Shin, A. 

J. et al. Mesoscale Quantum-Confined Semiconductor Nanoplatelets through Seeded Growth. 

Chem. Mater. 34, 6048-6056 (2022).” 

6.1  Processing Data Stream from Hydraharp 

I helped build the custom Fourier spectrometer that was used to collect the emission and 

lifetime of (thiolfan)YbCl(THF) in Chapter 2. This optical setup was used to perform decay-

associated Fourier spectroscopy (DAFS), which was developed and published by Dr. Timothy 

Atallah.194 In DAFS, the emission passes through a variable path length Mach-Zehnder 

interferometer (MZI) and is detected with simultaneous spectral and temporal resolution. The 

emission is collected by superconducting nanowire single photon detectors (SNSPDs). The reading 

from the SNSPDs is sorted by the Hydraharp 400 (Picoquant) module in time-tagged time-resolved 

(TTTR) mode. I contributed significantly to the development of the custom processing codes to 

collect and analyze the TTTR data to produce interpretable DAFS spectra. 

For a DAFS measurement, the sample is inserted into a stage with off-axis parabolic 

mirrors for colocalization of excitation and emission (Figure 6.1). The MZI is first aligned to the 

excitation laser to optimize fringe contract, and then spectral filters are inserted to leave only the 
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sample emission. The DAFS signal is further optimized to sample emission at each extreme of the 

translational leg of the MZI before collection. Once collection begins, the SNSPDs detect photons 

for a given measurement duration, of which information is saved in the data stream from the 

Hydraharp. This data stream can grow to multiple GBs of information, requiring an efficient 

processing code.  

 

The Hydraharp produces a binary file with each photon arrival record stored in units of 32 

bits (Figure 6.2). The 32 bit event records are queued in a FIFO (first in first out) buffer that can 

hold up to 256k events, after which an overflow is marked. In each unit of 32 bits, the first bit is 

denoted “SPECIAL,” and indicates whether there was a photon event (0) or an overflow event (1). 

An overflow is marked when the FIFO buffer is full, and a new one must be recorded. Therefore, 

the number of total overflows indicate the number of FIFO buffers (or the number of 256k photon 

Figure 6.1. DAFS Optical Setup. 
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events) that make up the entire data collection. The next 6 bits make up the channel number of the 

four channels that are available on the Hydraharp. The next 15 bits make up “DTIME,” which 

represents the arrival time of the photon after the last sync event, or laser pulse. The last 10 bits 

consist of “NSYNC,” which indicates the number of sync events for a photon event and the number 

of overflows for an overflow event. The relative time of arrival for the photon event, since the laser 

pulse, can be calculated by multiplying DTIME with the temporal resolution (usually 16 ps or 

higher).  And the real time of arrival of a photon event, since the start of collection, can be 

calculated by dividing NSYNC by the sync rate and adding it to most recent relative time of arrival.  

 
 I developed both the processing code that converts the binary file into decimal numbers, 

and also the analysis code for interpretating spectral information to produce DAFS spectra. 

Because the data files can be large, writing a processing code that saves computational memory 

was necessary. I used two strategies to reduce memory and speed up the code. First, I processed 

data in smaller sizes (e.g., 25 MBs) so that the code does not have to process the full GBs of data 

at once. Second, I used an efficient indexing scheme to reduce a double for-loop to a single for-

loop code, allowing data to be processed in minutes as opposed to hours. As shown in Figure 6.3, 

the 32 bit event is pulled from the .ptu file that is generated from the Hydraharp after 

measurement. Then my MATLAB code takes in a portion of that binary file, converts to decimal 

Figure 6.2. Hydraharp photon event binary format.  
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numbers, and stores it in a bivariate histogram. Instead of processing with two for loops to index 

each x and y axes of the histogram, I used the x and y values as indices themselves to reduce the 

processing to one for loop. The single for-loop code indexes through the data and stores it in the 

histogram bin that corresponds to the appropriate photon arrival time and stage position. The 

entire measurement data is processsed once the procedure in Figure 6.3 is repeated to extend to 

the full size of the data file. 

 

The advantage of our DAFS technique is that it involves time-correlated single photon 

counting (TCSPC), which allows background free collection of time-resolved 

photoluminescence. The background-free method is made possible by balanced detection, where 

two detectors are used to remove constant background. DAFS data is collected for each input 

channel, which corresponds to individual detectors that were used during the measurement 

(Figure 6.4a). The detector signals can be plotted against each other to determine correlated 

signal, which corresponds to constant background. In other words, only scatter will trigger both 

Figure 6.3. Processing Code Design for DAFS Data. 
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detectors simultaneously, because photoluminescence signal will leave the MZI, pass through a 

beamsplitter, and only trigger one detector. Therefore, the correlated data across both detectors 

can be extracted out, as shown in Figure 6.4b. Furthermore, the slope of the fitted line can be 

used to correct for the difference between the two detectors baseline, producing a polished 

interferometric trace (Figure 6.4c).  

 

Once the binary file is processed and converted into a bivariate histogram, the number of 

photons and their arrival time at a particular stage position is indicated in a 2D plot. As shown in 

Figure 6.5, the DAFS data can be Fourier transformed to produce a time-resolved 2D spectra, 

which contains both photon energy and lifetime information. The SNSPDs and avalanche 

photodiode detectors (APDs) expand the wavelength of collection from visible to 2 μm. With 

this range, we were able to collect photoluminescence from both PbS and CdSe nanocrystals, 

which emit at 1.1 eV and 2.1 eV, respectively. While there are no energy transfer events between 

these two species, this method can probe energy transfer dynamics between a variety of species, 

without the need to separate them before spectroscopic measurements. Therefore, the DAFS 

technique is unique in that it can capture complex energy transfer dynamics simultaneously. 

Figure 6.4. Spectral Analysis Code for DAFS 
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6.2  Analyzing TEM and PL Images of Nanoplatelets 

In Chapter 5, I presented published results on the effects of dielectric screening on the 

binding energy of semiconductor nanoplatelet (NPL) excitons. I continued to collaborate with Dr. 

Stephanie Tenney, who developed a seeded growth procedure to produce mesoscale CdTe 

nanoplatelets.195 With larger NPLs, they were able to be imaged by both optical and electron 

microscopy to capture inhomogeneities on the surface. The NPLs were imaged with transmission 

electron microscopy (TEM), and the same NPLs were brought to the microcopy setup to collect 

photoluminescence (PL) images. I wrote the analysis code to process correlated images from TEM 

and PL measurements.  

Because the TEM and PL images are not aligned at collection, the images had to be 

processed post-hoc in order to find the correct overlap. The PL images had lower resolution then 

the TEM images, in which each pixel correlated to a PL intensity across 250 nm (limited by the 

beam spot). An example PL image of CdTe NPL and its corresponding TEM image are shown in 

Figure 6.6. The background subtraction for the TEM image was done through a simple intensity 

filter. The threshold intensity was determined by plotting a histogram of the TEM pixel intensities. 

Figure 6.5. DAFS Spectra of PbS and CdSe Nanocrystals 
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While most of the background was subtracted by indexing out sub-threshold pixel intensities, some 

background near the edges of the NPL remained and some intensities were removed from the NPL 

surface. However, a quick intensity filter was sufficient enough for correlation analysis. After the 

intensity filter, the TEM image was blurred to match the pixelation level of the PL image using 

gaussian blurring. Then, a single for-loop optimization code was used to find the relative 

positioning between the blurred TEM and PL images that produced the least difference in intensity. 

 

6.3  Processing Blinking Emission of Nanoplatelets 

With larger nanoplatelets, trace amounts of quantum dots were found in the TEM images, 

as seen in HgTe and HgSe nanoplatelets NPLs and their infrared emission from quantum dot (QD) 

defects. We observed a near unity energy transfer from NPL to these QDs, which seem to shift 

Figure 6.6. Snapshots of Correlated TEM and PL Image Processing Code 
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over time.139 The QD and NPL energy transfer dynamics are part of an ongoing investigation, in 

which we observe blinking in the emission traces. In order to analyze the blinking traces, I 

developed an analysis code that determines the time duration between on and off states. However, 

determining the on and off intensities can be challenging, especially considering background noise.  

The schematic for analyzing blinking traces, assuming just one transition, is shown in 

Figure 6.7. Assuming just one set of on states, an intensity threshold can be established to generate 

a corresponding binary trace (orange) to the collected PL intensities (blue). The binary trace can 

then be further analyzed to identify change points. The time duration between ON and OFF change 

points are histogrammed to produce the distribution of blinking time intervals.  In order to 

differentiate between ON and OFF change points, I used a for loop and an identifier variable that 

gets updated after each change point as “0” for OFF and “1” for ON. If the identifier was ON 

before, then the identifier is changed to the OFF state and the time interval is recorded. At the end 

of the for loop, these time intervals can be histogrammed to produce the distribution of blinking 

times.  
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Figure 6.7. Blinking Trace Analysis from One Transition 
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Chapter 7 

Chemical Education Research of Student Virtual 

Engagement 

Adapted with permission from a manuscript in preparation, “Shin, A. J. et al. Observational 

study of student engagement and its relationship to design elements of remote chemistry 

discussion sections. J. Chem. Educ. (2023) [submitted].” 

7.1  Introduction to Distance Learning 

Intentional course design that promotes student engagement has been shown to enhance 

academic satisfaction, motivation, and performance. In this work, we investigate key elements of 

discussion sections that have been highlighted in prior literature and their effects on student 

engagement in a remote chemistry setting. We quantify student engagement through direct 

measurement of camera, mic, and chat usage in order to determine student visual and verbal 

presence (Figure 7.1). The results of this investigation suggest that the combination of required 

attendance, TA/LA movement between breakout rooms, small group size, and assigned 

worksheets are necessary to ensure higher camera usage, while the incorporation of assigned 

groups and roles lead to further improvements in student use of mic and chat. Additionally, this 

study suggests that the average level of student engagement remains relatively consistent across 

the term, which may have implications for establishing classroom norms.  
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In response to the COVID-19 pandemic, universities across the globe pivoted from offering 

in-person to remote instruction within a matter of days. This presented a major challenge for 

instructors, given the drastic changes that had to be made abruptly to course design. But the concept 

of remote learning is far from new, and the advent of the internet expanded distance education 

(DE) long before the pandemic occurred.196 In 2008, 96% of public two-year colleges and 86% of 

public four-year colleges offered some form of online courses,197 and by 2014, it was estimated 

that 5.8 million students were enrolled in at least one online course in the United States higher 

education system.198 Three years after the start of the pandemic, there remains widespread 

acknowledgement that DE has an important role to play in the future of education.199,200  

One of the consistent findings of DE literature is that interaction is critical to learning.201–

205 Increasing student-content, student-instructor, and student-student interactions in the online 

Figure 7.1 Schematic of Observational Study 
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classroom has been found to positively affect student learning, although the mechanism through 

which this occurs has not been fully explained.203 Bernard et al. (2009) hypothesized that 

incorporating more interaction into the remote classroom may ultimately result in an increase in 

student cognitive engagement,203 which has been linked to student motivation, achievement, and 

persistence, both for F2F and virtual classrooms.206,207 Therefore, investigating how deliberately 

structured course interactions influence students’ online engagement is an important aspect of 

effective course design for future DE and perhaps even hybrid implementation.  

Despite student engagement suffering during the pandemic,208 many successful strategies 

for engaging students in distance learning have been reported.209–216 Research regarding online 

learning maintains that an effective online education can be achieved with the development of a 

learning community.217–219 Many of these studies investigate approaches that are grounded in the 

Community of Inquiry (CoI) framework, which highlights the importance of building an online 

community that allows for students to experience active social, cognitive, and teaching presence. 

220 Specific CoI practices include facilitated discussions, structured teams, problem-based 

learning, and ice-breaker activities.221–225 

While many of these high-impact practices have also been reported as beneficial in F2F 

environments,226–229 it has been suggested that what is ultimately effective in DE may be different 

from what is effective in F2F education.211,230,231 This is one reason why comparisons between in-

person and distance learning can be misguided. As DE becomes a well-established educational 

practice, there is ultimately less of a need to compare its methods to F2F education.203 Rather we 

should focus on evaluating the effectiveness of remote practices within the context of hybrid and 

distance education itself.232,233 
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The complete transition to remote instruction during the pandemic provided us with an 

opportunity to examine the effect specific pedagogical practices have on student engagement in an 

entirely DE environment. Our research aims to address two questions: (1) how do various design 

elements of discussion sections affect student video, mic, and chat usage in a DE setting, and (2) 

to what extent are camera and mic/chat usage correlated to each other?  

In addressing these questions, we were able to consider a population of F2F students not 

typically associated with DE research prior to the pandemic,234 but who very likely will be the 

subjects of distance or hybrid learning in the future. Therefore, the insights gained from this 

research help contribute to the identification of key design elements of future discussion sections 

in remote and potentially hybrid environments, especially amongst traditional students enrolled in 

F2F universities. Our results indicate that specific discussion elements have varying impacts on 

student engagement, suggesting that an informed selection of design elements is critical to 

ensuring majority student engagement in remote discussion sections in chemistry courses. 

7.2  Study Details 

This study was conducted in the Department of Chemistry and Biochemistry at a large, 

public, research-intensive university, and it was determined not to meet the definition of Human 

Subject Research by the university’s Institutional Review Board. By March 2020, the university 

campus was closed, and most in-person instruction halted due to the COVID-19 pandemic. 

Between Spring 2020 and Summer 2021 quarters, the vast majority of classes were conducted 

online, including those observed in this study. Specifically, the study was conducted during the 

ten-week quarters of Fall 2020 and Winter 2021 (abbreviated F2020 and W2021). The observed 

chemistry courses consisted of lecture sections with 150-350 students and discussion sections with 
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25-35 students (Table 1). Further details for these courses are presented in Table S1 and a more 

comprehensive table of observational details are found in Tables S2 and S3.  

The department offers two different chemistry series: one designed for Life Science (LS) 

majors and one for Physical Science (PS) majors. Within both series, the usual progression 

includes two general chemistry lecture courses followed by two LS or three PS organic chemistry 

lecture courses (the laboratory courses are held separately for both series). For the purpose of 

anonymity and simplicity, the observed courses are labeled with a letter (A to I), and details of 

their course descriptions can be found in the Methods section. Notable aspects regarding the 

number of students and breakout rooms of the observed courses are also shown in Table 1. For 

F2020, each discussion section was observed once. For W2021, some discussion sections were 

observed more than once, leading to a larger number of students of observed relative to course 

enrollment size. 

Because the courses observed in this study were held synchronously, enrolled students 

were required to have stable access to Zoom. Fortunately, resources were readily available to all 

students; the university library provided laptops, iPads, and other technological devices required 

for remote learning. Despite this, we must acknowledge that some students in the observed courses 

may not have turned on their videos due to broadband or privacy issues. This is based on 

discussions with departmental instructors, as well as reports given in the literature.235,236 
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Table 7.1. Information on Observed Courses.  

Course 
Label 

Course Designation 

(Intended Major, Course 
Topic, Order in Course Series) 

Number of 
Students 
Observed 

(NS) 

Number of 
Breakout 
Rooms 

Observed 

(NBR) 

Total 
Number of 
Learning 
Assistants  

 

Enrollment Size 
(Number of Lecture 
Sections per Course) 

Fall 2020 

A Physical Sciences Organic 
Chemistry I 37 9 9 121(1) 

B Life Sciences Organic 
Chemistry II 93 9 19 568(2) 

C Life Sciences Organic 
Chemistry I 114 17 27 596(2) 

D Physical Sciences General 
Chemistry I 26 5 20 674(3) 

E Life Sciences General 
Chemistry I 82 21 27 234(1) 

Winter 2021 

F Life Sciences Organic 
Chemistry II 535 60 32 668(2) 

G Life Sciences Organic 
Chemistry I 212 60 20 394(2) 

H Physical Sciences General 
Chemistry II 259 89 30 575(2) 

I Life Sciences General 
Chemistry II 437 115 14 227(1) 

Course abbreviations, corresponding course names, total number of learning assistants, enrollment 
size, and numbers of students (NS) and breakout rooms (NBR) observed in this study are shown.  
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Course Setup. For both F2020 and W2021 quarters, the observed courses had 50-minute 

synchronous lectures online that met 3 times a week. All of the courses held lectures live on Zoom 

and a few of them provided recordings of the lectures as well (C, E, H, and I). The instructors had 

online office hours that met approximately 3 hours a week. The discussion sections met for 50 

minutes each week (except for courses E and I, which had 110-minute weekly discussion sections) 

and took place synchronously over Zoom. Generally, the courses had two midterms and one final 

exam, all taken in a remote format. Any deviation from the above descriptors is presented in Table 

7.3. 

Discussion Section Setup. This study focused specifically on observed student 

engagement within discussion sections as discussion sections tend to be more interactive than the 

lecture component of the course. In general, the purpose of the discussion section is to give students 

a chance to work on course material as well as to receive additional help. There are no departmental 

specifications for how discussion sections must be set up and the instructors had full control over 

the structuring of their discussion sections, including whether attendance was required. For the 

courses observed in this study, discussion sections met once a week and consisted of 25-35 

students, a few Learning Assistants (LAs), and a Teaching Assistant (TA). TAs were graduate 

students and LAs were undergraduate students who were experienced in the courses and went 

through an application process to be hired.  

While instructors can recruit LAs to assist with discussion, they are not required to do so. 

This study only included courses that hired LAs in their discussion sections because the study was 

facilitated through author S. S., the director of the LA program. Nonetheless, it should be noted 

that many courses at the observed institution incorporate LAs into discussion sections, based on 

known benefits of LA facilitation: increased student satisfaction,237 decreased failure rates,238 and 
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more equitable classrooms.239 All LAs were trained on pedagogical techniques through a one-hour 

weekly seminar and met weekly with the course instructor and/or TAs to prepare for the upcoming 

discussion. However, the number of assigned LAs (see Table 7.1) and how the LAs were instructed 

to facilitate discussions (see Figure 7.2) varied by course. 

7.3  Methods 

Measuring Engagement. In this study, student engagement is quantified by the measurement 

of camera, mic, and chat usage. There are many ways to define student engagement, with current 

literature focusing on three main forms. Behavioral engagement is situated around participation 

and can include involvement in activities as well as persistence.240–244 Cognitive engagement is 

based on student investment, and it includes students’ willingness to exert necessary effort as well 

as the learning strategies students use.245,246 Lastly, emotional engagement focuses on the positive 

and negative reactions students have towards instructors, peers, and learning the content.247,248 For 

this study, we focused specifically on methods to measure behavioral engagement as it is 

considered a critical aspect of achieving positive academic outcomes and is easily quantifiable 

through observations.249,250  

There are numerous established methods for measuring behavioral engagement in 

technology-mediated learning, from self-report measures such as the NSSE or OSE surveys,251,252 

to descriptive statistics that detail how class time is spent.253 Given that there has been interest 

expressed in more direct observations of student engagement,203 we have developed a 

straightforward method to quantify student engagement in remote discussion sections. One 

limitation of collecting observational data is the need to adequately train observers, especially 

when engagement is measured by more abstract criteria such as a student engaging in explaining 

or reflecting, or conversely, being distracted or frustrated.254–256 In this study, easily quantifiable 
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measures of engagement were used, thus allowing for the observers to readily collect data across 

multiple classes. One such marker of behavioral engagement is the number of cameras turned ON 

in a breakout room, which will be referred to as visual presence. Prior literature indicates that 

students who are more engaged will be more likely to turn their cameras ON.236,257  

With that said, lack of camera usage does not necessarily hinder engagement entirely, given 

mic and chat options are available in Zoom. For this reason, a second definition of behavioral 

engagement is included, which quantifies the student-student (F2020) and student-student/TA/LA 

(W2021) conversations occurring within a breakout room. This will be referred to as verbal 

presence. While verbal presence includes both mic and chat usage, a relatively small portion of 

observed conversations occurred through chat (e.g., 3% of observed students in W2021 used chat). 

Therefore, verbal presence describes mainly vocal interactions.  

The use of camera, mic, and/or chat has been used as an indicator of student engagement 

previously,258 and the concepts of visual and verbal presence are grounded in social presence 

theory, which posits that interaction can be achieved by verbal inflections and nonverbal 

cues.259,260 These factors corroborate our choice of camera and mic/chat usage as measures of 

student engagement. While some nuance will be lost with such broad measures of engagement, 

the ease for which this data can be collected may prove valuable in situations where the resources 

to conduct more detailed studies are not readily available.  

Data Collection. The authors D. D. B. and A. J. S. were granted access to all Zoom 

discussion sections for courses A - I during F2020 and W2021 quarters, respectively (Table 7.1). 

Discussion sections were selected at random for observation. For F2020, a total of 61 breakout 

rooms with 352 students were observed in courses A - E, and for W2021 a total of 342 breakout 

rooms with 1,434 students were observed in courses F - I. It should be noted that the total count 
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for W2021 contains students that were observed more than once. The specifics relating to data 

collection are detailed below. 

Data Collection for Fall 2020: Preliminary observations for F2020 looked at one 

discussion section each week between weeks 6-9. The observer logged onto the discussion section 

through Zoom anytime during the middle of class once all the students were placed in breakout 

rooms. For any given discussion section, all breakout rooms within that discussion section were 

observed. Discussion section observations occurred for approximately 2 minutes per breakout 

room, essentially collecting snapshots of each breakout room in order to create an ensemble 

average of student engagement. This time window was limited to 2 minutes so that the observer 

could attend all breakout rooms for a given discussion section and still attend other discussion 

sections that were running simultaneously. 

During these discussion observations, several data points were collected (see Table 7.4 for 

raw data): the total number of breakout rooms visited (NBR), the total number of students observed 

(NS), the number of breakout rooms where students conversed with other students through mic or 

chat (BR[SS]), and the number of students with their cameras ON in each breakout room (CAM). 

Initial measurements in F2020 defined verbal presence as the percentage of breakout rooms where 

a student was observed directly talking to another student (red bar in Figure 7.2, left; BR[SS] (%) 

in Table 7.4) and visual presence as the percentage of cameras turned ON (gray bar in Figure 7.2, 

left; CAM (%) in Table 7.4). 

Data Collection for Winter 2021: In W2021, from weeks 2-10, approximately 4-10 

discussion sections from different courses were observed weekly. These sections were sometimes 

observed more than once across different weeks. Data from weeks 2-10 were analyzed for visual 

presence and reported in this manuscript. Updated definitions for verbal presence were still being 
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finalized during weeks 2-4 of W2021, therefore data collected during weeks 5-10 were used for 

this measurement. Table 7.6 shows the timeline of the NS and NBR observed for each week during 

weeks 2-10 during the W2021 quarter in an effort to portray the scale of this study.  

Due to the limited student-student interaction observed for some discussion sections in 

F2020, it was decided to expand the definition of verbal presence in W2021 to include students 

speaking to TAs and LAs as well. Ultimately, we used two new definitions of verbal presence for 

the W2021 study: % of observed breakout rooms with student-student/TA/LA mic/chat usage and 

% of student-student/TA/LA mic/chat usage. There is a distinction between these two measures 

that should be noted. For example, having 100% of breakout rooms with observed verbal presence 

does not mean that all students are participating; it only guarantees that at least one student is 

communicating via mic/chat in each breakout room. Comparing the % mic/chat usage per breakout 

room versus per student can provide a better understanding of whether one student is dominating 

the conversation in a breakout room. 

The observation window for this quarter lasted 2-5 minutes on average per breakout room. 

For W2021, verbal presence is defined as the percentage of breakout rooms with any student 

conversations (light blue bar in Figure 7.2, right; BR[AS] (%) in Table 7.5) and the percentage of 

students participating in any conversation via mic/chat (dark blue bar in Figure 7.2, right; NS[AS] 

(%) in Table 7.5), where any indicates the expansion of conversation partners to anyone, including 

other students, TAs, and LAs. The definition for visual presence remained the same for W2021 

(gray bar in Figure 7.2, right; CAM (%) in Table 7.5). Although all courses were not observed 

weekly, a majority of them were observed each week (specific details in Table 7.6). 

Identifying Discussion Design Elements. This study investigates a combination of six 

design elements: required attendance, TA/LA movement, assigned worksheets, small group work, 
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assigned groups, and assigned roles. The choice of these discussion elements was a result of 

observing how F2020 discussion sections were run. These were some of the recurring design 

elements frequently observed, and therefore became the primary comparison measurement for 

discussion structure. These elements are detailed in Table 7.2. While there are other elements that 

can be considered, these six elements have been previously highlighted in the literature, thereby 

providing support for their further investigation.  
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Table 7.2: Description of Various Design Elements Used in Observed Discussion Sections. 

Discussion sections that contained any of the below elements are marked with a colored box in 

Figure 7.2. 

Design Element Description 

Required 
attendance 

All discussion sections were held synchronously, but not all courses required 
students to attend discussion. For courses marked for required discussion 
attendance, students were awarded course credit (not extra credit) for attending 
that counted towards their final grade. 

TA/LA movement 

All observed discussion sections used breakout rooms, and TA/LA movement 
refers to specifically when the TAs and LAs were instructed to move between 
different breakout rooms rather than stay in one location (e.g., TA stays in the 
main room and LAs stay in their respective breakout rooms). 

Use of small 
groups 

When noting the presence of small group size, we chose to categorize groups as 
small (having five or fewer students) or large (having six or more students). 
While the literature surrounding optimal group size lacks consensus, there are 
recommendations for using groups consisting of 3-5 students.261  

Assigned 
worksheets 

All courses had a worksheet or problem set for students to work on during 
discussion, but this element refers to whether the activity was submitted for 
grading and specifically intended for discussion section only. The structure of 
the worksheets ranged from low- to high- structured, and both accuracy and 
completeness grading were counted.  

Assigned groups 

Observed discussion sections either allowed students to select their own group 
by joining the breakout room of their choosing, or the TA assigned students to a 
particular group or breakout room. In this case, a discussion section with 
assigned groups is one in which the instructor specified that students work in 
designated teams, and these teams generally remained consistent throughout the 
quarter.  

Assigned roles 

Assigned roles indicate whether students were given specific instructions on 
how to facilitate group discussion. The discussion sections that used team roles 
did so based on the POGIL (Process Oriented Guided Inquiry Learning) model. 
262,263  Students were assigned a new role each week, and the roles rotated 
weekly.  
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7.4  Results 

The general and organic chemistry courses observed in this study employed varying 

combinations of design elements, enabling comparisons of the impact these discussion elements 

have on multiple definitions of student engagement within a DE environment. We present the 

insights gained from observing camera usage and mic/chat usage in sequential order, elaborating 

on trends seen individually in F2020, W2021, and across both quarters. Additionally, we 

investigate the relationship between visual and verbal engagement, specifically determining how 

correlated these variables are, as well as how consistent both forms of engagement remain during 

the quarter. 

 

Figure 7.2 Observed Engagement with Varying Discussion Elements 

Engagement measures for snapshots of four (F2020) and six (W2021) weeks of discussion 

sections. For F2020 on the left, the percentage of total students with cameras ON (% Cameras 

ON) and the percentage of breakout rooms with students engaging another student through 

mic/chat (% Breakout rooms with student-student interaction) are shown. For W2021, the 

percentage of total students with cameras ON (% Cameras ON), percentage of breakout rooms 

with students engaging anyone else through mic/chat (% Breakout rooms with student/TA/LA-

student interaction), and the percentage of total students engaging anyone else through mic/chat 

(% Student/TA/LA-student interaction) are shown. 
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Impact of Discussion Elements on Student Engagement. Factors Affecting Visual 

Presence (i.e., camera usage). Focusing first on data collected in Fall 2020 (Figure 7.2, left), the 

course with the most structural elements had the highest indication of visual presence (course E) 

as compared to the less-structured courses (courses A - D). Examining the data for courses A and 

B suggests that required attendance with small or assigned groups only were inadequate for 

ensuring high visual presence in a remote environment. The large increase in visual presence 

between courses A, B, and C and courses D and E suggests that discussions need to be more highly 

structured to get students to turn their cameras ON. Specifically, it seems that requiring attendance, 

asking TAs/LAs to move between breakout rooms, and assigning groups and worksheets may be 

beneficial design elements in terms of promoting visual presence.  

Similar trends are also observed in Winter 2021 (Figure 7.2, right), during which the course 

with the most structure had the highest indications of visual presence (course I) compared to less 

structured courses (courses F - H). The relatively large increase in camera usage from course F to 

G suggests that requiring attendance, using small groups, and encouraging TA/LA movement 

together may better support camera usage compared to only having an assigned discussion activity. 

Nonetheless, course G did not see particularly high camera usage either compared to courses H 

and I; this is in accordance with the Fall 2020 observations that the inclusion of the first four 

discussion elements was important in ensuring higher camera usage in breakout rooms.  

Comparing data collected in F2020 and W2021, course H included the same design 

elements as course D with the addition of assigned groups, yet the visual presence observed for 

both courses D and H were quite similar. This seems to imply that good camera usage can be 

achieved without assigning groups, so long as students are held accountable through other means 

(such as required attendance, working in small groups, and completing assigned activities) and are 
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adequately supported through TA/LA movement between groups. The progression from courses 

D and H to courses E and I suggests that assigned roles may further encourage visual presence. 

Factors Affecting Verbal Presence (i.e., mic/chat usage). In Fall 2020, verbal presence was 

defined as students directly speaking to other students through mic or chat. Using this definition, 

no verbal presence was observed in courses A, B, and C. These breakout rooms, however, were 

not always silent. Instead, most of the dialogue occurred between students and TAs or LAs, rather 

than with other students. In these breakout rooms, TAs and LAs have been observed to lecture or 

demonstrate problem solving, and to only occasionally prompt students to speak. Therefore, it 

appears that additional design elements beyond what was used in courses A, B, and C may be 

necessary to ensure verbal presence, particularly between students.  

Some verbal presence in course D is observed, which suggests that TA/LA movement is 

an important factor for promoting conversations amongst students. This could be because without 

a TA or LA constantly present in the breakout room, students are made to engage with each other. 

A very large increase in verbal presence was observed once both assigned groups and assigned 

roles were included as part of the discussion structure (course E). In course E, students not only 

worked with the same group of students each week, but students also were assigned specific group 

responsibilities that rotated weekly. It should also be pointed out that course E had a much higher 

LA-to-student ratio compared to the other observed courses. The high structure of the course 

ensured that groups could work independently, yet all groups also had ready access to TA/LA 

assistance.  

As noted in the Methods section, a more general definition of verbal presence was explored 

in W2021, not only including student-student interactions but also student-TA/LA interactions as 

well. The change in definition occurred as an effort to investigate the forms of student engagement 
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that were occurring in less structured courses, such as courses A, B, and C, which had little to no 

observed verbal presence using the original definition. By altering the definition of engagement to 

include student interactions with TAs and/or LAs, relatively high verbal presence was seen for all 

W2021 observed breakout rooms, regardless of discussion structure. Nonetheless, the number of 

students involved in these conversations varies depending on the design features of the discussion 

section. For instance, course F had much fewer student-student/LA/TA conversations compared 

to the percent of breakout rooms with observed interactions, indicating that only a few students 

likely contributed to the overall discussion within a given breakout room.  

A similar effect is observed for course G. While verbal presence increases from course F to 

course G, there is a large difference between the interaction per student and interaction per 

breakout room. Based on course G, it appears that having smaller groups, TA/LA movement, and 

required attendance may increase verbal presence along with visual presence, although the 

discussion seems to be occurring primarily between the TA/LA and students. With course H, the 

verbal presence per breakout room and per student are similar, suggesting that multiple students 

were participating within a breakout room; this indicates that assigning groups and activities can 

promote student conversations in particular. If groups and activities are not assigned, perhaps TAs 

and LAs are more likely to lecture, leading to less opportunities for students to interact with other 

students. Lastly, course I shows high verbal presence for both definitions, indicating that assigning 

roles in addition to the first five elements may not necessarily result in more discussion between 

students but perhaps can lead to more overall interaction in the percentage of breakout rooms. 

Correlative and Temporal Analysis of Camera and Mic/Chat Usage. Given the importance 

placed on camera usage during remote instruction, we investigated the connection between the 

number of cameras turned ON and the amount of verbal engagement occurring in a breakout room. 
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To investigate this relationship, we calculated the percentage of camera usage and mic/chat usage 

by counting the number of students who had their cameras ON (visual presence) or conversed with 

another student, TA, or LA through mic/chat (verbal presence) and dividing it by the total number 

of students observed for that week. In this measurement, students were only observed once per 

week. This essentially considers the average weekly visual and verbal presence for each course. 

Because we did not observe each course every week during F2020, only the Winter 2021 data is 

analyzed in this manner.  

The data shows a strong correlation between visual and verbal presence (R2 = 0.67), where 

higher visual presence is associated with higher verbal presence, as shown by the slope of 0.7 for 

the fitted line (Figure 7.3a). Interestingly, the courses are generally clustered, with the lowest 

structured course (course F) in the bottom left quadrant and the highest structured courses (courses 

H and I) in the top right quadrant of Figure 7.3a. This indicates that the level of visual and verbal 

presence remains relatively consistent throughout the quarter for each course. Additionally, the 

ratio of camera usage to mic/chat usage appears to stay consistent across most of the courses, 

indicating that those two parameters are strongly correlated for the various discussion styles 

observed.  

Visual presence and verbal presence closely track each other over time, where the camera 

and mic/chat usage percentages remain relatively stable across the observed 9- and 6-week 

timeframes, respectively (Figure 7.3b). Courses G and H show less correlation between camera 

and mic/chat usage during weeks 5-6 and weeks 9-10, respectively. This may be due to smaller 

sample sizes for courses G and H (25 and 30 students observed per week on average) relative to 

the sample sizes of courses F and I (62 and 56 students observed per week on average). Therefore, 

the correlation between camera and mic/chat usage seems to stay relatively the same as the quarter 
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progresses. Unfortunately, our definition of verbal presence was not finalized until week 5 of the 

W2021 quarter, so it is unclear if the trend differs during the first half of the term for mic/chat 

usage. Given the trend observed in camera usage and its strong correlation to mic/chat usage, 

however, it seems the average level of both verbal and visual presence remains relatively stable 

throughout the quarter.  

 

  

Figure 7.3 Correlative and Temporal Analysis of Observational Data in W2021.  

a) Linear trend observed between the percentages of camera usage and mic/chat usage for 

courses F – I (R2 = 0.67). b) Week-by-week trend of the same percentages in (a) 
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7.5  Discussion 

While incorporating all of the design elements investigated in this study seems to increase 

student engagement, it appears that some strategies are more impactful than others in terms of 

stimulating visual or verbal presence. The data suggests that increased visual and verbal presence 

is associated with high TA/LA movement, smaller group sizes, and assigned groups and 

worksheets. This holds true for both F2020 and W2021, where courses D, E, G, H, and I all had 

higher levels of visual and verbal presence. With that said, verbal presence did not increase as 

dramatically as visual presence with the addition of these elements, indicating that camera usage 

and mic/chat usage are impacted differently by various discussion elements.  

These results are aligned with previous DE literature findings, which advocate adding 

structured elements to a course in order to increase student engagement.203,207 In particular, smaller 

class sizes have been connected to higher camera usage,264 and it has been suggested that groups 

larger than five make it difficult for students to share out with the rest of the group.265 However, 

in this study, small group size and mandatory attendance alone were insufficient at encouraging 

visual presence, but they did seem to be important factors when used in combination with other 

design elements.  

The TA/LA movement element seems to be another important factor to consider when 

designing remote classrooms. The isolation experienced in a breakout room is vastly different than 

that in a F2F classroom, and Woodbury et al. suggests that the rotation of instructors between 

breakout rooms can help with pacing as it may be difficult for students to assess their progress 

relative to other groups.266 Thus, the movement of instructors between breakout rooms contributes 

to students’ overall social presence, perhaps because frequent visits helps students stay on track 

and engaged with the content. Interestingly, this study indicates that having a TA or LA remain in 



198 
 

the same breakout room for the entire session can be a deterrent to student camara usage and 

dialogue, even if there is an assigned activity for students to work on.   

Our results also highlight the importance of assigned activities, teams, and roles. These are 

critical elements of POGIL (Process Oriented Guided Inquiry Learning), which has been shown 

to increase engagement in the F2F environment.267,268 While remote learning requires a different 

level of structure than in-person learning,232 these practices have been found to be beneficial in the 

virtual classroom, both through this work and the work of others. It has been shown that pre-

assigned groups increase student interaction,210 and structured activities lead to more collaboration 

in breakout rooms.212,213,223,269 Furthermore, students with assigned roles tend to have a stronger 

online presence,270 interact more with other students,271 and are better at acquiring collaborative 

knowledge.272,273  

While this study alludes to general benefits gained by implementing high-impact practices 

in the remote environment, it also provides insight into how specific forms of student engagement 

are differentially impacted. We observed highest amounts of dialogue not only when students were 

grouped in small teams and assigned an activity to work on, but when students also had specific 

responsibilities within those groups through assigned roles. This suggests that verbal presence is 

promoted by creating an atmosphere of familiarity and accountability amongst students.  

Another interesting finding is that W2021 courses saw much higher verbal presence in 

breakout rooms, even for less-structured discussion sections. This is most likely a result of the 

broader definition used for verbal presence and not because of any substantial differences due to 

the courses observed or course timing. It seems students are more willing to engage with the TA 

or LA rather than their peers. Furthermore, the differences seen in verbal presence per breakout 

room as opposed to per student indicates that oftentimes only a few students were engaged in 



199 
 

conversation, highlighting the importance of combining TA/LA movement with assigned groups 

and activities to stimulate dialogue between students. This has been seen in other studies, where 

easy access to a tutor is seen as a key strength of distance education.230 But if the goal is to 

encourage students to converse specifically with other students, the availability of TA/LA 

assistance needs to be well planned to ensure that TAs and LAs do not dominate the conversation. 

In terms of camera usage as a measure of engagement, visual presence may be a reasonable 

indicator of verbal presence. Many benefits have been attributed to using cameras in distance 

education, including providing nonverbal cues and establishing interpersonal relationships.274–277 

Many instructors therefore felt frustrated at the lack of camera usage during the pandemic, and 

studies during that time indicated that turning cameras OFF led to feelings of disconnect amongst 

students.257,278 The absence of visual presence was also linked to a more “divide-and-conquer” 

mindset,216 and having cameras ON was found to increase equal participation amongst group 

members.279 While this study is unable to determine any causal relationship between visual and 

verbal presence, it does suggest that the two are related. This outcome may be worthy of further 

investigation, as it can potentially provide a means to measure student engagement quickly and 

easily in virtual classrooms. While it can be time consuming to count the number of verbal 

interactions occurring in a breakout room, it is feasible for a TA or LA to drop into a breakout 

room and count the number of cameras turned ON.  

Of course there are many reasons why a student turns their camera OFF, including concern 

over privacy and weak internet connection.235,258 Zoom fatigue poses difficulties as well, and a 

concern is that the fatigue brought on by maintaining a constant visual presence may lead to less 

verbal engagement, although this study did not show that effect.280 There are certainly good 

reasons not to mandate camera usage for equity purposes. With that said, this study points to the 
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relatively consistent nature of student preferences towards visual and verbal presence. Little 

change occurred across the quarter, despite increased familiarity with peers, TAs, and LAs. As 

other studies have noted, it is advisable to establish expectations around participation and 

engagement early as it may be less likely to change once the term is underway.218,281–283  

Finally, there are noticeable differences between general chemistry and organic chemistry 

in terms of student visual and verbal engagement. Students enrolled in organic chemistry (A, B, 

C, F, and G) generally had less overall engagement relative to students enrolled in general 

chemistry, regardless of whether the course was designed for Life Science (course B, C, F, and G) 

or Physical Science (course A) majors. Perhaps because the students who take organic chemistry 

are further along in their academic career, organic chemistry discussion sections tend to have less 

structure than general chemistry discussion sections. This seems to be a factor in the lower 

observed engagement given that organic chemistry student engagement was higher when more 

structured elements were included (course G). This points to the fact that students beyond their 

first year may still benefit from courses with higher structure. 

7.6  Conclusions 

We present the results of an observational study, in which student engagement is measured 

and quantified through camera and mic/chat usage. We observe a correlation between higher visual 

and verbal presence with incremental addition of discussion elements explored in this work. In 

addition to this finding, different course elements had varying impacts on student engagement, 

with particular combinations leading to better or worse results. Therefore, it is advisable for 

instructors to target specific outcomes on visual or verbal presence amongst students using 

intentional course design. We detail our recommendations based on these findings below. 
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In order to increase visual presence, it seems a combination of required attendance, small 

group size, assigned worksheets, and TA/LA movement are necessary. Simply assigning students 

to groups or providing an assigned worksheet alone does not seem to produce high camera usage. 

This indicates that the discussion elements explored have varying impacts on visual presence, 

while the above selection of four elements in particular seem to be key in ensuring majority camera 

usage. While adding additional structural features such as assigned groups or assigned roles may 

further increase visual presence, student camera usage was seen to be sufficiently high without 

those additional features. 

To promote student-student conversations specifically, establishing a team-based structure 

seemed pivotal. There was an increase in conversations between students in the course that added 

assigned worksheets and assigned groups to the first three elements (required attendance, TA/LA 

movement, and small group size), highlighting the importance of social accountability for verbal 

presence amongst students. While TA/LA movement was important in stimulating dialogue 

overall, it was found that students may be more inclined to engage with TAs and LAs, as opposed 

to their peers. This highlights the importance of combining TA/LA movement with small or 

assigned groups to promote direct student interactions, with assigned worksheets and roles leading 

to further improvement. In general, different structural elements seem to be more impactful at 

eliciting specific types of social presence. Depending on the overall goal an instructor is hoping to 

achieve, they may need to focus on varying aspects of supportive group work. 

In terms of evaluating visual and verbal presence, we found that the average level of camera 

usage remained relatively consistent throughout the quarter. Similarly, mic/chat usage remained 

consistent in the second half of the quarter. Thus, establishing expectations and laying out 

participation requirements early seems crucial in ensuring a base-level of engagement as increased 
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familiarity with peers, LAs, TAs, and course structure over time did not seem to have a dramatic 

impact in increasing visual and verbal presence amongst students.  

Additionally, there was a strong correlation between visual and verbal presence. This 

suggests that observing camera usage can be sufficient to reflect student-to-student/TA/LA 

interactions, indicating that a quick count of students with cameras ON may be an efficient and 

quantitative method for instructors or TAs to evaluate student engagement in remote discussion 

sections. With that said, it should be noted that per breakout room and per student definitions of 

verbal presence led to distinct differences in the observed impact on mic/chat usage. This can be 

an interesting avenue for future education research, in which expanding the definition of student 

social presence may deepen our understanding of how pedagogical practices affect specific student 

behavior.  

The insights gained from this work point to a base-level of design elements that be may 

necessary to ensure majority student engagement in remote discussion sections, both in general 

and organic chemistry. Our findings suggest that instructors should select elements that are 

intended to target specific student behavior, as demonstrated by the varying effects on visual and 

verbal presence noted in this study. Further research into student engagement in a variety of DE 

environments will contribute to a developing library of key strategies designed to increase specific 

forms of student interactions in remote and hybrid chemistry courses.  

Limitations. We acknowledge that this investigation is an observational study and 

therefore only tentative conclusions can be drawn from the comparisons made between courses. 

With that said, we believe that the insights drawn are valuable and highlight avenues that warrant 

further investigation. Ultimately there are many limitations on the conclusions we can draw from 

this work due to the challenges in measuring engagement with statistical accuracy and the 
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difficulties in having proper controls. Longer and larger data collection, especially for mic/chat 

usage, may lead to more robust results. The time interval chosen for observation in F2020 was 

particularly short and therefore verbal presence may be underestimated for that quarter. While 

camera usage does appear to be linked to verbal engagement, neither visual nor verbal presence 

alone is a comprehensive measure of a student’s engagement. Furthermore, there are other factors 

besides lack of engagement that may lead to a student turning off their camera.235,236 While the 

discussion elements we investigated are supported by prior literature, there are other structural 

elements not discussed in this study that could have impacted student visual and verbal 

engagement. We also recognize that many differences could arise due to overall course structure 

that are unrelated to discussion setup, including approach to high-stakes assessments and instructor 

mindset.284,285 
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7.7  Supporting Information 

Table 7.3 Unique Course Descriptions in Fall 2020 and Winter 2021 Quarters.  
Fall 2020 

Course Label A B C D E 

Intended Major Physical Sciences Life Sciences Life Sciences Physical Sciences Life Sciences 

Assessment  Quizzes graded on 
completion.  
Open book/note. 

One midterm. Open book/note. Open book/note. 
 

Open book/note. 
2-stage midterms.  
Final exam in 
groups. 

Discuss-ion Discussion 
participation is 
5.2% of total 
grade. 

Discussion 
participation is 
15% of total 
grade. 
Graded on 
participation via 
worksheet 
submission. 
Can skip 2 
sections without 
penalty. 

Discussion 
worksheet 
submission 12 % 
of total grade. 
Can skip 2 
submissions 
without penalty. 

Discussion 
participation 5% 
of total grade. 

Discussion 
worksheet 13% of 
total grade. 
110-min weekly 
sections. 
Students 
completed a 
google doc in 
addition to 
worksheet. 

Total Grading High stakes 84.1% 
Low stakes 10.5% 
Participation 5.2% 

High stakes 55% 
Low stakes 45% 
Participation 0% 

High stakes 45% 
Low stakes 42% 
Participation 12% 

High stakes 75% 
Low stakes 20% 
Participation 5% 

High stakes 45% 
Low stakes 48% 
Participation 7 % 

Winter 2021 
Course Label F G H I 

Intended Major Life Sciences Life Sciences Physical Sciences Life Sciences 

Assessment  All exams open book/note.  
Lowest exam dropped and 
highest doubled. 

All exams open 
book/note. 

2-stage midterm. 
Final exam on zoom.  

2-stage midterms. 
 

Discussion Optional discussion 
participation for 2.7% 
extra credit. 
Upload to google drive 
and receive full credit 
based on weekly 
worksheet completion.  

Discussion 
Participation 10% of 
total grade. 
 

Discussion 
participation 5% of 
total grade. 
Allowed 2 absences 
without penalty 

Discussion worksheet 
10% of total grade. 
110-min weekly 
sections 

Total Grading High stakes 100% 
Low stakes 0% 
Participation 0% 

High stakes 60% 
Low stakes 30% 
Participation 10% 

High stakes 62% 
Low stakes 28% 
Participation 10% 

High stakes 43% 
Low stakes 52% 
Participation 5% 

Two-stage exam consists of both individual and group work. High stakes assignments include both midterm and final exams, 
low stakes include quizzes and homework, and participation includes clickers and surveys. 
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Table 7.4 Total Observational Data for F2020 Presented in this Study 

Class NS NBR NS/BR CAM CAM (%) BR[SS] BR[SS] 
(%) 

A 37 9 4 0 0% 0 0% 

B 93 9 10 8 9% 0 0% 

C 114 17 7 18 16% 0 0% 

D 26 5 5 17 65% 1 20% 

E 82 21 4 70 85% 17 81% 

NS = Total Number of Students Observed, NBR = Total Number of Breakout Rooms Observed, NS/BR 
= Average Student Per Breakout Room, CAM = Total Number of Cameras Observed “On”, BR[SS] = 
Total Number of Breakout Rooms with Observed Student-Student Interaction. 

Table 7.5 Total Observational Data for W2021 Presented in this Study 

Class NS NBR NS/BR CAM CAM 
(%) 

BR[AS] NS[AS] BR[AS] 
(%) 

NS[AS] 
(%) 

F 312 36 9 29 9% 21 47 58% 15% 

G 98 27 4 36 37% 23 46 85% 47% 

H 176 62 3 112 64% 43 117 69% 66% 

I 333 88 4 26 78% 84 215 95% 65% 

NS = Total Number of Students Observed, NBR = Total Number of Breakout Rooms Observed, NS/BR 
= Average Student Per Breakout Room, CAM = Total Number of Cameras Observed “On”, BR[AS] = 
Total Number of Breakout Rooms with ANY Observed Student-Student/TA/LA Interaction, NS[AS] = 
Total Number of Students Observed with ANY Observed Student-Student/TA/LA Interaction. It should 
be noted that this table concerns numbers specifically in weeks 5-10 to only count data that was 
presented in the main text. Therefore, the total number of students and breakout rooms observed 
throughout the quarter are higher, as shown in Table 1 in the manuscript.  
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Table 7.6 Week-by-week Layout of Observation Quantities for W2021. 

Week/Course 2 3 4 5 6 7 8 9 10 

F (LS Organic Chemistry II) 59 54 110 106 N/A 24 53 77 52 

6 6 12 12 N/A 3 6 9 6 

G (LS Organic Chemistry I) 49 65 N/A 19 33 23 N/A 23 N/A 

14 19 N/A 5 10 6 N/A 6 N/A 

H (PS General Chemistry II) 54 N/A 29 28 25 52 22 26 23 

18 N/A 9 9 9 18 7 10 9 

I (LS General Chemistry II) 27 27 50 77 28 76 53 53 46 

7 7 13 21 7 21 13 14 12 

Letter label and generic course descriptions for the classes observed in W2021 for this 
study and their corresponding number of students (NS, white rows) and breakout 
rooms (NBR, gray rows) that were observed. For the course descriptors, LS indicates 
Life Sciences and PS indicates Physical Sciences majors in the format of {Intended 
Major Course Topic Order in Course Series}. The corresponding values for F2020 
were not available but should be similar to the data shown here for W2021. “N/A” 
indicates that the course was not observed that week. 
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