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Abstract—Testing the next generation of novel infrared sensors
in a research setting can be a time-consuming and expensive
procedure. To address this challenge, an automated solution for
characterizing miniaturized optical sensing devices is presented.
The system enables rapid, automated characterization of thou-
sands of miniaturized devices. The advantages of this system
include its low cost, high flexibility, and speed. It enables fast and
unique statistical analysis to determine performance and optimal
design parameters by individually testing thousands of devices.
The proposed system uses a single microprobe to individually
test and characterize thousands of devices using optical and RF
interrogation techniques, individually spending 20 seconds on
each sequential device. Without any need for human input the
system allows for the collection of massive amounts of data.
Furthermore, the system can easily adapt to different device
types, chip layouts and light sources. It uses a precision 2D
stage retrofitted with open-source electro-mechanical hardware
and software to allow accessibility to any chip. This versatile
system can be employed to characterize a wide variety of different
devices. Experimentally, the system successfully characterized
thousands of meta-surface enhanced aluminum nitride contour
mode MEMS resonators. The figures of merit evaluated in the
experiments include quality factor, fluctuation-induced noise, re-
sponsivity, and noise equivalent power. The best device observed
was a detector with a calculated noise equivalent power (NEP)
of 80 pW/

√
Hz; for this device, the quality factor, responsivity,

and fluctuation noise spectral density was found to be 2531, 300
Hz/nW, and 0.37 Hz/

√
Hz . Overall, this automated system offers

an efficient and cost-effective solution for characterizing the next
generation of miniaturized optical sensing devices. It provides
researchers with a powerful tool for data collection and analysis,
enabling quick advancements in the development of IR sensors.

Index Terms—IR, automation, sensors, MEMS, NEMS, char-
acterization, measurement.

I. INTRODUCTION

INFRARED (IR) devices play a vital role in the future
of sensing. IR sensors are integral to various aspects of

our lives. Infrared detectors importantly play a critical role in
national Security. United States Air Force Colonel George B.
Hept claims that IR technology has been a ”chaotic evolution
that has successfully influenced the state of air operations”
[1]. IR sensors are employed in military equipment for tar-
geting and optics systems. IR sensors played a chaotic role
in the 1979 Soviet-Afghan war where the CIA armed the
Mujahideen Muslim freedom fighters with small, IR guided
portable Surface-to-Air Missiles to fight the Soviet army’s air

force. It was a great success and played a pivotal role in
the conflict. Other air-to-air missiles such as the sidewinder
and python were developed with the same technology that
allowed users to ”fire and forget”. IR systems are also used
for military vision and targeting. Since the 1960s the United
States air force has been involved in the research of IR
detectors [2]. In Desert Storm in the Persian Gulf, IR systems
were used very successfully to engage enemy armour at night
and in dust storms. Military aircraft such as A-10 Warthogs
and F-15 Eagles were retrofitted with IR based vision and
targeting systems that played a critical role in this conflict
[1]. IR technology is also used in space telescopes like the
James Webb space telescope which operates with two different
IR detectors for wide-band sensing capability. By utilizing
a mercury-cadmium telluride detector as well as an arsenic-
doped silicon detector, detection in the range of 0.5 µm - 28
µm is possible [3]. Additionally, they are used for spectroscopy
(i.e., Fourier Transform IR spectroscopy, FTIR) which finds
multiple applications to analyze chemical components in sam-
ples such as pollen [4] or cancer [5]. Given their significance
in enhancing system capabilities, there is a growing need to
expedite the development of infrared devices.

Before the advent of narrowband semiconductor alloys such
as the widely used II–VI (Hg1–xCdxTe), the first infrared
detectors were built on polycrystalline lead salt. Since then,
the advent of photo-lithography and advanced nano-machining
has greatly expanded the different types on infrared detec-
tors available, such as thermopiles, bolometers, pyroelectric
detectors, and even exotic detectors like cantilevers and golay
cells [2], [6]. IR sensor development has become a large and
diverse field, but the development of the next generation of
infrared sensing devices faces a significant bottleneck due to
the traditionally slow development methods [7], [8]. In terms
of characterization, dicing, and wirebonding, significant time is
required, hindering overall testing throughput. Although some
advanced micro-probe stations can automate the measurement
of dies, they are prohibitively expensive and may not be
compatible with optical sensors. Furthermore, custom micro-
probe cards are often required for each novel design and chip
layout. Research labs necessitate a flexible and affordable
automated testing system capable of accommodating both
RF and IR interrogation techniques without compromising
throughput.
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Fig. 1. The proposed IR characterization system comprises a high precision XY stage, a micro-probe arm with a 3D printed motor mount, a vector network
analyzer (VNA), a blackbody source, and an optics assembly on a linear stage. The linear optics stage holds the optical path to focus IR radiation onto
the sample at the micro-probe tip. A vacuum chuck is bolted to the stage to secure the chip under test. The VNA connects to the micro-probe arm for RF
characterization of the samples. The microscope is used to align the chip and perform the first initial landing.

In this paper, I present a cost-effective automated character-
ization system that will allow the characterization thousands
of novel IR sensor devices per chip. The goal of this system is
to provide researchers the ability to characterize thousands of
devices in terms of RF quality factor, responsivity, fluctuation
induced noise, and noise equivalent power. The proposed
system is pictured in figure 1. It incorporates a blackbody
radiator, a retractable optical path, a precision motorized
sample stage, and a custom automated microprobe arm. This
system implements highly flexible testing methods that can
be adapted to a wide variety of different devices. Analysis
of the data produced by the system yields wafermaps, device
trends, and statistics that can be analyzed along with design
parameters such as anchor dimensions, thermal resistance, and
more. Statistics can be extracted from the data allowing for
the discovery of the optimal device parameters for the highest
quality devices.

This technology goes beyond the state-of-the-art because it
incorporates many different aspects of testing with automation.
Some of the aspects of this system have been developed
independently elsewhere, but it has not been combined and
implemented with such testing throughput. As silicon photonic
systems progress, photonic integrated circuits (PIC) emerge
from the laboratory into to foundries. High-throughput testing
systems for devices based on this technology exist, but do not
allow for the wide-band IR characterization and RF testing of
novel IR sensors. However, current methods primarily involve
the use of clamped fiber couples for optical interrogation,

rather than incident IR radiation. While some existing sys-
tems, as mentioned in references [9] and [10], demonstrate
automated RF and IR characterization capabilities using mi-
croprobes and optical fiber interconnects, they only work with
devices that use a clamped optical fiber for optical testing.
Similarly, reference [11] showcases a promising system by
GlobalFoundries, focused on RF/DC testing, but it relies on
fiber waveguides that may not be suitable for IR sensors.
Therefore, a flexible dedicated IR measurement system is
needed for novel state-of-the-art sensors. Preliminary steps
towards this direction have been reported in reference [12].
Although this system enables RF and optical interrogation at
cryogenic temperatures even, it lacks the necessary throughput
that automation can achieve. While automated sample posi-
tioning has been demonstrated in IR device characterization
systems, as exemplified in reference [13], this work combines
aspects of automation and optical interrogation to allow the
automated testing of optical interconnects, but does not allow
the RF characterization or infrared interrogation.

To demonstrate the system performance, chips with thou-
sands of state-of-the-art lateral countour mode resonator
(CMR) aluminum nitride micro-electromechanical systems
(MEMS) loaded with spectrally selective IR metasurfaces
are tested. A SEM image of a specific sensor is shown in
figure 2. These novel devices are infrared sensors that sense
subtle temperature variations in the bulk of the resonator.
The resonator itself floats micrometers above the substrate,
suspended by two anchors. The metasurfaces that cover the
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resonators are made of arrays of specially designed crosses or
patches whose IR absorption spectra are verified with a Bruker
FTIR microscope. These novel devices operate in a unique
way. The sensors absorb heat in a narrowband of absorbance
determined by the metasurface. The heating of the bulk of the
resonator causes a shift in the resonant frequency of the device
due to the thermal coefficient of the aluminum nitride. The
physical dimensions of the device, the Young’s modulus, and
the piezoelectric coefficient all affect the resonant frequency
[14], [15], [16].

What makes these devices so unique is the response of
the device is in the form of a frequency shift that must be
detected by other electrical equipment. The responsivity of
these devices can defined as a frequency shift of the MEMS
RF resonance divided by the incident radiation power causing
the shift or as by the phase change of the device divided by
the power causing the shift. In this paper, the responsivity in
terms of frequency is going to be investigated. Figures of merit
for these devices are quality factor, fluctuation-induced noise,
responsivity, time constant, and noise equivalent power (NEP)
[2]. In this case, the blackbody radiation and the metasurface
absorption play a crucial role to find the in-band radiation
power contributing to the shift. The NEP is calculated from
the fluctuation induced noise and the responsivity. In our test,
thousands of sensors located on a 3 cm by 5 cm chip are
tested. The dimensions of the entire chip are roughly 3 cm
by 5 cm. Of the measured metrics, the highest quality factor
was 2800, the highest responsivity was 2 Hz/nW, the lowest
fluctuation induced noise was 0.256 Hz/

√
Hz, and the lowest

NEP was 80 pW/
√
Hz.

This paper is organized as following. Section II will describe
the system hardware and components. Section III will discuss
the characterization procedure of the devices and the metrics
involved with characterizing the novel MEMS IR sensors.
Section IV details the operational procedure of the automated
measurement system. Section V discusses the results and
statistics of the thousands of measured devices. Section VI
concludes with a discussion of the challenges overcome and
potential future modifications.

II. SYSTEM DESCRIPTION

The proposed IR system is designed to land a single
microprobe on thousands of devices, and test each device
individually with RF and optical methods before saving the
data and moving on to the the next device. To achieve this, the
IR characterization setup is composed of a precision motorized
XY translation stage that holds the sample under test, a
motorized micro-probe arm, a blackbody radiator, and a linear
stage holding the infrared optical path. This setup is shown in
figure 1. On the optical stage, a 3D printed vacuum chuck
is employed to securely hold the chip in place. The optical
components can be moved in or out of the beam path by the
linear stage, allowing control over the incident radiation on the
device at the micro-probe tip. In the following, an overview
of the parts of the system is presented.

Fig. 2. A: A 200MHz aluminum nitride CMR MEMS resonator with meta-
surface before back-etching. B: The tunable parameters for the metasurface
are shown for a cross type metasurface. C: The tunable parameters for the
resonator anchors are shown on a CMR MEMS with a patch type metasurface.

A. 2D Optical Stage

The stage that moves the sample must be very precise. An
ASI MS-2000 stage is used and has positional repeatability
less than 1 µm, and features closed-loop feedback for precise
positioning and a serial interface for remote automation. The
stage is mounted on another 3D printed part for mounting
directly to an optical table. The stage does not include any
mounting holes, so a 3D-printed vacuum chuck was designed
and secured to the stage.

B. Vacuum Chuck

The vacuum chuck provides a flat surface with small holes
that adheres the chip securely when low vacuum is applied. A
vacuum chuck is necessary to keep the chip stationary on the
stage during probing, and a dedicated one has been fabricated
for this system. Specifically, the vacuum chuck comprises two
3D-printed plates that bolt together sandwiching the top layer
of the ASI stage. As shown in figure 3, the top plate features
a grid of small holes connected to a network of small tunnels
inside the vacuum chuck, each with a diameter of 3 mm. These
tunnels lead to a small outlet port on the back of the vacuum
chuck. At the outlet port, a small vacuum pump provides
the suction necessary to secure the sample to the chuck for
probing. Two sample locations are available, one for a sample
and one for a calibration substrate. By connecting the vacuum
pump to this outlet port, the negative pressure required to
secure the chips to the stage is provided.

Designing and constructing the vacuum chuck was a chal-
lenge as the ASI XY translation stage did not have any
mounting points. While some commercial products may have
more robust construction, they are also large, bulky, heavy,
lack flexibility, and cannot be customized. For the custom
chuck to work well, the chuck’s surface must be exceptionally
flat and smooth. This can be achieved by printing Polylactic
acid (PLA) filament on a flat glass bed [17]. When using
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Fig. 3. A: A top down orthographic view of the somewhat triangular holes and
the tunnel system that provides suction to the bottom of the chip. Dimensions
are supplied for the embedded lines in the print. The tunnel diameter varies
from 2.5 mm to 1.5 mm. Two different mounting points are supplied for
sample and calibration substrate. B: A 3-dimensional rendering of the tunnel
system and its corresponding dimensions. C: A picture of the physical chuck.
The print material is ABS mixed with 15% chopped carbon fiber. The orange
color is a rubber sealant that has been polished into the surface.

this approach, the bottom layer (the chuck surface) melts
against the glass, filling in any cracks left from normal plastic
extrusion. Without a glass bed, the ridges on the surface will
cause air leakage and poor vacuum adhesion. Alternatively,
polishing the surface with sealant can allow the use of strong
filaments such as carbon-fiber ABS or nylon can be used. The
polishing is necessary for these higher temperature filaments
because the filament extrusions leave gaps in the surface that
do not melt together.

C. Blackbody Radiator and IR Optics

For the sensors tested in this thesis, blackbody radiation is
used as the IR source, but any IR source can be easily adapted
for use within the proposed system. The blackbody radiator
is a HGH model CRN1350. It is capable of heating to 1350
°C and has multiple different aperture sizes that can be used.
Up to 25 mW of power can be delivered to the sample in a 2
mm diameter by varying the blackbody temperature. Figure 4
illustrates the spectral irradiance of the blackbody radiator at
different temperatures, following Planck’s blackbody law. The
source has emissivity greater than 0.99 after calibration. The
temperature stability is 0.1 °C, and the temperature accuracy is
less than 2 °C [18]. The spatial beam profile and power level of
the system is characterized. This is done by scanning a small
Mercury-Cadmium-Telluride sensor (Thorlabs PDAVJ10) on
the ASI XY translation stage and rastering an image of the
focused spatial IR radiation from the sensor data using a lock-
in amplifier and a chopper [19]. The PDAVJ10 sensor has an
active area of 1 mm by 1 mm. This radiation profile is used to
determine the power that is reaching each device [20]. Figure
5 shows the spatial profile of the blackbody radiator.

Fig. 4. The spectral profiles of the HGH RCN1350 blackbody radiator
irradiance for different temperatures.

Fig. 5. The focused blackbody radiation beam profile incident on the device
taken by scanning a Thorlabs PDAVJ10 infrared detector with the ASI stage.
Chopped IR radiation was used as a source, and a lock-in amplifier was used
to measure the signal from the detector.

To provide the IR light to the devices, a linear stage is
used to move the optical path components in and out of
the correct place. In this experiment, static IR radiation is
compared to background radiation of the lab, which was kept
low with dimmers. The linear stage is a one dimensional stage
where the optical components are mounted. It is pictured here
in figure 6. The optics are mounted at a 90 degree angle,
such that the post assemblies are horizontal. After exiting the
blackbody and passing through the first collimating optic, the
horizontal mirror directs the collimated blackbody radiation
downward. Below the mirror is a Barium Fluoride focusing
lens that focuses the IR light onto the micro-probe tip. As
the light is focused to the micro-probe tip, when the micro-
probe lands on a new device, the IR radiation remains focused
on each device. The focusing optics utilized are Ekspla wide-
band BaF2 lenses [21] and gold mirrors. The whole optical
assembly is mounted on a small 3D printed optical table
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made from sturdy carbon-fiber nylon material. This allows for
many different optical components to be mounted on the stage
and allows control over the incidence of IR radiation on the
sample. The high precision linear stage can move the optical
components in or out of the beam path of the blackbody with
micrometer precision. When retracted, the stage moves far
enough to prevent any IR from reaching the sample. The linear
stage movements take about 15 seconds. The linear stage is
an Anorad model 91842 that comes with its own proprietary
controller. It runs on five volt current-based transistor logic
and utilizes optical isolators at its input. The current output
from a Teensy 4.0 micro-controller is less than 5 mA per pin
and less than 25 mA for all pins. For compatibility with a
low current CMOS based micro-controller, a high-side npn
common-emitter amplifier is used. The amplifier limits the
current draw from the micro-controller and is able to source
large amounts of current to the controller’s opto-isolators.
In this configuration, the npn is used as a high-side switch
preventing full voltage output, but this is not necessary in this
case as only the opto-isolator LED needs to be energized to
send the signal which only requires sufficient current once
biased.

D. Micro-Probe Arm

A standard 150 µm GSG 40A micro-probe is used to
make electrical connection with the devices. To automate the
landing, 3D printed parts are used to significantly enhance the
stage and micro-probe arm. The micro-probe arm is augmented
with a motor for driving the micro-probe landing and a mirror
positioned directly above the micro-probe to help focus laser
radiation. Electrical testing is performed automatically with a
vector network analyzer (VNA) connected to the micro-probe.

To test many devices automatically, the micro-probe must
be landed correctly and carefully. To automate the micro-probe
arm, 3D printed parts were designed to couple a stepper motor
to the z axis adjustment knob of the micro-probe arm. There
are three printed parts that are used to do this as illustrated
in figure 8. Part one bolts directly to the arm of the micro-
probe station and features an additional mirror mount. Part
two, which is what holds the stepper to the top of part one,
has a notch that slides in a groove on the top of part one.
This allows for fine positioning and adjustment to make sure
the axes are lined up. Part three couples the motor to the
micro-probe arm adjustment knob. The shaft of the motor fits
snug inside the printed part, which took a few iterations for
tolerances to be perfect. A screw is used to tighten against the
motor shaft and prevent any slip. For the micro-probe arm, a
layer of electrical or masking tape is used to ensure a snug
fit and again secured with a screw. A mirror mount that is
incorporated into the micro-probe arm and allows for laser
radiation to be reflected into the optical path of the linear
stage when it is moved into the beam path. In this way, the
system can be operated with focused blackbody radiation or
laser radiation. The stepper mount allows for the coupling of
a NEMA 17 stepper motor to the vertical adjustment knob of
the micro-probe arm. The printed part directly bolts onto the
micro-probe arm. The motor couple is made with two separate

parts that mesh with fingers. This design allows for axial slip.
On this specific micro-probe arm, the micro-probe arm and
motor mount moves while the adjustment knob stays in the
same position, it is necessary for the motor mount to have
some vertical slack to move independently from the knob.

E. Electro-Mechanical Control

To properly operate the system, the micro-probe landing
is initially done manually while viewing with a microscope.
By landing the micro-probe manually and then energizing the
motor, the system starts in the landed position. The system
knows how far to land because it started in a landed position
and was retracted a known amount. By retracting the micro-
probe a known amount, it is able to land again automatically
by landing the same amount that was initially retracted.

The micro-controller controls both the linear stage and the
micro-probe arm stepper motors with a stepper controller
library called SpeedyStepper [22]. This library allows for
precise control of the acceleration and position of both stepper
motors. It was found that the maximum speed of stepper motor
operation is highly dependent on the clock frequency of the
microprocessor for this library. The teensy 4.0 has a dual
core, 32 bit, ARM cortex M7 processor with a clock speed
of 600 MHz and executes two instructions per cycle about
40% of the time based on profiled Arduino code [23]. This
speed was entirely necessary for the quick movement of the
stage. Operation of the stage with a generic Arduino resulted
in linear stage movements that took over 2 minutes per cycle.
The micro-probe arm and linear stage automation are achieved
using a stepper motor controller commonly employed in 3D
printers as well as custom firmware. The system uses a Texas
Instruments DRV8825 stepper controller for smooth control
of the micro-probe arm motor, and a proprietary Anorad
controller for precise and fast control of the linear stage. The
electrical connections for the microcontroller and the motor
controllers are shown in figure 9. Since the micro-probe arm
stepper motor operates with no feedback, so it is imperative
that the rotation of the knob is smooth. If any steps are
missed due to any frictional force that overcomes the motor’s
torque, the micro-probe may fail to land properly. Lubrication
is important for any old micro-probe arms to ensures smooth,
correct operation.

The Teensy 4.0 interfaces with both motor controllers as
well as a personal computer via a virtual serial port over
USB. The computer is also interfacing with the VNA over
a local TCP connection created by the VNA software, en-
abling the transmission of measurement commands and data.
Communication between the computer and microcontroller
occurs through a serial interface, allowing for the transmission
of movement commands for both the linear stage and the
micro-probe arm. Another serial connection is established
between the computer and the ASI XY translation stage to
send movement commands and receive position data. Prior to
testing, the location data of the devices must be extracted from
the photomask and incorporated into the Matlab program’s
memory. The devices can be arranged in an array with constant
offsets to simplify the measurement algorithm. The entire
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Fig. 6. A rendering of the automated micro-probe station with optical path components inserted (left panel) and retracted (right panel) via the linear stage.

Fig. 7. Picture of the constructed automated probe arm.

system is controlled by a home-made Matlab program, which
coordinates and synchronizes the actions of the optical stage,
linear stage, and motorized micro-probe arm, and VNA.

To interface with the Matlab program that runs the system,
a simple serial interface protocol was devised for the micro-
controller. The first byte of a message would enumerate the
command. Most movement commands are a single byte; they
inform the microcontroller to move the micro-probe up or
down a predetermined amount, or to move the linear stage
forward or backward a predetermined amount. The automation
code and a microcontroller unit (MCU) firmware incorporates
redundancy to ensure that the system knows when the micro-
probe or stage has completed its movement to prevent micro-
probe damage. For linear stage move commands and micro-
probe move commands, only 1 byte of data is sent to the MCU
at a time. Upon receiving the data, the MCU performs the asso-
ciated action and sends an acknowledgement byte in response.
Until receiving the acknowledgement command, the Matlab
program pauses. Upon receiving the acknowledgment, it will
proceed. This ensures only a single movement occurs at a time,
keeping the micro-probe from being damaged. Redundancy is
also incorporated in stage movement commands as well. For
translation stage movement commands, a movement command

Fig. 8. This diagram shows the dimensions of the printed parts that couple the
motor to the micro-probe arm shaft and mount the motor to the micro-probe
arm itself. Part one is the main body of the mount, It secures to the probe arm
and holds a mirror. On top of part one sits part two. This parts is where the
NEMA 17 stepper motor bolts to. Part two has a central oblong protrusion
running lengthwise that fits in a groove of part one. The two long holes give
lots of flexiblity for mounting and fine adjustments to the alignment of the
shaft coupler. Part three is actually two individual parts that mesh together
with fingers. They secure to the stepper motor shaft and the vertical adjustment
knob of the micro-probe arm. Each part is pictured with multiple angles, each
labeled.
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Fig. 9. A diagram of the electrical connections of the microcontroller and
stepper controllers. Here a high-performance microprocessor is responsible
for the precision movement of the micro-probe and optical assembly.

Fig. 10. The system control loop diagram demonstrates the measurement
algorithm and time optimization, only moving the linear stage once per device.

includes the move keyword as well as the XY coordinates
to move to. Once a movement command is sent, the Matlab
program polls the stage controller, requesting the position of
the stage. Once the stage had traversed at least 98% of the
travel distance, the Matlab function for stage movement returns
and the Matlab program proceeds.

F. RF characterization

The RF characterization of each device is performed au-
tomatically through a loopback TCP/IP interface on the host

computer created by the VNA software. A Coppermountain
technology planar TR1300/1 VNA is used. The Matlab pro-
gram interfaces with the VNA software which allows the
sending of commands and the receiving of data to and from the
VNA via USB. Initially the VNA is calibrated on a bandwidth
where most normal responses are expected. Since all devices
tested are one port devices, the VNA is calibrated with a GGB
CS-8 callibration substrate on short, open, and load. During
testing, the VNA measures the S11 admittance parameter and
converts it to Y11 parameter. This measurement is done with
and without IR light to see any static response. Chopped
IR light can also be used. An example of the code used to
interface with the VNA is included in the appendix.

Figure 10 illustrates the optimal testing procedure for speed,
where only one linear stage move is performed per device. In
this diagram, the boolean variable ”R” represents the position
of the stage, indicating whether IR radiation is provided to the
device. The system moves the stage and the micro-probe to
each device in the chip in order to test each one sequentially.
The stage, micro-probe arm, and optical path are all moved
with careful precision and redundancy. The VNA facilitates
the RF testing when the micro-probe is in a landed state.

III. CHARACTERIZATION PROCEDURE

The goal of the characterization is to find performance
metrics of the fabricated devices, such as quality factor, noise
spectral density, responsivity, noise equivalent power, and
time constant. In this case, the devices are CMR MEMS
resonators patterned with spectrally selective IR metasurfaces
as shown in figure 2. These IR detectors operate by heat
from in-band incident IR radiation causing a shift in the
resonant frequency of the device. In the next subsections,
the different measurement procedures will be discussed for
extracting the figures of merit for the tested devices. These
sections are quality factor, fluctuation induced noise, NEP, and
time constant.

A. Quality Factor

The quality factor is defined as the fractional bandwidth of
the resonator, and is proportional to the ratio of energy stored
by the resonator to the energy dissipated by the resonator in
each cycle. This metric is intrinsic to the performance of these
devices. High quality devices will, by definition, have a sharper
resonance. Since these devices operate by detecting temper-
ature change with a shift in the resonant frequency, higher
quality resonators will allow smaller shifts to be detected more
easily, giving a higher performance detector [25],[24]. The
quality factor of each device is found automatically by the
Matlab program. The Y11 admittance parameter data received
from the VNA are three vectors, frequency, phase, and log-
magnitude. From the log-magnitude and frequency vectors,
the quality factor is extracted by finding the two points that
are 3dB below the maximum of the resonance peak on either
side. The admittance magnitude plot is shown in figure 12
along with the shift caused by incident blackbody radiation.
The highest performing CMR MEMS device with metasurface
had a quality factor of 2800. After measuring the admittance,
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Fig. 11. Left: The admittance and its derivative are plotted to find the high-slope point. Middle: The CW time-domain measurement at the high slope point.
Right: The RMS frequency noise spectral density is estimated by curve fitting a gaussian to the distribution of the data in an automated process using a VNA.
By exciting the resonators at the high slope point, the frequency fluctuations are converted to admittance fluctuations and are measured statistically using
thousands of samples.

Fig. 12. A single admittance measurement of a 200MHz CMR MEMS
resonator with metasurface

a technique used to estimate fluctuation induced noise is
performed.

B. Fluctuation Induced Noise

The fluctuation induced noise of each resonator represents
the noise associated with the sensor and is an estimation
of the noise spectral density of the detector. A lower noise
is of course more desirable as it means the noise floor is
lower and the signal to noise ratio will be higher. The noise
associated with these sensors is measured in units of Hz/

√
Hz

since the heating of the sensor causes a frequency shift.
Thermal, mechanical, and RF noise sources are encountered
in these devices which all contribute to its overall noise. To
quantify the fluctuation induced noise, an automated VNA
measurement process is devised. Once the micro-probe lands
on a device without any IR light, and the admittance parameter
is measured, the Matlab algorithm finds the point of highest
(negative) slope on the resonator curve between the parallel
and series resonances. The VNA is then set for single-tone or
continuous wave (CW) excitation at this high-slope frequency.
At this point the VNA is only measuring a single frequency, so

each measurement is just a collection of measurement at the
same frequency separated only in time. At a rate of 10 KHz,
16,001 samples are taken; an example of this measurement
is shown in the center plot of figure 11. Finally the standard
deviation of the samples are taken. A histogram of the data is
also curve fit to a gaussian for calculation of the R squared fit
factor. The RMS frequency noise spectral density is found by
dividing the standard deviation of the single-tone admittance
samples by the slope of the admittance curve and the square-
root of the IF bandwidth of the VNA. This formula is shown
in equation 1:

fn =
σY

dY
df (fs)

√
BW

(1)

Here sigma represents the standard deviation of the CW
admittance at the high slope point, BW represents the mea-
surement bandwidth, and dY

df (fs) represents the slope of the
admittance curve at the high slope point fs A similar method
was published in reference [15]. The VNA is then reset to the
original frequency range for the testing of subsequent devices.
This method may be susceptible to random sources of noise
and large perturbations in the RF response of the device. This
was a problem in the system that led to the generation of
a significant number of outliers in the noise measurements
of different devices. The lowest noise device measured was
0.256 Hz/

√
Hz which is state-of-the-art compared to previous

reported fluctuation induced noise of measurement of 1.46
Hz/

√
Hz [15] and 1.0 Hz/

√
Hz [26] .

To validate this method of noise measurement, the same
MEMS sensor devices are measured with a Keysight e5052b
phase noise measurement tool. To measure the phase noise
of the devices, a resonator is constructed from the devices
using a directional coupler, low-noise amplifier, and phase
delay. A diagram of the resonator is pictured in figure 13.
The resonator configuration allows the MEMS resonator to
entertain a stable state of oscillation that incorporates the noise
from the device. Since the detection of incident IR is found
from deviations in the resonant frequency, this method gives
a good estimation of the noise that will be encountered in an
actual detector. The output of this oscillator is taken to the
Keysight e5052b signal source analyzer with a power splitter.
The phase noise measurement was converted to frequency
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Fig. 13. This RF diagram shows the construction of the resonator from a
one port MEMS sensor devices. Here a directional coupler isolates reflections
from the MEMS which are amplified, delayed, and applied back to the MEMS
device. A Keysight e5052b signal source analyzer analyzes the signal.

Fig. 14. A plot of a phase noise measurement of several resonators taken by
the Keysight e5052b is shown. The frequency noise spectral density of the
devices between 10Hz and 100Hz is computed to be 0.23 Hz/

√
Hz which is

0.15 Hz/
√
Hz less than the average noise measurement of the same devices

with the VNA. The lack in noise variation with devices indicates that the
noise performance of the device is dependent on the system exciting it.

noise and compared to the noise measured by the VNA. The
phase noise spectral density measurement is plotted in figure
14. The signal source analyzer found a noise spectral density
that was about 50% lower than the average of the same devices
measured with the VNA in the offset frequency range between
10 Hz and 200 Hz. Multiple devices are plotted showing little
variation in the noise measurement. The noise of the devices is
indistinguishable from the noise from the rest of the resonator.

C. Responsivity

The responsivity of a device is the magnitude of the devices
frequency shift to incident IR radiation. For these devices,
the responsivity is measured in Hz/W. This unit corresponds
the the frequency shift due to the in-band power that caused
it. To test the responsivity of the IR sensors, the devices are
measured with no incident IR radiation and with a constant
IR illumination from a blackbody radiator. This is done
by measuring the admittance parameter of the device once

without IR illumination and once with IR illumination. The
responsivity of devices is found from the frequency shift
due to the IR radiation power absorbed by the metasurface
of each device. This absorbed power is dependent on the
surface area of the device, the spectral absorbance of the
metasurface, and the power spectral density of the IR radiation
impinging on the devices. Figure 15 shows some spectral
absorption profiles for some metasurfaces that were patterened
on the devices (see fig. 2b). To find the incident in-band
power on the device, the spatial distribution of the blackbody
radiation is integrated over the area of the detector and the
spectral power distribution is integrated with the absorbance
of the metasurfaces. Unfortunately not all metasurfaces were
measured, so one metasurface from each tile containing a
unique metasurface was measured and used for each device in
that tile. This constitutes an excellent approximation because
all metasurfaces in each tile are identical, but we will see in
the results that a manufacturing process error caused some
variation in devices. Equation 2 shows how the responsivity
is calculated:

RV =
fs

A
∫
E(λ)M(λ)dλ

(2)

Here, A is the sensor area, E(λ) is the blackbody spectral
irradiance, M(λ) is the metasurface absorption spectrum, and
fs is the frequency shift measured from the IR radiation.

To find the responsivity, the frequency difference of the peak
admittance point with and without IR radiation is measured.
This frequency shift is divided by the incident power in the
absorption band of the metasurface on the device to find the
responsivity in Hz/W as shown in equation 2 [27]. To find
the power in the absorption band of the metasurface, the
spectral profile of the incident IR irradiance is multiplied by
the spectral absorption of the metasurface before integrating
and multiplying by the area of the device. To calculate this,
the metasurface absorption spectrum must be multiplied by
the blackbody radiation spectrum and integrated. The Matlab
program does this by processing Bruker FTIR microscope
measurement data from a single device from each tile. For

Fig. 15. FTIR measurements of different 200 MHz CMR MEMS with
metasurfaces.

9



the best performing device, the measured responsivity was
400 Hz/nW, which is significantly higher than the previous
recorded responsivity of 0.68 Hz/nW in [15] and 0.53 Hz/nW
in [26].

D. Noise Equivalent Power

NEP is one of the most important metrics in characterizing
a sensor as it quantifies the sensitivity of the device. The NEP
is defined as the radiant IR power that produces a signal equal
to the noise level at a specified bandwidth and wavelength of
the system [28]. For these devices, the NEP is calculated by
dividing the noise spectral density by the sensitivity. This is
shown in equation 3:

NEP =
fn
Rv

(3)

Two previous papers on these devices have shown experi-
mental NEPs of 1.9 nW/

√
Hz [26] and 2.1 nW/

√
Hz. The NEP

of the best performing device is 80 pW/
√
Hz, which is state-

of-the-art considering the previous studies on these devices.
Considering hundreds of the top performing devices, the NEP
is on average 350 pW/

√
Hz.

E. Time Constant

The time constant of a sensor is an important metric to
quantify the speed that a detector can respond to a stimulus.
It can measured as the time required to reach 63.2% of its
full output from a step input. It can also be measured by
finding the chopper frequency that causes a 3dB attenuation
in the response. To measure the time constant of these devices
two methods are applied. The first method finds the time that
is taken to reach 63.2% of its output. The second method
analyzes responses from different frequencies of chopped
IR excitation to find the 3dB point. The response of the
device to chopped IR radiation is measured across different
chopping frequencies and a curve is fit to the data to find
the time constant. By varying the speed of a chopper, the
time constant can be deduced by measuring the attenuation
of the response relative to chopper frequency. The expected
temperature response of the IR detector is shown in equation
4 [26].

δT =
ηQp√

G2
th + ω2C2

th

(4)

In this equation, η is the metasurface absorption, Qp is the
incident power, Gth is the thermal conductance of the device
to the substrate, Cth is the thermal capacitance of the device,
and ω is the chopper frequency modulating the IR radiation.

To measure the response of the devices to alternating
stimulus, a similar method as the noise measurement method
is used as follows. After measuring the admittance parameter
spectrum of a device, the VNA is set to a single-tone, CW
mode at the high slope point of the device. With the chopper
IR light incident on the device, time-domain measurements
are collected for varying chopper frequencies. For the first
method, the rise time is directly taken from this data, giving
a result of 700 µs. For the second method, the VNA is used

Fig. 16. After measuring the device admittance pictured in the top right, the
time constant of the IR detectors is found using single-tone excitation with the
VNA. Multiple time domain CW measurements are processed in the frequency
domain to find the primary harmonic of the chopper and the magnitude of its
response. This is performed for many chopper frequencies; each ’x’ marks
the spot of these maximums. In Matlab a low-pass filter is curve fit to these
points to find the time constant as well as the thermal resistance and thermal
capacitance.

to take time-domain data which is analyzed in the frequency
domain in Matlab. At a 10KHz IF bandwidth, a sample is
taken every 100 µs. At this rate, chopping speeds up to 5
KHz can be supported. To find the time constant, many VNA
measurements are taken and processed digitally in Matlab
to find the amplitude of response and chopping frequency.
To process each measurement, the Fourier transform of each
time-domain measurement is taken. The strongest harmonic
detected is isolated and the magnitude and frequency is
extracted. This process is performed on all the measurements
until many samples of admittance amplitude versus chopper
frequency are collected. Curve fitting techniques are used to fit
a low-pass filter to the data. This process was not automated
in this paper, but it is possible to automate with the techniques
described here if the chopper speed can be controlled digitally.
An example of this process is shown in figure 16.

IV. SYSTEM SETUP AND OPERATION

In order to measure thousands of devices automatically
with the system, a few things must be done to initialize
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it correctly. The spatial power distribution of the blackbody
radiation reaching the sensor must be measured. The chip and
calibration substrate are loaded onto the stage and aligned
correctly on the vacuum chuck. The VNA is calibrated with
a CS5 calibration substrate. A short-open-load procedure is
used as all the devices are one port. Then the microprobe
is moved to the location where the IR light will illuminate
the tip and each device the probe lands on for testing. The
stage is moved so the probe is in the correct starting position
on the chip, and the origin of the ASI stage is set. Then the
microscope illuminator can be extinguished and the automated
probing can begin.

A naming convention is a necessity when dealing with such
large amounts of device measurements. The Matlab program
will guide the stage and the micro-probe to land on each
device. It will save admittance measurements from each of the
devices and then perform a noise measurement and save that as
well. An example of a single device’s admittance measurement
is shown in figure 12. Once the probing is complete, the micro-
probe is retracted extra high and the data can be processed and
analyzed to get all of the figures of merit for each device. The
autonomous testing rate of the system is around 15 seconds
per device. Additionally, about an hour is taken to setup the
system.

To characterize many sensors located on the same chip, an
algorithm must be devised to generate the position of each
device that is to be tested. This is done by extracting location
data from the photomask. For the chip tested in this paper,
approximately 2,835 CMR MEMS resonators are fabricated
on a chip. Each chip has a 3x7 array of tiles containing
135 devices. Each tile, pictured in figure 17, has the same
devices, the only difference being different metasurface pat-
terns targeting different wavelengths in the mid-IR spectrum.
Each tile position has a device with the same exact design
parameters for the physical MEMS resonator. The tiles are
spaced consistently and each contain a 15x9 array of devices.
They rows of the 15x9 array is evenly spaced, but the column
spacing is dependent on device size to some extent and is
non-uniform. Therefore, all the individual horizontal distances
between the device columns must be recorded in a array of
14 horizontal offsets. The distance between rows is simply a
scalar since they are all the same. Each device inside of a tile
can be found by summing the offsets based on the row and
column of the device. Two nested for-loops simply iterate two
variables from 1-9 and 1-15. The same thing happens for the
tiles. The horizontal and vertical distances between the tiles
are constant. So the final algorithm for measuring all devices
results in four nested for-loops as seen in the code segment
included in the appendix.

After the testing procedure and algorithm is devised, and the
photomask data is processed into the necessary data to guide
the stage, the infrared optics need to be aligned. This is done
with a thermal image sensor or IR detector cards. Once the IR
is focused to the tip of the probe, the IR optics can be retracted
and a microscope can be used to calibrate the VNA. Then the
chip is placed on the vacuum chuck and secured with vacuum.
Once the chip is secured and roughly in the right position,
the chuck must be leveled. This is only necessary for the 3D

Fig. 17. This is the device layout of a single tile. The tiling is repeated on
the chip 21 times in a three by seven grid. Each tile has the same unique
metasurface patterned on all devices in the tile.

printed chuck and only needs to be done after installation.
The leveling of the chuck can be done by tensioning the four
bolts that secure the chuck to the stage. Verification of the
flatness of the chuck is done by scanning the microscope
across the sample and verifying the focus of the microscope
is maintained. Additionally, the micro-probe can be landed
at three or four points on the sample and the horizontal
displacement of the micro-probe can be measured visually
to ensure proper flatness of the chuck. Finally, an alignment
procedure is performed to ensure the chip is properly oriented
with the axes of the stage. This can be accomplished visually
by moving the stage in a straight line across the chip and
visually checking the movement of the micro-probe relative
to the devices in a column. If the micro-probe does not follow
the devices in a straight line, but instead deviates left or right,
then an angular correction is applied to the chip by manually
rotating the chip with the vacuum temporarily suspended. This
process is repeated until the chip is properly aligned with the
axes of the stage. When this happens the XY translation stage
will be able to accurately find any device and initiate a micro-
probe landing. The required angular tolerances depend on the
device pad size and the overall chip size. For the chip tested
in this paper, a deviation of less than 0.5 degrees is necessary.
Although this task can be time-consuming, once achieved, it
allows for the automatic measurement of all devices on the
chip.

V. RESULTS

For this section the measuremets from a single chip con-
taining over 2000 measured devices will be summarized. The
measurements that are taken by the automated measurement
system result in many different useful device metrics. By
utilizing all available data in performing device analysis,
relations between quality factor, thermal resistance, noise can
be explored. Design parameters such as photomask data, ther-
mal resistance data, and anchor dimensions are not measured
directly but can still be incorporated into an insightful analysis.
Quality factor, noise, and responsivity are all directly measured
and can be correlated with design parameters such as thermal
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Fig. 18. This spatial heat map of device performance is colored by resonator
quality factor. This diagram clearly shows the high performance of the
200MHz ’E’CMR MEMS devices, which are focused highly in the analysis
of the devices.

Fig. 19. The average quality factor versus anchor width is plotted for ’E’
devices.

Fig. 20. The average Q factor is plotted for all anchors of width 15 µm for
’E’ 200MHz CMR MEMS devices

Fig. 21. The integrated frequency noise distribution of all 200MHz CMR
MEMS devices are plotted in a histogram. The noise characterisation method
is described in section 3B.

Fig. 22. The responsivity distribution of 200MHz CMR MEMS devices is
plotted in a histogram. The responsivity is measured using the frequency shift
and incident in-band power absorbed.

Fig. 23. The NEP distribution of 200MHz CMR MEMS devices is plotted
in a histogram.
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resistance and anchor dimensions. The automated measure-
ment system renders hundreds of thousands of datapoints in
the form of admittance and time domain measurements that
require complex processing techniques. The processing of the
data is performed by a Matlab program that processes the data
from each device as well as other external data sources such
as FTIR data and noise measurements. The output of the data
process generates many different forms of useful data.

Shown in figure 18 is a spatial plot of device quality factor.
Here, each pixel is a device whose color represents its quality
factor. Similar to commercial wafer level test facilities, this
system can produce spatial plots of different device parameters
called ’wafer maps’ or in this case ’chip maps’. Our top
performing device is circled with a dotted red line. From
this, one can quickly get a sense of which devices were
top performing out of the thousands of devices that were
measured. It is then also possible to elucidate the optimal
design parameters such as geometric dimensions of the top
devices. It is evident that the 200 MHz devices, from which
our top performing device was selected, are performing with
very high quality factors. These devices were focused on
specifically for further analysis in terms of quality factor,
responsivity, noise, and NEP.

In figure 19 and figure 20, device quality factor is plotted
in a bar graph versus anchor dimensions of width and length
(see fig. 2). This graph shows that an anchor width of 15 µm
is clearly optimal. Figure 20 plots all of the quality factors
of devices with 15 µm wide anchors versus anchor length,
the optimal width shown in figure 19. Both figures show the
optimal anchor dimensions for these devices with this process
is 15 µm and 10 µm-20 µm for anchor width and length
respectively.

Fluctuation induced noise data is also produced by the
system. The fluctuation noise distribution plotted in figure
21 shows an average of 0.35 Hz/

√
Hz with the best noise

performance at 0.256 Hz/
√
Hz. The best noise performance

was the same devices with high quality factor. The noise of
these devices is state-of-the-art compared to previous reported
fluctuation induced noise measurement of 1.46 Hz/

√
Hz [15]

and one Hz/
√
Hz [26]. The dimensions of the anchors of the

lowest noise and highest Q devices were 10 µm long and 15
µm wide.

The responsivity measured by the system was also very
high. The highest responsivity measured by the system was 2
Hz/nW while the average responsivity was 1.43 Hz/nW. These
results are an improvement over previous work’s recorded
responsivity measurements of 0.68 Hz/nW in [15] and 0.53
Hz/nW in [26].

The NEP distribution is pictured in figure 23. The lowest
NEP measured was 80 pW/

√
Hz while the average was 350

pW/
√
Hz. These NEP measurements are signifigantly better

than previous works NEP meausrements of 1.9 nW/
√
Hz [26]

and 2.1 nW/
√
Hz.

Due to the large amount of data that can be collected by the
system, interesting relationships between thermal resistance,
noise, and quality factor can be found. Figure 24 shows a
plot of hundreds of valid fluctuation noise measurements, each
from individual devices. The data forms two asymptotes, one

Fig. 24. This plot shows the measurements of the noise of each device versus
the quality factor. Here each point is an individual device. The vertical line
represents the quality value cutoff for noise analysis. Any devices with quality
factor below 750 were not analyzed in terms of noise.

Fig. 25. This plot shows the quality factor of each device versus the thermal
resistance. Here each point is an individual device.

of which is a vertical asymptote at a quality factor of 750 and
the other is a horizontal asymptote at a frequency noise of 0.35
Hz/

√
Hz. The vertical asymptote is an artifact of the testing

algorithm. It was deemed unnecessary to measure the noise
of devices with quality factors less than 800. The horizontal
asymptote seems to be a noise floor. This noise floor is most
likely due to frequency noise of the VNA. Figure 25 shows
a plot of the quality factor versus thermal resistance. The
thermal resistance of the MEMS resonators is almost entirely
dictated by the anchor dimensions. From Leeson’s equation,
phase noise and quality factor are inversely proportional [29].

VI. CONCLUSION

The automated system presented in this paper was extremely
useful in the testing and characterization of the novel, state-
of-the-art CMR MEMS IR sensors. This unique work demon-
strates the use of automation and IR device characterization
to harvest vast amount of data on thousands of devices. With
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this tool, sensor parameter enumeration and optimization is
possible allowing for the rapid development of novel devices.

There were many challenges faced during the development
of this project, and there are some improvements that can be
implemented to further enhance the performance of the pro-
posed system. First, the noise measurement algorithm is quite
sensitive to vibration, light, and other noise sources. Many data
points deemed outliers were culled from the dataset. A remedy
for this issue is to perform multiple noise measurements and
take the lowest one. This will only increase testing time for a
second or two per device. Second, many of the different data
for responsivity are missing. The responsivity data in figure
22 is lacking much data because there were some issues with
the XY translation stage. Some of the data was taken in two
different probings of the same device, and there were landing
accuracy errors on the second time around. This explains why
the amount of data is less than what is measured. The XY
translation stage used was a 16 years old model and was only
meant for use as a proof of concept. A very precise translation
stage is required for this to continuously work. The stage must
be capable of reliably landing with sub-µm precision. When
using such a motorized stage, it may be advisable to set limita-
tions on acceleration, deceleration, and velocity to reduce wear
on the precision components. Third, the bimodal distribution
in the responsivity of figure 22 is attributed to a metasurface
absorption issue. The issue stems from a planarization problem
in the manufacturing process. After the deposition of the gold
fingers on top of the aluminum nitride bulk, a thin film of
silicon dioxide layer is deposited that conformed to the ridges
of the electrodes. Due to the valleys of the surface on which
they were built, the metasurfaces failed to perform at peak
efficiency. In fact, the automated measurement system was
instrumental in discovering this issue. Fourth and finally, the
NEP data shown in figure 23 has even less data since both the
noise data and the responsivity data is required for each device
to calculate its NEP. If the noise or responsivity data was not
found due to probing error or random noise, the NEP for that
device could not be found or was an outlier. Despite this the
NEP data for the top performing devices is very impressive.
The measured devices here are working very well, but there
is no reason to stop here. Higher quality factors may still
be achieved through the use of phononic crystals. There is
very interesting work on buffing the quality factor of these
resonators by augmenting the anchors with phononic crystals
[30], [31], [32], [33].

The most recent version of this system incorporates all mea-
surements in a single landing, and a new fabrication process
is being developed to planarize the MEMS devices before
patterning the metasurface. Future work will certainly involve
the characterization of responsivity in terms of phase and
admittance variation. In this paper, Y11 admittance parameter
magnitude is considered, but additional response can be found
from the phase as well. In this way, two responsivities can
be defined for each phase and magnitude. Using a VNA,
responsivities in the order of 6.4 ◦/µW have been measured in
these devices, but were not characterized en masse. Methods to
improve resilience in noise measurement include performing
the same measurement multiple times and averaging or taking

the best one. The biggest issue encountered in the development
process was the loss of accuracy in the old ASI stage. During
this project, a beryllium copper micro-probe was used to land
on over 10,000 devices before its retirement. Although this is
extremely impressive lifespan for a probe, the landing quality
deteriorates as the micro-probe wears. Tungsten tipped probes
are recommended for this system as they are more robust than
beryllium copper and can withstand more abuse. Additionally,
a large issue becomes debris; as probing is conducted, bits of
dust or even flakes of metal from the landing pads can become
lodged in the micro-probe and require cleaning. Performing
probing in a clean room is a huge benefit as it can prevent data
loss and needless wear on microprobes if the measurements
are not monitored. A great method is to monitor the probing
remotely. Additionally, a simple and worth-wile improvement
would be the addition of a rotation stage to the XY motorized
translation stage. Operating the vacuum chuck on top of this
would speed up the process of alignment and greatly improve
the user experience.

In conclusion, the automated measurement system is very
useful for the characterization and development of novel
optical sensors. This system provides valuable characteristics
of thousands of optical sensors while remaining open-source
and cost-effective. Demonstrated is the characterization of
thousands of state-of-the-art MEMS IR detectors and the
profiling of optimal design parameters. This technology is
very accessible for any lab to use and can save hundreds of
thousands of dollars in proprietary equipment and man-hours
of work.
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APPENDIX

The Copper Mountain Tech. TR1300/1 VNA offers a helpful
programming guide with examples. Below is the Matlab code
used to command and read data from the VNA.

vna = tcpclient("127.0.0.1", 5025, "Timeout",
20, "ConnectTimeout", 5);

write(vna, [uint8(’TRIG:SOUR BUS’), 0x0A]);%
Set VNA trigger to BUS trigger

write(vna, [uint8(’*OPC?’), nl]);
opc_response = VNAread(vna);
write(vna, [uint8(’TRIG:SING’), nl]);
write(vna, [uint8(’*OPC?’), nl]);
opc_response = VNAread(vna);
write(vna, [uint8(’SENSe1:FREQuency:DATA?’),

nl]);
Freq = VNAread(vna);
write(vna, [uint8(’*OPC?’), nl]);
opc_response = VNAread(vna);
Freq = char(Freq);
Freq = str2num(Freq);
% Read measurement data into array
write(vna, [uint8(’CALC1:DATA:FDAT?’), nl]);
data = VNAread(vna);
data = char(data);
data = str2num(data);
data = data(1:2:end); % skip every other

element in the array
% -= measurement complete =-
function query_response = VNAread(app_vna)
query_response = ’’;

while true
partial_query_response = read(app_vna);
if(isempty(partial_query_response)˜=1)

last_index =
length(partial_query_response);

query_response =
strcat(query_response,
partial_query_response);

if
(partial_query_response(last_index)
== 10) % 10 is newline
break;

end
end

end
end

The algorithm demonstrates the way that each device is
found and measured.

for Sy=1:7
for Sx=1:3

x=xc+sum(dx(1:3));y=yc;
for xi=1:15

for yi=1:9
dev_name=chip+sprintf(’-%d%d-%d%d’,

Sx, Sy, xi, yi)

15



moveStage(stage, x, y)
probeDown(MCU)
VNAmeasurement(vna, dev_name)
probeUp(MCU)
y=y+dy;

end
y=yc; x=x+dx(xi);

end
xc=xc+dxc;

end
xc=0; yc=yc+dyc;

end

For full access to the code for automation, interfac-
ing, and data analysis please see this github publication:
ryan6026/AutomaticProbeStation
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