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Objectives: An estimated 25% of type two diabetes mellitus (DM2) patients in the United States are undi-
agnosed due to inadequate screening, because it is prohibitive to administer laboratory tests to everyone.
We assess whether electronic health record (EHR) phenotyping could improve DM2 screening compared
to conventional models, even when records are incomplete and not recorded systematically across
patients and practice locations, as is typically seen in practice.
Methods: In this cross-sectional, retrospective study, EHR data from 9948 US patients were used to
develop a pre-screening tool to predict current DM2, using multivariate logistic regression and a
random-forests probabilistic model for out-of-sample validation. We compared (1) a full EHR model con-
taining commonly prescribed medications, diagnoses (as ICD9 categories), and conventional predictors,
(2) a restricted EHR DX model which excluded medications, and (3) a conventional model containing
basic predictors and their interactions (BMI, age, sex, smoking status, hypertension).
Results: Using a patient’s full EHR or restricted EHR was superior to using basic covariates alone for
detecting individuals with diabetes (hierarchical X2 test, p < 0.001). Migraines, depot medroxyproges-
terone acetate, and cardiac dysrhythmias were associated negatively with DM2, while sexual and gender
identity disorder diagnosis, viral and chlamydial infections, and herpes zoster were associated positively.
Adding EHR phenotypes improved classification; the AUC for the full EHR Model, EHR DXmodel, and con-
ventional model using logistic regression, were 84.9%, 83.2%, and 75.0% respectively. For random forest
machine learning out-of-sample prediction, accuracy also was improved when using EHR phenotypes;
the AUC values were 81.3%, 79.6%, and 74.8%, respectively. Improved AUCs reflect better performance
for most thresholds that balance sensitivity and specificity.
Conclusions: EHR phenotyping resulted in markedly superior detection of DM2, even in the face of miss-
ing and unsystematically recorded data, based on the ROC curves. EHR phenotypes could more efficiently
identify which patients do require, and don’t require, further laboratory screening. When applied to the
current number of undiagnosed individuals in the United States, we predict that incorporating EHR phe-
notype screening would identify an additional 400,000 patients with active, untreated diabetes compared
to the conventional pre-screening models.

� 2016 Published by Elsevier Inc.
1. Introduction

Although roughly 25% of people with type 2 diabetes mellitus
(DM2) are undiagnosed in the United States, population-wide
screening for diabetes currently is not cost-effective, because of
the additional time and laboratory testing required [1]. Interven-
tion studies have shown that diabetes can be prevented in high-
risk individuals [1], while weight loss and lifestyle changes can
revert the recently diagnosed patients (<4 years) to pre-diabetic
state [2]; this makes population-wide screening not just an issue
of prevention, but also one of treatment.

The total estimated cost of diagnosed diabetes in 2012 reached
a staggering $245 billion, a 41% increase since 2007. People with
diagnosed diabetes, on average, have medical expenditures
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Table 1
Demographic and basic information about the patients included in the study.

Mean
(standard deviation)

Unrecorded
control

Type 1
diabetes

Type 2
diabetes

Number of Patients (n) 7978 165 1805
Male (%) 40.6% 51.5% 50.6%
Age (years) 51 (18) 56 (15) 63 (13)
BMI (kg/m2) 29 (6) 29 (7) 29 (6)
Systolic BP (mm Hg) 126 (18) 128 (19) 127 (19)
Diastolic BP (mm Hg) 77 (11) 77 (12) 77 (11)
Total Medications Prescribed 4.5 (4.5) 4.0 (4.0) 4.3 (4.6)
Total Diabetes Risk Factors 0.7 (0.9) 1.1 (.9) 1.2 (.9)
Hypertension DX (%) 34.5% 64.2% 72.5%
High Cholesterol (%) 28.7% 51.5% 62.4%
Smoking (%) 6.3% 5.4% 5.4%
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approximately 2.3 times higher than people who do not [3]. Char-
acterizing diabetes risk using electronic health records (EHR), as
used routinely for billing, could better estimate the financial cost
of covering and treating an at-risk population. In this way, EHRs
could extend screening models, conventionally framed between
the doctor and the patient, to a predictive model between the
payer and the patient. This could encourage targeted patient-
incentive and education programs for at-risk populations.

Currently, comprehensive diabetes screening risk scores com-
bine basic demographic and historical information with laboratory
testing, to predict the future likelihood of developing diabetes. Lab-
oratory tests can include fasting plasma glucose concentration, oral
glucose tolerance test, or hemoglobin A1c (compared more thor-
oughly in [4]). These tests often require fasting, patient monitoring
and blood draws, which can place an unmanageable burden on the
patients, staff, and treating physicians when applied on the scale of
millions of patients. This is particularly problematic in the resource
limited health-care settings which are the most likely to service at-
risk patients [5,6].

Diabetes screening is recommended by the U.S. Preventive Ser-
vices Task Force only for asymptomatic adults with treated or
untreated blood pressure over 135/80 mmHg, even though hyper-
tension is only one of many known risk factors for diabetes [7]. In
our sample, this would miss 1 in 4 patients diagnosed with DM2,
while unnecessarily screening 1 in 3 patients without a recorded
DM2 diagnosis. These data suggest that more sophisticated screen-
ing methods are needed, consistent with the Wilson and Jungner
criteria [8,9].

While EHRs have demonstrated potential for detecting and
monitoring diabetes [1], previous studies have used only a subset
of all information available in the medical record, and typically
have assessed risk only on patients for whom there were specific
laboratory results available (e.g., fasting plasma glucose). EHR-
based phenotypes can identify individuals who may benefit from
interventions and thereby improve patient treatment and progno-
sis [10,11]. For example, usage of an EHR was associated with a
decreased rate of emergency department visits in individuals with
diabetes [1], and EHR data have been used to compute the prospec-
tive risk of developing dementia in individuals with diabetes [12].

If realistic results are desired data mining methods should be
validated against real-world data. Records of ‘‘typical” quality are
missing large amounts of data, with unsystematic data collection
and recordings across practice locations. We examine whether
augmenting risk scores using EHR-derived phenotypes would
increase the ability to detect patients who should be screened fur-
ther using laboratory testing, even when records are incomplete,
and are not recorded systematically across health professionals
and/or practice locations. When implemented on a population, this
step-wise screening process would decrease the public health cost
of more expensive testing, while simultaneously identifying previ-
ously overlooked at-risk patients.
2. Subjects

The study population included approximately 131,000 unique
EHR transcript (visit) entries, containing 9948 patients from 1137
unique sites spanning all 50 United States, collected between
2009 and 2012, supplied in https://www.kaggle.com/c/pf2012-dia-
betes/data. Table 1 contains further demographic information.
DM2 was diagnosed in 18.1% of patients according to at least one
corresponding diagnosis within ICD9 250.X category (no patients
had mixed Type 1/Type 2 diagnoses). We use the term ‘‘un-
recorded” to describe patients without a DM2 diagnosis rather
than the term ‘‘healthy”, because the patients without a recorded
DM2 diagnosis had more prescribed medications, and higher
smoking rates, than patients with diabetes mellitus. This dataset
is public and de-identified, provided by the free web-based EHR
company, Practice Fusion. We intentionally used an unselected
patient population who had a wide variety of laboratory tests, pre-
scribed medications, and diagnoses. This dataset was rich in the
breadth of information it contained, but did not include the free-
text notes written about each patient (see Supplemental Methods
for list of included factors).

Unless otherwise specified, the dataset assumed patients were
healthy, took no medications, and underwent no laboratory tests.
Missing entries were not identified clearly; a patient who had no
history of taking a medication may have used yet not reported it.
Consequentially, less than 1% of patients reported a family history
of diabetes (ICD9 V18.0), despite a prevalence of 11.8% in the US
population. It is unknown whether patients identified as unrec-
orded DM2 actually had undiagnosed DM2, likely due to current
screening guidelines. Therefore, the dataset underestimates the
prevalence of most disorders. This posed a ‘‘worst case” scenario
for prediction; given missing, unsystematic and incomplete infor-
mation from a patient’s medical history, could residual information
still augment current diabetes risk scores in a way that improves
the accuracy and efficiency of DM2 screening in the general
population?

3. Materials and methods

We assessed whether DM2 risk scores could be improved with
EHR phenotypes, created using the additional medical and diag-
nostic information contained in the EHR. Because the visit dates
were removed to protect patient privacy, information from multi-
ple visits was combined across the whole study period into one
data point representing each patient. The absence of visit dates
made us unable to determine whether patients developed diabetes
during their time of service, or whether it preceded their entry into
this study. Similarly, the temporal ordering of medications, non-
diabetes diagnoses, and the diabetes diagnosis are similarly
unknown. Using real-world clinical data, these models then assess
the current likelihood of a patient having a current diagnosis of
DM2, rather than the future likelihood of developing diabetes.

We predicted current DM2 status using a multivariate logistic
regression in R [13] comparing three separate models: (1) conven-
tional model mimicking conventional risk scores; (2) a full ‘‘EHR
Model” based upon the EHR phenotype, containing conventional
information and both diagnostic and prescription information;
and (3) ‘‘EHR DX” model which contained conventional informa-
tion along with selected EHR information, excluding only medica-
tions. Within the ‘‘EHR DX” model, prescription information was
removed because a diabetes diagnosis could change which medica-
tions physicians would prescribe. A partial list of predictive factors
is illustrated in Table 2.

https://www.kaggle.com/c/pf2012-diabetes/data
https://www.kaggle.com/c/pf2012-diabetes/data
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The first model (conventional model) mimics conventional risk
scores by including only the limited subset of covariates (smoking
status, sex, age, BMI, and hypertensive status) that have been used
in current diabetes risk models [4,14], and included all interaction
effects.

The second ‘‘EHR Model” used 298 features: 150 most common
diagnoses, 150 most commonly prescribed medications (before
condensing name-brand and generic), transcript information
(Table 2), and other specialized features summarized in Table 2.
Hypertensive status, hyperlipidemia, and metabolic diagnosis all
were assessed separately. To reduce bias, we removed as predictors
established treatments and complications of diabetes mellitus: pri-
mary and secondary diabetes-related diagnoses (ICD-9 250.X2,
249.X), foot ulcers (ICD-9 707.X), diabetic retinopathy (ICD-9
362.01), polyneuropathy in diabetes (ICD-9 357.2), diabetic catar-
act (ICD-9 366.41), and diabetes mellitus complicating pregnancy,
childbirth or the puerperium (ICD-9 648.0X). Medications used to
treat diabetes, such as metformin (GlucophageTM), were excluded
from the model.

For the EHR Model, we created an ‘‘additional risk factor” vari-
able tallying common comorbidities of diabetes, including condi-
tions that have been shown to be more common in diabetes, but
may be caused by factors other than diabetes. These included: can-
didiasis of skin and nails, malignant neoplasm of pancreas, other
disorders of pancreatic internal secretion, polycystic ovaries, disor-
ders of lipoid metabolism, overweight, obesity, and other hyperal-
imentation, trigeminal nerve disorders, hypertensive heart disease,
acute myocardial infarction, other acute and subacute forms of
ischemic heart disease, old myocardial infarction, angina pectoris,
other forms of chronic ischemic heart disease, atherosclerosis, gin-
gival and periodontal diseases, disorders of menstruation and other
abnormal bleeding from female genital tract, unspecified local
infection of skin and subcutaneous tissue, acquired acanthosis
nigricans and tachypnea (Supplementary Embedded Table 1).

The third ‘‘EHR DXModel” used all features as in the EHRmodel,
yet excluded all the medications. This was based on the assump-
tion that a clinician’s prescribing behavior would likely be influ-
enced by a patient’s diabetes status. Given that this sample is not
longitudinal, excluding medication information reduces the bias
inherent in all observational studies.

The conventional model was used as a reference standard in
lieu of established risk scores because it ensures that difference
between the twomodels is attributable to the structure and covari-
ates, instead of the underlying study populations. We compared
Table 2
Summary of non-medication or ICD9 code EHR information used to create full and restri
Table 1 and 2.

Variable De

Demographic Information Age
Transcript information Sys
Diagnosis 150
Medications 150
Hypertension Diagnosis ICD
Cholesterol Diagnosis ICD
Metabolic Diagnosis ICD
Diagnosis Tot
Acute Diagnosis Tot
Additional Risk Factors Dia
Family Metabolic Disorder History ICD
Lab Results Tot
Geographical Region (State#) De
State Diabetes Rate 201
Family Diabetes Risk ICD
Family Metabolic Risk ICD
Family Diabetes History ICD
High Risk Practice (loc4) Ave
Smoking Status Cur
these models in a hierarchical regression with a chi-square test,
and computed receiver operating characteristic (ROC) curves by
measuring the area under the curve (AUC) within the R package
ROCR [15].

Within the EHR model, the significance of each covariate was
evaluated using a Wald test which keeps the expected false posi-
tive rate below the 0.05 threshold. Briefly, a Wald test divides
the magnitude of the estimated log odds ratio by the standard
error of that estimate. This quotient is compared to a t-distribution,
with degrees of freedom based on the number of independent
patient samples, minus the number of covariates in the model.
Because many factors were found to be statistically significant,
we make our interpretation more conservative by also adjusting
for the false discovery rate (FDR) using the graphically sharpened
method, setting the maximum proportion of false discoveries at
5% [16,17] as implemented by Reed et al. [18]. The FDR is com-
puted over all 298 estimated p-values. We indicate which variables
had q-values (adjusted p-values) in the FDR significance range
using an asterisk within the regression tables, along with odds-
ratio 95%-confidence intervals which take into account the preva-
lence of the risk factors being considered.

Finally, we validated using EHR phenotypes externally using a
random forests probabilistic (not binary) prediction model, to
assess the sensitivity of these models to overfitting [19]. In the ran-
dom forests model, decision trees are constructed by resampling
with replacement from the data and the predictors. Resampling
with replacement causes roughly 30% patients to not be included
each decision tree. An unbiased estimate of validation accuracy
was achieved by probabilistic prediction of individual cases using
decision trees that did not sample that individual observation
using the data from the EHR model, the EHR DX model, and the
conventional model. The probabilistic random forest models are
used to create ROC curves that can be compared to the predicted
probability from the logistic models.
4. Results

Incorporating EHR phenotypes improved classification accuracy
more greatly than using limited covariates, for both the logistic
regression and the random forests models.

The Full EHR model, and the EHR DX models, both predicted
better than the conventional models (X2 test, p < 0.001, Fig. 1).
For the Full EHR Model, EHR DX model, and conventional model,
cted EHR models. For list of medications and ICD9 codes utilized, see Supplemental

scription

and gender
tolic/Diastolic BP, Height, Weight, BMI
most common ICD9 Codes (primary digits, i.e. 152.X)
most commonly prescribed (before collapsing generics)
9 401-405
9 272
9 277.7
al number of diagnoses over 4 year period
al number of acute diagnoses over 4 year period
gnostic comorbidities, but not complications, of diabetes
9 V18.1, V18.11, V18.19
al number acquired, number abnormal and percent of total that were abnormal
fined by census.gov/geo/maps-data/maps/pdfs/reference/us_regdiv.pdf
0 National Diabetes Surveillance System Location Diabetes Rate
9 V18.0
9 V18.1, V18.11, V18.19
9 V18.0
rage diabetes rate is above 8.3% at that practice location
rent, Former, Never Smoked, NA (NIST Codes)



Fig. 1. Receiver Operating Curve (ROC) for each of the logistic models, and their
respective area under the ROC (AUC). Supplemental Fig. 4 is the same figure for the
random forest models. For all classification thresholds, incorporating EHR pheno-
types improved the ability to detect patients with DM2.

Fig. 2. The performance of each type of algorithm (logistic and random forest) for
each type of input data (full EHR, EHR DX and conventional). The threshold used to
assess performance corresponded to an 18.1% prevalence of diabetes in the full
dataset. For all algorithms, incorporating more EHR data led to higher performance
in identifying DM2 and non-DM2 patients, compared to conventional algorithms.
Shaded bars indicate random forest models. Error bars were too small to display
meaningfully with 9948 subjects. Significance markings indicate hierarchical X2

tests for p < 0.05. Abbreviations: accuracy (acc), sensitivity (sens), specificity (spec),
positive and negative predictive value (PPV and NPV).
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the AUC was 84.9%, 83.2% and 75.0%, respectively (Fig. 2). The ran-
dom forests AUC for the full EHRmodel, the EHR DXmodel, and the
conventional model were 81.3%, 79.6%, and 74.8%, respectively
(Supplemental Fig. 1). Significantly predictive factors for the full
EHR model are illustrated in Fig. 3.

The accuracy, sensitivity, specificity, positive predictive values,
and negative predictive values all depend on the decision threshold
for the probabilistic classification. We set the threshold so that
18.1% would be diagnosed with diabetes, consistent with the
prevalence of diagnosed diabetes in the full dataset. At this thresh-
old, the EHR models had better performance in all categories, hold-
ing constant the model family (random forest vs. logistic). This is
illustrated in Fig. 2, with 95% confidence intervals for all values
provided in Supplemental Text.

In the conventional model the variables age, hypertensive sta-
tus, and the interaction of age with hypertension, all were signifi-
cant predictors of DM2 (Wald test, p < 0.05, Supplemental Fig. 2).
The interaction between age and hypertensive status indicated
that younger hypertensive patients had a greater chance of DM2
than elderly hypertensive patients. The 298 coefficients for the
EHR DX Model, the full EHR model, and the conventional model
are provided within the Supplementary Figs. 2, 3 and 4.

Within the held-out data (using the random forests probabilis-
tic models), the EHR models had greater sensitivity than the con-
ventional model for all thresholds, as shown in Fig. 2 and
Supplemental Fig. 1. The overall accuracies were dependent on
thresholds chosen, but for all thresholds, the ROC curve for the
EHR models exceeded the sensitivity of the conventional model
as shown in Supplementary Fig. 2.
5. Discussion

The EHR phenotype models outperformed the basic screening
model for detecting individuals at-risk for diabetes, for all thresh-
olds. While many of the risk factors identified in the full EHRmodel
have been identified previously, they have not been evaluated
within the context of all other clinical factors. Due to the structure
of our multivariate logistic regression model, each discussed factor
was significant, controlling for, and separate from, all other mea-
sured factors, while adjusting for the false discovery rate. Addition-
ally, we demonstrated that the EHR had strong predictive power
when excluding all physician-prescribed medications, suggesting
that the diagnoses contain nearly the same information as the
medications prescribed to treat them.

The number of studied and significant factors was too large to
consider the effect of each individually, so we limit our discussion
to selected salient factors which additionally surpassed the false
discovery rate (for a more extended discussion of each factor, see
Supplemental Discussion). These associations are based on
patients diagnosed with DM2, who may or may not be similar to
patients with unrecorded DM2. The list of factors positively associ-
ated with diabetes was consistent with previous literature and, in
particular, included hyperlipidemia and hypertension – the other
two pillars of metabolic syndrome – as strong predictive factors
for DM2 [20]. The factors negatively associated with diabetes
seemed to be indicators for physical activity and chronic disease
that involved regular monitoring and integration into the medical
system. In addition to these interpretable factors, our full EHR
approach identified unexpected factors that were associated signif-
icantly with current DM2 including ICD9 302.X (sexual and gender
identity disorders), ICD9 477.X (allergic rhinitis) and the use of
depot medroxyprogesterone contraceptives.

One of the benefits of EHR research is that, in addition to veri-
fying the factors that had a relatively clear interpretation, EHR
mining can identify others where the link with disease is either
unproven or unsuspected. Some factors identified here are less
established in the DM2 literature. In particular, although some
work has addressed the association of homosexuality, sexual iden-
tity disorders, and sexual deviancy (ICD-9 302.X) with diabetes
[21,22], our results suggest that more work should be done to
understand the link between diabetes and these factors, so that
at-risk patients can be identified better. In contrast to increasing
the risk of current DM2, we are uncertain why allergic rhinitis
(ICD-9 477.X), and use of depot medroxyprogesterone contracep-
tives, decreased the prevalence of DM2. Even though DM2 has
been shown to affect innate or acute immunity [23], we are una-
ware of a strong link between DM2 and allergies, which primarily



Fig. 3. Statistically significant EHR factors positively (red) and negatively (blue) associated with having a diabetes diagnosis. Star (⁄) indicates significance after additional
false-discovery rate correction. For all modeled factors, see Supplemental Fig. 3. Error bars reflect 95% confidence intervals. See Table 2 and Supplemental Tables 1 and 2 for
definitions of variables, definitions of the included ICD9 codes and medication categories.
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are a dysfunction of the adaptive or acquired immune system. Due
to the underlying etiology behind the previous controversial link
between exogenous hormone treatment for menopause and car-
diovascular risk, we expect that the usage of depot medroxypro-
gesterone contraceptives reflects a patient population that
engages in other activities that decrease DM2 risk, and not that
depot medroxyprogesterone itself is protective for DM2. The inter-
pretation of each of these factors is unclear; therefore our results
suggest that more work should be done to understand these
observed links.

Some unexpected factors positively associated with diabetes
include hemorrhoids (ICD-9 455), medications used to treat anxi-
ety disorders and seizures (diazepam, clonazepam), and disease
of the esophagus (ICD-9 530). Unexpected negative factors
included viral and chlamydial infections (ICD-9 079), organic sleep
disorders (ICD-9 327), and intestinal infections (ICD9-009).
In addition to these factors, there were a number of features
that were associated negatively with DM2, even though the litera-
ture suggested that the association should be positive. An estab-
lished side effect of prednisone treatment is increased insulin
resistance and steroid-induced DM2 [24]. Therefore, clinicians
may prescribe prednisone only in low-risk patients. As noted
above, DM2 is associated positively with disorders of the innate
or acute immune system, metabolic syndrome and cardiac dys-
function; therefore we are uncertain why some of these factors
were associated negatively with DM2. Migraine also shares com-
mon comorbidities with DM2 [25], including some that we identi-
fied here. Our EHR model also found that being a current smoker
decreased the risk of diabetes, which reflects how smoking
increases base metabolic rate. Yet, this contradicts at least one
study in the literature [26] which found smoking increased
diabetes risk. However, this difference may be due to how we
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controlled for many other factors, while previous studies on smok-
ing and diabetes accounted for a limited number of confounders
(e.g., age & BMI). These factors warrant further study to understand
why our analysis of EHR records did not replicate previous work.

There are several limitations to our model. Our model faced
challenges with incomplete data such as family history, and did
not contain several important risk factors for diabetes, such as eth-
nicity and socioeconomic status [27], due to incomplete patient
records. Given that the prevalence of diabetes in the sample popu-
lation (18.1%) greatly exceeded the general US diabetes prevalence
(11.8%), this suggests that our sample population may reflect the
population of Americans with health insurance treated during
the 2.5 year study period. Certainly, patients with diabetes or
symptoms of diabetes are more likely to have insurance and seek
medical attention. Alternatively, given the prevalence of unrec-
orded DM2, the clinics that contributed to Practice Fusion may
be better at identifying DM2 than the average clinic. The incom-
plete nature of the records data affected mainly the full EHR model,
as the basic covariates (age, BMI, etc.) were not missing. If incom-
plete data had been indicated more systematically, missing data
could have been imputed to improve accuracy and reduce bias.
Although we established a protocol for interpreting medication
and laboratory test results, there was large variation in the report-
ing of these factors; therefore some bias and/or misreporting could
be present. Due to privacy concerns, our model was unable to
incorporate longitudinal information in the EHR that we would
expect to improve its overall accuracy. Moreover, this model was
trained using patients who had a current diagnosis of DM2, which
implicitly assumes that diagnosed and undiagnosed diabetes
patients are similar, but this hypothesis needs to be confirmed.
In the future, we will confirm the profiles of diagnosed and undiag-
nosed patients using longitudinal data on an independent data-
base, with a 12–18 month pre-index period with no diagnoses
for Type I or II. Finally, the covariates used to predict DM2 were
all necessarily statistically dependent, so the significant factors
may be blocking the true impact of other correlated factors.

Our model is not prognostic; the factors we have found associ-
ated with DM2 are not causal. However, given the finding that
DM2 was diagnosed most frequently after a patient exhibited at
least one complication, and that 25% of patients are unrecorded
[28], both early prediction and identification of untreated DM2
are critical to clinical practice. We specifically excluded known
complications of diabetes to reduce this bias, but the complications
and risk factors of diabetes often can be intertwined (e.g., cardio-
vascular disease).

Given that this analysis showed superior prediction of diabetes
using only 3 years of incomplete and unsystematically recorded
data, we anticipate that the true signal and potential of an ideal,
complete, and systematically utilized EHR is much greater than
we have demonstrated here. As EHRs become used more widely,
we anticipate that the size and quality of the records will increase
by orders of magnitude. Increase in sample size, and reduction of
the amount of missing data, would only strengthen the ability of
these models to detect DM2 and reliably identify at-risk patients.

We, and others, have advocated that data mining EHRs could be
used to address numerous clinical challenges [1], such as identifying
patients at risk for depression, suicide, strokes, and cardiovascular
events. Risk scores, not limited just to diabetes, could be automati-
cally computed and included in a general patient profile, providing
physicians an instant assessment of potential health conditions.

Beyond prediction, using EHR-phenotype models provide
invaluable information about the risk factors themselves. For
example, EHRs can be used to assess comparative risks and bene-
fits of medication classes (as is being done [29]), and answer
important treatment questions, including whether statins or
fibrates are more effective to treat high cholesterol in patients with
diabetes. However, our experience with hormonal therapy for
menopause [30] taught us that, while there is great potential in
retrospective, observational studies, the highest level of evidence
is a double-blinded, randomized clinical trial. Because of this,
resulting associations with diabetes are necessarily ambiguous,
with no defined causal relationship, and need to be scrutinized
carefully in light of complementary controlled studies [31]. For
screening of a disease that is both the fifth leading cause of pre-
ventable death in the United States, and that has a tremendous rate
of unrecorded patients, we argue that the accuracy of the model is
more important than any causal inference of the predictors.

6. Conclusion

Given that nearly 1 in 3 Americans will develop diabetes at
some point in their lifetime, predicting and assessing diabetes risk
on a population-wide scale is critical for both prevention and effec-
tive treatment. As a positive consequence of the U.S. and U.K. EHR
mandates, an EHR phenotype-based pre-screen could be used for
national diabetes screening at little cost, as risk scores could be
computed automatically within EHRs to efficiently identify at-
risk patients who should undergo more formal and sensitive labo-
ratory screening and/or preventive behavioral interventions.

We anticipate that the largest adopter of EHR phenotype mod-
els will be public and private insurers; risk scores could be created
using existing claims databases. Given that the average patient
with diabetes incurs over twice the expected cost as a patient
without [3] and that the Affordable Care Act of 2010 bars insurers
from dropping coverage of ill patients or denying coverage because
of pre-existing conditions, there exists a significant financial
advantage for insurers to incentivize their high-risk patients. Indi-
vidual patients who are at high-risk for chronic and costly diseases
could be targeted for patient-education programs, and reduction in
calculated risk would be rewarded monetarily.

These promising results showed that EHR phenotypes provided
superior predictive accuracy for assessing diabetes status, com-
pared to traditional non-laboratory information (p < 0.001). We
have demonstrated that this is possible even in the face of a
diverse, at-risk patient population, with missing and incomplete
patient records pooled across practice locations. This suggests that
incorporating more medical history could increase the accuracy of
existing diabetes risk scores in at-risk patient populations, for step-
wise screening. The combined efficacy of EHR screening plus
focused laboratory testing needs future study.
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