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Abstract—This work studies the problem of neighbor discovery for device-to-device (D2D) communications of LTE user equipments (UEs) in a modern cellular network. By listening to cellular uplink transmissions, UEs can detect potential D2D partners through a neighbor discovery process compatible with the standard LTE network protocol. We focus on neighbor discovery utilizing sounding reference signal (SRS) channel, which can be accessed by peer UEs that are LTE-compliant. Under the constraint of unknown channel statistics during uplink hearing, we propose joint neighbor detection and D2D channel estimation for listening UEs using the framework of sparse channel recovery. Composite hypothesis testing methods are further developed to refine neighbor detection accuracy. We evaluate the performance of our neighbor discovery methods under various network parameters to facilitate practical design and implementation of D2D in 4G cellular networks.

Index Terms—Device-to-device communication, LTE uplink, detection, channel estimation.

I. INTRODUCTION

The rapid growth of mobile wireless data service continues to spur the expansion of high-rate and bandwidth-efficient wireless network systems. High volume data traffics in modern wireless system can lead to network overload, congestion, and process delay, severely straining the limited resource and capability of cellular networks. As a result, new connection modes such as device-to-device (D2D) has emerged as potential means to alleviate burden on radio network controllers (RNC) and eNodeBs (eNBs) [1]–[6].

In D2D enabled networks, direct radio links are allowed between cellular users for data transportation. One of the first steps in setting up D2D links involves pairing UEs that are in close proximity. This is accomplished during neighbor discovery process, where UEs will identify their neighbors for potential direct-link setup. In the multiuser context, neighbor discovery has been extensively studied [7]–[10]. In [7], multiuser detection based on a maximum likelihood approach is used for neighbor discovery. Considering the fact that the number of active users is relatively small compared with the total number of users, compressive sensing (CS) techniques have been recently introduced in [8]–[10], where user detection reduces to the classic problem of sparse vector recovery.

To facilitate the deployment of D2D functionality to standard LTE cellular systems, it is necessary to explore neighbor discovery opportunities in existing LTE infrastructure. Among current works on neighbor discovery in D2D scenario [3]–[6], few exploited practical LTE cellular systems. [3] elaborated a device beaconing scheme that forms a nerve system in the background of cellular traffics. A routing protocol for bidirectional communication was proposed in [5]. The authors of [6] considered neighbor discovery problem in LTE where the allocated OFDMA physical resource blocks are used as user identities. However, it is still not fully compatible with existing LTE systems in terms of scheduling and transmission signal sequence.

While additional resources are required to implement D2D neighbor discovery in [3]–[6], we develop new D2D neighbor discovery methods where the discovering UE identifies potential D2D partners by listening to cellular uplink channels. In particular, we utilize the SRS channel as a D2D neighbor discovery opportunity since it is a common uplink channel with potential transmissions from a large number of UEs, among which the discovering (listening) UE can identify transmitters in its proximity as candidates for D2D communication. Based on SRS channel structure, we formulate the problem of neighbor discovery using sparse channel recovery as a unified framework to implement joint neighbor detection and D2D channel estimation. We employ block sparse Bayesian learning (BSBL) for maximum likelihood estimation of D2D channel parameters. To improve neighbor detection performance, invariant tests based on composite hypothesis testing are investigated for designing detectors under a false alarm rate constraint. They are further combined with BSBL to recover D2D channel statistics.

We organize our manuscript as follows. Section II presents the basic system architecture within which we investigate effective methods for D2D neighbor discovery. Section III depicts the channel structure of SRS, which we exploit to formulate neighbor discovery as a sparse channel recovery problem. From Sections IV to VI, we focus on the discussion of various methods for neighbor detection. Neighbor discovery for devices with multiple antennas is studied in Section VII. Section VIII presents numerical results for performance evaluation before the conclusion section.

II. SYSTEM ARCHITECTURE

We consider a LTE cellular network that admits direct user communications.Authenticated UEs in the network have access...
to the cellular base stations (eNBs) for regular cellular communications. At the same time, UEs can establish direct pairwise (D2D) links if permitted by the network. To set up D2D communication links, the initiating UE, denoted as UE-0, should learn about its neighbors in advance by listening to neighborhood UEs' transmissions. In the cellular network, such UE transmission can be potentially captured during uplink periods. In a scheduled uplink time slot, if UE-0 is not transmitting to the eNB, it can listen to other UEs’ uplink transmissions and thus identify UEs with high received SNR as neighbors. UE-0 can initiate D2D communication with neighbor UEs when it needs to transfer data to them. In the following, we will study neighbor discovery and D2D channel estimation methods based on cellular uplink hearing.

Throughout this paper, our discussion focuses on 3GPP LTE and LTE-A network signaling [11], [12]. We will first introduce basic time, frequency and multiplexing structure of LTE uplink. Based on this, UE transmissions in different uplink channels are compared regarding feasibility of implementing neighbor discovery. We identify SRS and PRACH as potential neighbor discovery opportunities since they are common uplink channels with potential transmissions from a large number of UEs in the network and it is possible for UE-0 to distinguish different UE transmissions with available information.

A. Basic Structure for LTE Uplink

1) Physical Resource Block (PRB): In LTE, the radio resources are allocated in unit of time-frequency physical resource block (PRB). Each PRB is comprised of 1 time slot in the time domain and 12 subcarriers in the frequency domain. Each time slot further consists of seven OFDM symbols.

2) Multiple Access Scheme: In LTE, multi-user access during uplink is enabled through SC-FDMA. As shown in Fig. 1, both DFT and IDFT are implemented at the transmitter in a SC-FDMA system to reduce peak-to-average-ratio (PAPR). For each OFDM symbol time, the time domain sequence is first transformed into frequency domain by the DFT block, before being mapped to a set of subcarriers. Different UEs are mapped to distinct sets of subcarriers, which enables the eNB to separate different UE signals in the frequency domain. After subcarrier mapping, the zero-filled frequency domain sequence is transformed back to the time domain. To mitigate inter-symbol interference, cyclic prefix is added to the time domain sequence before transmission.

B. Physical Channels for LTE Uplink

The LTE uplink transmissions comprise of three physical channels and two reference signals as listed in Table I. We provide brief description of their relevance to neighbor discovery. To assess opportunities among these channels where UE-0 can discover its neighbors by eavesdropping on their uplink transmissions, we find it important for UE-0 to have some necessary information on potential transmitters in order to identify different UE transmissions. Since UE-0 does not have knowledge on UE uplink resource allocation, it is difficult to implement neighbor discovery based on signals carried by UE-specific channels. Therefore, we propose to use uplink channels shared by all UEs, such as PRACH and SRS, as potential opportunities for practical D2D neighbor discovery.

1) Dedicated Channels: The physical uplink shared channel (PUSCH) and the physical uplink control channel (PUCCH) are two dedicated channels used for uplink data transportation and control signaling, respectively. The eNB assigns different resources to different UEs such that their signal can be separated easily during uplink reception. Since both channels are modulated by UE-specific information, it is difficult for UE-0 to estimate the channel from its neighbors without knowing the specific transmitted data.

2) Reference Signals: There are two reference signals in LTE uplink. One is the demodulation reference signal (DM-RS) located in the middle of PUSCH. As a result, the frequency resources for DM-RS are UE-specific. Unless UE-0 knows fully the resource allocation of other UEs, neighbor discovery based on DM-RS would not be practical. On the other hand, the sounding reference signal (SRS) resides in the last OFDM symbol of each scheduled subframe. Since SRS is used for channel quality estimation to enable frequency-selective scheduling on the uplink, it is transmitted over a large bandwidth to obtain channel information across available subcarriers. Moreover, the subframes used for SRS is broadcasted within the network and known to all UEs. Hence, SRS provides a practical opportunity for neighbor discovery. The detailed discussion of D2D neighbor discovery in SRS is given later.

3) Random Access Channel: The physical random access (PRACH) allows UEs to initiate connection with the eNB during its cell entry stage or for reconnection. The PRBs for PRACH are semi-statistically allocated within the PUSCH region and are repeated periodically. During each PRACH time slot, a transmitting UE may randomly select a preamble from a predefined set to allow eNB to distinguish different UE transmissions. Since the preamble set is known to all UEs within the network, UE-0 is able to detect different preamble sequences as part of the neighbor discovery process. Given this feature, we identify PRACH as another potential neighbor discovery opportunity.
discovery opportunity. Due to different channel structure, the neighbor discovery methods in SRS cannot be directly applied to PRACH. However, they can be formulated in the common framework of sparse channel recovery. The solutions for PRACH neighbor discovery and D2D channel estimation will be discussed in a separate work.

III. FRAMEWORK FOR NEIGHBOR DISCOVERY IN LTE

In this section, we present problem formulation of neighbor discovery where a UE listens to neighborhood transmissions during the scheduled SRS symbol. We note that when a neighboring UE does not transmit in the corresponding SRS symbol, the listening UE cannot detect it. However, in practical LTE system, each UE is scheduled on the SRS channel regularly in order for the eNB to collect information for uplink channel scheduling. The listening UE can perform neighbor discovery across multiple SRS symbols to discover more neighbors. Moreover, the eNB can also help awaken a sleeping UE to transmit regularly on the SRS channel through paging channel to facilitate D2D discovery. In the following, we will focus on neighbor discovery within one SRS symbol. Without loss of generality, we denote the listening UE as UE-0 throughout this paper and assume that UE-0 listens to SRS channel only when it does not transmit in the corresponding SRS symbol. The proposed framework can be extended to PRACH.

A. Resource Allocation & Multiplexing

SRS is transmitted on the last SC-FDMA symbol in a sub-frame. The subframe is claimed by cell-specific broadcast signaling. Data transmission is blocked out in the SRS symbol. UEs are scheduled to transmit in SRS by the eNB and they are multiplexed via either frequency division multiplexing (FDM) or CDM. The system bandwidth is divided into disjoint sets of subcarriers. For each subcarrier set (SRS comb [20]), cyclic-shifted Zadoff-Chu (ZC) sequences are used for CDM by up to 8 UEs. The ZC sequence is expressed by

\[ s_u(n) = \frac{1}{\sqrt{N}} \exp \left( -j 2\pi u \frac{n(n+1)/2}{N} \right), \]

\( n = 0, \ldots, N - 1. \)

\( u \) is called the root of the sequence and the sequence length \( N \) is an odd number. A ZC sequence has zero correlation with its cyclic-shifted copies and the absolute value of the correlation of two different-root ZC sequences is \( \frac{4}{N} \). Due to this nice property, ZC sequence is commonly adopted in LTE for CDM.

From the multiplexing structure in SRS, if UE-0 wants to distinguish different UEs’ transmissions during SRS, it needs to know the allocation of SRS combs and the ZC sequences used for CDM on each SRS comb. In practice, the eNB can pass such information to UE-0 through downlink shared channel upon receiving a request for neighbor discovery.

B. SC-FDMA Transmitter and Receiver

Next we will discuss ZC sequence transmission and reception during SRS. Let \( \mathbf{s}_i \in \mathbb{C}^{n_i} \) denote the ZC sequence used by UE-\( i \). \( n_i \) is the sequence length. The discrete fourier transform (DFT) of \( \mathbf{s}_i \) is expressed by \( \mathbf{S}_i = \mathbf{F}_n \mathbf{s}_i \), where \( \mathbf{F}_n \) denote the DFT matrix of size \( n_i \times n_i \). Denote the SRS subcarrier mapping of UE-\( i \) based on Interleaved FDMA [20] by \( \mathbf{1}_i \), of size \( N \times n_i \), then \( \mathbf{X}_i = \mathbf{1}_i \mathbf{S}_i \). \( N \) is the total number of subcarriers used for the IDFT \( \mathbf{x}_i = \mathbf{F}_N^{-1} \mathbf{X}_i \). Since zero-padding \( \mathbf{x}_i \) results in an increased sampling rate in the time domain, \( \mathbf{z}_i \) is an interpolated version of \( \mathbf{s}_i \).

Before transmission, cyclic prefix (CP) is prepended to \( \mathbf{x}_i \). We assume that the length of CP, denoted as \( L_{CP} \), is larger than the sum of the maximum delay spread \( l_{max} \) and maximum round trip delay (RTD) \( l_{max,x} \) in the cell. After adding CP, the transmitted OFDM symbol is \( [x_i(N - L_{CP}), \ldots, x_i(N - 1), x_i(0), \ldots, x_i(N - 1)] \). The corresponding signal component \( \mathbf{y}_i \in \mathbb{C}^{(N+L_{CP})} \) received at UE-0 can be represented by the equation shown at the bottom of the page, where we used \( [x_i(0), \ldots, x_i(N - 1)] \) to denote the OFDM symbol transmitted before SRS.

Let \( N_{SC} \) denote the total number of SRS combs, then there are at most \( U = 8N_{SC} \) SRS transmitters. Due to that some \( \mathbf{s}_i \) may not be actively transmitted for a certain SRS opportunity, the actual number of transmitters may be smaller than \( U \). By setting \( \mathbf{h}_i = \mathbf{0} \) for those inactive ZC sequences, the received signal at UE-0 can be expressed in the following unified form

\[ \mathbf{y}_{CP} = \sum_{i=1}^{U} \mathbf{y}_{CP,i} \delta_{i,x} + \mathbf{z}_{CP}, \]

where \( \mathbf{y}_{CP,i} \delta_{i,x} \) denotes the delayed version of \( \mathbf{y}_{CP,i} \) by \( \delta_{i,x} \) and \( \mathbf{z}_{CP} \) is the additive white Gaussian noise (AWGN). \( \delta_{i,x} \) denotes the propagation delay from UE-\( i \) to UE-0.

From Fig. 2, the observation window at UE-0 is of length \( N \) and starts at position \( L_{CP} - \frac{L_{CP}}{2} \) of the SRS symbol. (Due to timing advance in LTE system, the earliest possible SRS transmission happens \( \frac{L_{CP}}{2} \) before the SRS symbol.) Then the observed sequence at UE-0 is \( \mathbf{y} = \sum_{i=1}^{U} \mathbf{y}_i + \mathbf{z} \) with (2), shown
at the bottom of the page, where $\cdot \mod N$ denotes the modulo-N operation. To separate signals from different SRS combs, UE-0 can demap the received signal in the frequency domain based on SRS comb information acquired from the eNB. Let $Y, H_i$ be the DFT of $y, h_i$, respectively, and denote $W_1$ as the demapped SRS signal from the SRS comb used by UE-1, then $W_1 = \mathbf{H}_i^T Y$. Indexing the ZC sequences multiplexed on the first comb by 1 to 8, the $k$th element of $W_1 \in \mathbb{C}^{n_i}$ is expressed by

$$W_1(k) = \sum_{i=1}^{8} S_i(k) H_i(k) + Z_1(k). \quad (3)$$

In standard LTE systems, the SRS receiver is designed for the eNB. The correlation of the received signal with different cyclic shifts of the root sequence can be used as channel impulse response (CIR) estimates of UEs on the same SRS comb [20]. The frequency domain channel estimates $\hat{H}_i$ are then obtained by applying $n_i$-point DFT on the CIR estimates. While the eNB is able to maintain high SNR through uplink power control, UE-0 will possibly suffer from low receive SNR due to low transmission power or high propagation loss. Moreover, UE-0 does not know which ZC sequences are actively being transmitted. Therefore, active ZC sequence detection becomes a necessary step. Due to the uplink overhearing nature of D2D neighbor discovery, its SRS receiver design faces more challenges. We address the above problems by applying Bayesian learning and composite hypothesis testing, which can be used for signal detection and estimation with unknown parameters.

### C. System Model

Before delving into the details of SRS receiver design, we will first present the system model for SRS. In order to take advantage of the correlation property of ZC sequences, transforming (3) to the time domain, we get $y_i = \sum_{i=1}^{8} r_i + z_1$ where, see (4) at the bottom of the page, $r_i$ takes similar form as $y_i$ in (2). Note that $x_i$ and $h_i$ are interpolated versions of $y_i$ and $h_i$, respectively. Therefore, $\delta_i = \lfloor \frac{\delta_i}{N} \delta_{z,x} \rceil$, $I = \lceil \frac{\delta_i}{N} \delta_{z,x} \rceil$. To overcome the unknown delay of $y_i$ in (4), we consider all possible cases for $\delta_i = 0, \ldots, \delta_{\text{max}}$, where $\delta_{\text{max}} = \lceil \frac{\delta_i}{N} \delta_{z,x} \rceil$. Specifically, let $G = \delta_{\text{max}} + L$, $r_i$ can be written as

$$r_i = \begin{bmatrix} s_i(0) & s_i(n_i - 1) & \cdots & s_i(n_i - G + 1) \\ s_i(1) & s_i(0) & \cdots & s_i(n_i - G + 2) \\ \vdots & \vdots & \ddots & \vdots \\ s_i(n_i - 1) & s_i(n_i - 2) & \cdots & s_i(n_i - G) \end{bmatrix} \times \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix} + \begin{bmatrix} g_1 \\ \vdots \\ g_8 \end{bmatrix}. \quad (4)$$

$\hat{h}_i$ starts at the $(\delta_i + 1)$-th position in $g_i$.

Based on (5), we get $w_i = \sum_{i=1}^{8} \Phi_i g_i + z_1$. Applying the same transformation across $N_{SC}$ SRS combs, the jointly received signal $w := [w_1^T, \ldots, w_{N_{SC}}^T]^T$ can be expressed by

$$w = \begin{bmatrix} \Phi_1 & \cdots & \Phi_8 & 0 & \cdots & 0 \\ 0 & \ddots & 0 & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & \Phi_{U-7} & \cdots & \Phi_{U-1} \end{bmatrix} \begin{bmatrix} g_1 \\ \vdots \\ g_8 \end{bmatrix} + \begin{bmatrix} z_1 \\ \vdots \\ z_{U-1} \end{bmatrix}. \quad (6)$$

$\Psi \in \mathbb{C}^{M_x \times M_x}$ with $M_x = \frac{1}{8} \sum_{i=1}^{U} n_i$ and $M_x = U G$. Due to that the columns of $\Phi_{i,G}$ on the same row are ZC sequences generated from the same root, $\Psi^{T} \Psi = I_{M_x}$. Since each root sequence provides CDM for eight users, it is assumed that $n_i > 8 G$ for all $i$. Consequently, $\Psi$ is a tall matrix with full column

![Fig. 2. Arrival of ZC sequences at UE-0.](image-url)
rank. Denote the columns of \( \Psi \) containing \( \Phi_i \) as \( \Psi_i \), we can represent \( w \) by \( w = \sum_{i=1}^{U} \Psi_i g_i + z = \Psi g + z \).

D. Sparse Vector Recovery

Based on the system model in (6), our main purpose is to extract the stacked channel vector \( g \) from the noisy observation \( w \), given the knowledge of the coefficient matrix \( \Psi \). \( g \) is a block-sparse vector [13] that admits block structure corresponding to each UE. In this paper, we focus on the statistical model, assuming that the channel vectors and the noise vector follow independent complex Gaussian distribution. Specifically, \( z \sim \mathcal{C}\mathcal{N}(0, \lambda I_{M_r}) \) where \( \lambda \) is the noise variance, \( g_i \sim \mathcal{C}\mathcal{N}(0, \Sigma_{g_i}) \) where \( \Sigma_{g_i} \) has the structure

\[
\Sigma_{g_i} = \begin{bmatrix}
0 & \gamma_i I_{L_i} \\
\gamma_i I_{L_i} & 0
\end{bmatrix}
\]

(7)

\( \gamma_i \) and \( L_i \) are the channel variance and delay spread of UE-\( i \), respectively. The nonzero diagonal entries in \( \Sigma_{g_i} \) starts at the \( (\delta_i + 1) \)-th position corresponding to the position of \( h_i \) in \( g_i \). From (6), \( g \sim \mathcal{C}\mathcal{N}(0, \Sigma_{g}) \) with \( \Sigma_{g} = \text{diag}(\Sigma_{g_1}, \Sigma_{g_2}, \ldots, \Sigma_{g_U}) \).

Using the statistical model above, recovering \( g \) can be interpreted as a pure estimation problem of the parameter set \( \theta = \{ \gamma_i, \delta_i, L_i \}_{i=1}^{U} \). By adopting the framework of block sparse bayesian learning (BSBL), \( g \) can be recovered using maximum a posteriori (MAP) criterion based on maximum likelihood (ML) estimate of \( \gamma \). For known \( \theta \), the maximum a posterior (MAP) estimate of \( g \) can be derived directly as

\[
g^\star = u_{MAP} \cdot
\]

For \( u_{MAP} \) with unknown parameters, the critical issue of Bayesian learning lies in parameter estimation. Using ML criterion, the parameter estimation in BSBL is expressed by

\[
\begin{aligned}
\min_{\theta} & \quad \log p(\mathbf{w} | \mathbf{\theta}) \\
\end{aligned}
\]

which, after substituting the distribution of \( w \), is equivalent to

\[
\begin{aligned}
\min_{\theta} & \quad \xi_S = -\log |\Sigma_{\mathbf{w}} + \mathbf{w}^H \Sigma_{\mathbf{w}}^{-1} | \\
\end{aligned}
\]

(10)

B. Maximum Likelihood Estimation

Next we discuss solving (10) for the neighbor discovery model in (6). Considering the block structure of \( \Sigma_{g} \) and that \( \Psi \) has orthonormal columns, we can decompose (10) with respect to each block. First, denote

\[
\begin{aligned}
\tilde{\Psi} &= |\Psi|_{U+1}^T, \\
\end{aligned}
\]

where \( \Psi_{U+1} \) is the null space of \( \Psi \) with \( K = M_r - M_t \) orthonormal columns. Correspondingly, \( \Sigma_{g} \) can be expanded into diagonal matrix \( \Sigma_{g} \) by padding \( K \) zeros on the diagonal. Substitute \( \tilde{\Psi} \) and \( \tilde{\Sigma}_{g} \) into (10), we get

\[
\begin{aligned}
\xi_S &= \log |\Sigma_{g} \Psi \Psi^H + \lambda I_{M_t} | + K \log \lambda \\
&+ w^H \tilde{\Psi} \tilde{\Sigma}_{g}^{-1} \tilde{\Psi}^H |\mathbf{w} | \\
\end{aligned}
\]

(11)

Let \( \mathbf{u}_i := \Psi_i^H \mathbf{w} = g_i + \Psi_i^H \mathbf{z} \) for \( i = 1, \ldots, U+1 \), we can decompose (11) as

\[
\begin{aligned}
\xi_S &= \sum_{i=1}^{U+1} \left[ \log |\Sigma_{g_i} + \lambda I_{L_i} | + \mathbf{u}_i^H (\Sigma_{g_i} + \lambda I_{L_i})^{-1} \mathbf{u}_i \right] \\
&+ K \log \lambda + \frac{|\mathbf{u}_{U+1}|^2}{\lambda} \\
\end{aligned}
\]

(12)

The terms in the square bracket can be further transformed as

\[
\begin{aligned}
\xi_S^G := L_i \log (\lambda + \gamma_i) + (G_i - \lambda i) \log \lambda \\
\end{aligned}
\]

\[
\begin{aligned}
+ \frac{|\mathbf{v}_i|_2^2}{\lambda + \gamma_i} + \frac{|\mathbf{v}_{i,<}|_2^2}{\lambda} \\
\end{aligned}
\]

IV. BLOCK SPARSE BAYESIAN LEARNING (BSBL)

In this section, we will focus on using block sparse bayesian learning (BSBL) proposed in [13], [14] for sparse vector recovery given the system model (6). While uniform covariance structure is assumed in [13], [14] for each block, we are faced with the uncertainty of \( \delta_i \) and \( L_i \) of each UE. However, by taking advantage of the orthogonality of \( \tilde{\Psi}_i, \theta \) can be estimated using ML estimation in the BSBL framework.

A. Problem Formulation

In (6), given the statistical model of \( g \) and \( z \), the distribution of \( \mathbf{w} \) is \( \mathbf{w} \sim \mathcal{C}\mathcal{N}(0, \Sigma_{\mathbf{w}}) \) with \( \Sigma_{\mathbf{w}} = \Psi \Sigma_{g} \Psi^H + \lambda I_{M_r} \). With the observed vector \( \mathbf{w} \), the posterior density of \( g \) also follows Gaussian distribution denoted by \( p(\mathbf{g} | \mathbf{w}, \Sigma_{g}) \sim \mathcal{C}\mathcal{N}(u_{MAP}, \Sigma_{MAP}) \) with

\[
\begin{aligned}
\Sigma_{MAP} &= \Sigma_{g} - \Sigma_{g} \Psi \Psi^H (\Psi \Sigma_{g} \Psi^H + \lambda I_{M_r})^{-1} \Psi \Sigma_{g} \\
\end{aligned}
\]

(8a)

\[
\begin{aligned}
\end{aligned}
\]

(8b)

The essential idea of Bayesian learning is that the observation \( w \) can provide additional evidence to refine the estimate of \( g \), which is performed by maximizing \( p(g | w, \Sigma_{g}) \). For known \( \theta \), the maximum a posterior (MAP) estimate of \( g \) can be derived directly as

\[
\begin{aligned}
\end{aligned}
\]

(9)

For \( u_{MAP} \) with unknown parameters, the critical issue of Bayesian learning lies in parameter estimation. Using ML criterion, the parameter estimation in BSBL is expressed by

\[
\begin{aligned}
\end{aligned}
\]

which, after substituting the distribution of \( w \), is equivalent to

\[
\begin{aligned}
\end{aligned}
\]

(10)

B. Maximum Likelihood Estimation

Next we discuss solving (10) for the neighbor discovery model in (6). Considering the block structure of \( \Sigma_{g} \) and that \( \Psi \) has orthonormal columns, we can decompose (10) with respect to each block. First, denote

\[
\begin{aligned}
\tilde{\Psi} &= |\Psi|_{U+1}^T, \\
\end{aligned}
\]

where \( \Psi_{U+1} \) is the null space of \( \Psi \) with \( K = M_r - M_t \) orthonormal columns. Correspondingly, \( \Sigma_{g} \) can be expanded into diagonal matrix \( \Sigma_{g} \) by padding \( K \) zeros on the diagonal. Substitute \( \tilde{\Psi} \) and \( \tilde{\Sigma}_{g} \) into (10), we get

\[
\begin{aligned}
\xi_S &= \log |\Sigma_{g} \Psi \Psi^H + \lambda I_{M_t} | + K \log \lambda \\
&+ w^H \tilde{\Psi} \tilde{\Sigma}_{g}^{-1} \tilde{\Psi}^H |\mathbf{w} | \\
\end{aligned}
\]

(11)

Let \( \mathbf{v}_i := \Psi_i^H \mathbf{w} = g_i + \Psi_i^H \mathbf{z} \) for \( i = 1, \ldots, U+1 \), we can decompose (11) as

\[
\begin{aligned}
\xi_S &= \sum_{i=1}^{U+1} \left[ \log |\Sigma_{g_i} + \lambda I_{L_i} | + \mathbf{v}_i^H (\Sigma_{g_i} + \lambda I_{L_i})^{-1} \mathbf{v}_i \right] \\
&+ K \log \lambda + \frac{|\mathbf{v}_{U+1}|^2}{\lambda} \\
\end{aligned}
\]

(12)

The terms in the square bracket can be further transformed as

\[
\begin{aligned}
\xi_S^G := L_i \log (\lambda + \gamma_i) + (G_i - \lambda i) \log \lambda \\
\end{aligned}
\]

\[
\begin{aligned}
+ \frac{|\mathbf{v}_i|_2^2}{\lambda + \gamma_i} + \frac{|\mathbf{v}_{i,<}|_2^2}{\lambda} \\
\end{aligned}
\]
where $\mathbf{v}_{L_i}$ denotes the $L_i$ consecutive elements within $\mathbf{v}_i$ starting at the $(L_i + 1)$-th position, whereas $\mathbf{v}_{L_i}$ denotes the remaining entries. Assign $\xi_S^{(U+1)} := K \log \lambda + \frac{\|\mathbf{v}_{L_i+1}\|_2^2}{\lambda}$. Then $\xi_S = \sum_{i=1}^{U+1} \xi_S^{(i)}$.

To minimize $\xi_S$, we first note that for $\gamma_i \geq 0$, $\xi_S^{(i)}$ is minimized when $\mathbf{v}_{i} \mathbf{r}_i$ is taken as the $L_i$ consecutive elements in $\mathbf{v}_i$ with the largest $L_i$-norm (energy), which gives the estimate of $\delta_i$. To estimate $\{\gamma_i\}_{i=1}^U$, we can start by extracting the terms related $\gamma_i$, which we denote as

$$f_\gamma(\gamma_i) = L_i \log(\gamma_i + \lambda) + \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|_2^2}{\gamma_i + \lambda}.$$ 

For given $L_i$ and $\lambda$, the minimizer of $f_\gamma(\gamma_i)$ is given by

$$\hat{\gamma}_i = \max \left( \left\{ \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|_2^2}{L_i} - \lambda, 0 \right\} : \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|_2}{L_i} - \lambda \right).$$

Correspondingly,

$$f_\gamma(\hat{\gamma}_i) = \begin{cases} L_i \log \lambda + \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i \lambda}, & \lambda > \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i}, \\ L_i \log \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i} + L_i, & \text{otherwise}. \end{cases}$$

Substituting $\hat{\gamma}_i$ into $\xi_S^{(i)}$, we get (15), shown at the bottom of the page. Since the second expression in (15) is no larger than the first expression, $L_i$ is estimated as

$$\hat{L}_i = \arg \min_{|L_i| \in \{1, \ldots, L_i\}} \left\{ L_i \log \lambda + \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i \lambda}, \lambda > \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i} \right\}. \tag{16}$$

Note that $\max_{L_i} \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i} = \max_j |v_{i,j}|^2$, where $v_{i,j}$ is the $j$-th element of $\mathbf{v}_i$. From (15), when $\max_j |v_{i,j}|^2 < \lambda$, we can take $\hat{L}_i = 0$ and $\hat{\gamma}_i = 0$. Denote

$$I = \left\{ i : \max_j |v_{i,j}|^2 \geq \lambda \right\}. \tag{17}$$

Substituting (15) into (12), we have

$$\xi_S = \sum_{i \in I} \left[ \hat{L}_i \log \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|_2^2}{L_i \lambda} + \hat{L}_i + G \log \lambda + \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i \lambda} \right]$$

$$+ \sum_{i \notin I} \left[ G \log \lambda + \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i \lambda} + K \log \lambda + \frac{\|\mathbf{v}_{i+1} \mathbf{r}_{i+1}\|^2}{L_i \lambda} \right].$$

whose minimizer is given by

$$\hat{\lambda} = \frac{\sum_{i=1}^{U+1} \|\mathbf{v}_{i} \mathbf{r}_i\|_2^2 - \sum_{i \in I} \|\mathbf{v}_{i} \mathbf{r}_i\|_2^2}{UG + K - \sum_{i \in I} \hat{L}_i}.$$ 

Since $\hat{\lambda}$, $\hat{I}$, and $\hat{L}_i$ are mutually dependent, we update the estimates iteratively starting with $\hat{\lambda}^{(0)}$ and then applying (16), (17) and (18) alternatively until $\xi_S$ no longer decreases. Since both (16) and (18) reduce $\xi_S$ and $\xi_S$ is lower bounded by

$$\xi_S^{(i)} = \sum_{i=1}^{U} \xi_S^{(i)} + K \log \frac{\|\mathbf{v}_{U+1} \mathbf{r}_{U+1}\|_2^2}{K} + K,$$ 

where $\xi_S^{(i)}$ is the lower bound of $\xi_S^{(i)}$ in (15) given by

$$\xi_S^{(i)} = \min_{L_i} \left\{ L_i \log \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i}, \lambda \right\} + G - L_i \log \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{G - L_i} + G \right\}, \tag{20}$$

the iteration will converge. The convergence point depends on $\hat{\lambda}^{(0)}$, which can be estimated from the noise subspace as

$$\hat{\lambda}^{(0)} = \frac{\|\mathbf{v}_{U+1} \mathbf{r}_{U+1}\|^2}{K}.$$ 

Note that $\mathbf{v}_i = \Psi_{i} \mathbf{w}$ is the correlation of the received signal with different ZC sequences. Therefore, BSBL can be applied to the correlation-based SRS receiver designed for the eNB [20]. In the next two sections, we will discuss neighbor detection method where detection is considered first and parameter estimation is implemented based on the detection results. They can also be adopted by the eNB SRS receiver through $\mathbf{v}_i$.

### V. INVARIANT TESTS

In this section, we will discuss using the uniformly most power invariant (UMPI) framework to devise detector for active ZC sequences. An important feature of invariant tests is that the detection rule does not rely on the unknown parameters, which therefore enables detection without knowing certain parameters. Following the UMPI framework, we will start with the discussion of the transformation group that leaves the detection problem invariant. After establishing the maximum invariant statistic of the transformation group, we derive the likelihood ratio of the maximum invariant statistic. The likelihood ratio is approximated in the low SNR and high SNR, respectively, which give us detection rules that is independent of $\mathbf{\theta}$. 

$$\xi_S^{(i)} = \begin{cases} G \log \lambda + \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i \lambda}, & \lambda > \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i}, \\ L_i \log \frac{\|\mathbf{v}_{i} \mathbf{r}_i\|^2}{L_i \lambda} + L_i + G \log \lambda + \frac{\|\mathbf{v}_{i+1} \mathbf{r}_{i+1}\|^2}{L_i \lambda}, & \text{otherwise} \end{cases}.$$ 

\[ \tag{15} \]
A. Transformation Group

To detect the existence of $\text{UE-i}$, we focus on $P_i = \begin{bmatrix} v_i \\ v_{U+1} \end{bmatrix}$, which corresponds to the $i$-th UE block and the noise block. From the distribution of $g_i$ and $z$, $p_i \sim \mathcal{CN}(0, \Sigma_{p_i})$ with

$$
\Sigma_{p_i} = \begin{bmatrix} \Sigma_{g_i} + \lambda I_G \\ \lambda I_K \end{bmatrix},
$$

where $[\gamma, \delta, L_i, \lambda]$ embedded in $\Sigma_{g_i}$ and $\lambda$ are all unknown. Let $\theta_i = [\gamma, \delta, L_i, \lambda]$. The hypotheses can be expressed by

$$
\begin{align*}
H_0 : & \theta_i \in \Theta_0, \quad \Theta_0 = \{ \theta_i : \gamma_i = 0 \}, \\
H_1 : & \theta_i \in \Theta_1, \quad \Theta_1 = \{ \theta_i : \gamma_i > 0 \}.
\end{align*}
$$

From [16], a detection problem is invariant under a transformation group if the distribution remains in the same family and the parameter spaces are preserved. To preserve the Gaussianity of $g_i$, we only consider affine transformations given by $g(p_i) = Ap_i + b$. Since $p_i$ has zero mean under both hypotheses, $b = 0$. Moreover, from the block diagonal structure of $\Sigma_{p_i}$, $A$ also needs to be block diagonal. Denote

$$
A = \begin{bmatrix} A_1 & A_2 \end{bmatrix},
$$

then

$$
\Sigma_{A(p_i)} = \begin{bmatrix} A_1 \Sigma_{g_i} A_1^H + \lambda A_1 A_1^H & \lambda A_2 A_2^H \\ \lambda A_2 A_2^H & \lambda A_2 A_2^H \end{bmatrix}.
$$

Due to the uncertainty of $\delta_i$, we can consider the transformation group consisting of applying a cyclic shift [18] to $v_i$. Specifically, let $A_1$ be a permutation matrix such that $P_j v_i$ represents a cyclic shift of $v_i$ by $j$ places. Then $A_1$ can be taken from $P = \{ P_j : j = 1, \ldots, G \}$. The matrix $A_2$ is selected such that $A_2 \in \mathcal{U}(K)$, where $\mathcal{U}(K)$ is the set of unitary matrices of size $K$. The induced transformation on the parameter space under the transformation group

$$
G = \{ g : g(p_i) = cA p_i, c \in \mathbb{R}, c \neq 0, A \in \mathcal{A} \}
$$

is given by

$$
g(\theta_i) = g([\gamma, \delta, L_i, \lambda]) = [c^2 \gamma_i, [\delta_i + j]c_i, L_i, c^2 \lambda],
$$

where $[\cdot]_G$ denotes the modulo-$G$ operation. Since $c \neq 0$, $g(\theta_i) \in \Theta_0$ if and only if $\theta_i \in \Theta_0$ and $g(\theta_i) \in \Theta_1$ if and only if $\theta_i \in \Theta_1$. Therefore, (22) is invariant under $G$.

B. Maximal Invariant Statistic

Next we will discuss the maximum invariant statistic of the transformation group (23). The definition of maximum invariant statistic is given below following [16]. A test is invariant if it can be expressed as a function of a maximal invariant statistic.

**Definition 1 (Maximal Invariant Statistic):** When $p_i$ admits invariant distribution under the transformation group $G$, $S(p_i)$ is a maximal invariant statistic if

1. $S(g(p_i)) = S(p_i)$;
2. $S(p_i') = S(p_i)$ implies $p_i' = g(p_i)$ for some $g \in G$.

Based on [18], a maximal invariant statistic under the transformation group in (23) is given in Theorem 1. The form of $S(p_i)$ results naturally from the scale invariance of the detection problem (22). $P_j$, aligns shifted versions of $v_i$ to the same position. Hence it is a maximal invariant statistic to the shifts of $v_i$. The method of selecting $P_j$ is not unique, but all selection schemes will build an equivalence class containing $v_i$ and its circular cyclic shifts.

**Theorem 1:** A maximal invariant statistic to the transformation group $G = \{ g : g(p_i) = cA p_i, c \in \mathbb{R}, c \neq 0, A \in \mathcal{A} \}$ is

$$
S(p_i) = \frac{P_j^T v_i}{||v_{U+1}||_2}
$$

where $j_*$ is selected such that the first $L$ elements of $P_{j_*}v_i$ has the maximum $\ell_2$-norm among all $L$ circularly consecutive elements of $v_i$.

**Proof:** See Appendix A.

C. Likelihood Ratio

Given a maximal invariant statistic, the UMPI test is built upon the likelihood ratio test (LRT) of $S(p_i)$ under two hypotheses. We will start by investigating the statistic of $S(p_i)$.

Note that $S(p_i)$ is the ratio of two independent random variables, we can express its PDF by

$$
\begin{align*}
&f_S(p_i)(x) = \int_{0}^{\infty} \mathbb{I}(f_{P_{j_*}v_i}(\tau x) / ||v_{U+1}||_2(\tau)) d\tau.
\end{align*}
$$

Since $\frac{1}{\sqrt{\lambda}}||v_{U+1}||_2 \sim \chi(2K)$, we have

$$
\begin{align*}
&f_{P_{j_*}v_i}(x) = 2^{1-K} \frac{\lambda^{K/2}}{\Gamma(K)} x^{2K-1} \exp \left( -\frac{x^2}{2\lambda} \right) \\
&\times \sum_{j=1}^{G} \exp \left( -\frac{||x_j, L_i||_2^2}{\gamma_i + \lambda} - \frac{||x_j, L_i||_2^2}{\lambda} \right),
\end{align*}
$$

where $x_j, L_i$ denotes $L_i$ circularly consecutive elements in $x$ starting at the $j$-th position and $x_{j, L_i}$ is the complement elements of $x_{j, L_i}$ in $x$. Substituting $f_{P_{j_*}v_i}(x)$ into (25), we have

$$
\begin{align*}
&f_S(p_i)(x) = 2^{1-K} \frac{\lambda^{K/2}}{\Gamma(K)} \sum_{j=1}^{G} \exp \left( -\frac{||x_j, L_i||_2^2}{\gamma_i + \lambda} - \frac{||x_j, L_i||_2^2}{\lambda} \right) \\
&\times \int_{0}^{\infty} \tau^{K-1} \exp \left( -\frac{\tau}{\gamma_i + \lambda} + \frac{\tau}{\lambda} + 1 \right) d\tau.
\end{align*}
$$

with $c_1 = \frac{2^{1-K} \lambda^{K/2}}{\Gamma(K)} \sum_{j=1}^{G} \frac{1}{\gamma_i + \lambda} + \frac{1}{\lambda}$. Since

$$
\int_{0}^{\infty} \tau^{K-2} \exp(-\alpha \tau^2) d\tau = \frac{0.5}{\alpha^{K + 0.5}} \Gamma(K + 0.5),
$$

Theorem 1 holds.
we get
\[ f_{S(p)}(\mathbf{x}) = \sum_{j=1}^{G} \frac{0.5 c_1 (K + 0.5)}{\gamma_i + \lambda + \frac{\|S(p)\|^2}{\lambda} + \frac{2 + \lambda}{2\lambda}}. \]

Hence, the LRT of \( S(p) \) is given by
\[
L(S(p)) = \frac{f_{S(p)}(S(p) \mid \gamma_i \neq 0)}{f_{S(p)}(S(p) \mid \gamma_i = 0)}.
\]

for which the sufficient statistic is
\[
T(p) = \sum_{j=1}^{G} \left( 1 - \frac{1 - \frac{1}{\gamma_i + \lambda + 1}}{\|S(p)\|^2 + 0.5} \right) \frac{\|S(p)_{j,L_i}\|^2}{\|S(p)\|^2 + 0.5}. \]

Since \( T(p) \) depends on the unknown quantities \( \gamma_i / \lambda \) and \( I_i \), the LRT cannot be expressed as a uniform most powerful invariant (UMPI) test. Nevertheless, when the lowest order term of the sufficient statistic is a monotone function of a scalar statistic, the detector is a locally most powerful invariant (LMPI) test [19]. We will derive the LMPI detector in the low SNR case. For high SNR, we develop a constant false alarm rate (CFAR) detector based on the approximation of \( T(p) \).

D. Invariant Tests

1) Low SNR: For low SNR case with \( \gamma_i / \lambda \ll 1, \frac{1}{\gamma_i / \lambda + 1} \approx 1 - \gamma_i / \lambda \). Therefore,
\[
\left( 1 - \frac{1}{\gamma_i + \lambda + 1} \right) \frac{\|S(p)_{j,L_i}\|^2}{\|S(p)\|^2 + 0.5} \approx \frac{\gamma_i}{\lambda} \left( \frac{\|S(p)\|^2}{\|S(p)_{j,L_i}\|^2} + 0.5 \right) \ll 1.
\]

Using the result that \( (1 + x)^n \approx 1 + \alpha x \) for \( x \ll 1 \), \( T(p) \) can be approximated by
\[
T(p) \approx \sum_{j=1}^{G} \left( 1 + (K + 0.5) \frac{\|S(p)\|^2}{\|S(p)_{j,L_i}\|^2 + 0.5} \right) \frac{\|S(p)\|^2}{\|S(p)_{j,L_i}\|^2 + 0.5}.
\]

Since \( 1 - \frac{1}{\gamma_i / \lambda + 1} > 0 \), \( T(p) \) is a monotonically increasing function of \( \|S(p)\|^2 \). Hence, the LMPI test for low SNR can be expressed by
\[
\text{(LMPI)} \quad \|S(p)\|^2 = \frac{\|u_i\|^2}{\|u_{U+1}\|^2} \frac{H_1}{H_0} \geq \eta. \tag{26}
\]

The false alarm probability of (26) is expressed by
\[
P_F = \Pr \{ \|S(p)\|^2 > \eta \mid H_0 \} = \int_{\eta}^{\infty} f\|S(p)\|^2(x \mid H_0) dx.
\]

Since \( \|u_i\|^2 \lambda \sim \chi^2(2G) \) under hypothesis \( H_0 \) and \( |u_{U+1}|^2 \lambda \sim \chi^2(2K) \), \|S(p)\|^2 follows F distribution under hypothesis \( H_0 \). Hence, \( P_F \) can be expressed using the CDF of the F distribution, which is given by
\[
P_F = \frac{1}{\Gamma(G + K - 1)} \sum_{j=G}^{G+K-1} \left( \frac{G + K - 1}{j} \right)^{G+K-1} \eta^j. \]

For a target false alarm rate \( \alpha, \eta \) can be set accordingly.

2) High SNR: For large \( \gamma_i / \lambda, 1 - \frac{1}{\gamma_i / \lambda + 1} \approx 1 \). As a result,
\[
T(p) \approx \sum_{j=1}^{G} \left( 1 - \frac{\|S(p)_{j,L_i}\|^2}{\|S(p)\|^2 + 0.5} \right) \frac{\|S(p)\|^2}{\|S(p)\|^2 + 0.5}. \tag{27}
\]

which is independent of \( \gamma_i / \lambda \) but depends on \( I_i \). However, since \( T(p) \) is monotonically increasing with \( I_i \), we can consider the test
\[
\text{(CFAR)} \quad \sum_{j=1}^{G} \left( 1 - \frac{\|S(p)_{j,L_i}\|^2}{\|S(p)\|^2 + 0.5} \right) \frac{\|S(p)\|^2}{\|S(p)_{j,L_i}\|^2 + 0.5} \ll 1.
\]

as the worst-case test. Note indeed that for a fixed \( \eta \), the statistic \( T(p) \) with \( I_i = 1 \) is the one that yields the lowest probability of detection. Similar to (26), (27) does not depend on \( \lambda \) under hypothesis \( H_0 \) and is hence a CFAR detector. There is no closed form of the false alarm probability in this case. Given a target value of \( P_F \), the detection threshold \( \eta \) can be set numerically.

E. D2D Channel Estimation

Let \( I \) denote the index set of the active ZC sequences determined from the detection step. Next we will discuss parameter estimation for \( i \in I \) employing the BSBL framework discussed in Section IV. The MAP estimate of \( g_i \) is further derived based on the estimated parameters.

Given \( T \), the initial noise variance estimate can be obtained from the augmented noise subspace as
\[
\hat{\lambda}^{(0)} = \frac{\sum_{i \in \mathcal{I}} \|u_i\|^2 + \|u_{U+1}\|^2}{G(U - |\mathcal{I}|) + K}. \tag{28}
\]
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Then we can apply (16) and (18) to update $\hat{L}_i$ and $\hat{\lambda}$ alternatively until $\xi_S$ converges. Further, $\hat{\gamma}_i = -\left(\frac{\|\mathbf{v}_i L_i^{(t)}\|^2}{\hat{\lambda}_i^{(t+1)}} - \hat{\lambda}_i^{(t+1)}\right)$. $\hat{\lambda}_i$ can be estimated from the position of $\mathbf{v}_i L_i$. Recall that $\hat{\mathbf{g}} = \mathbf{u}_{\text{MAP}}$. Decomposing the expression of $\mathbf{u}_{\text{MAP}}$ in (8a) into each UE block, we have

$$
\hat{\mathbf{g}}_i = \hat{\gamma}_i \mathbf{g} \left(\hat{\Sigma}_g + \lambda I_G\right)^{-1} \mathbf{v}_i.
$$

(29)

where $\hat{\Sigma}_g$ takes the form in (7) and can be obtained from $\hat{\gamma}_i, \hat{\lambda}_i$ and $L_i$. The nonzero elements in $\hat{\mathbf{g}}_i$, which is the estimate of $\hat{\mathbf{h}}_i$, can be more specifically expressed by

$$
\hat{\mathbf{h}}_i = \hat{\gamma}_i \mathbf{v}_i \hat{L}_i.
$$

(30)

VI. GENERALIZED LIKELIHOOD RATIO TEST (GLRT)

Since GLRT is widely used for detection problems with unknown parameters, we also discuss GLRT design of D2D neighbor discovery for comparison. The GLRT detector is implemented by replacing the unknown parameters with their ML estimates under each hypothesis. We first discuss the GLRT for Problem (22). To reduce complexity of iterative parameter estimation, we also consider GLRT after the noise variance $\lambda$ is estimated.

A. GLRT Formulation

For Problem (22), the generalized likelihood ratio is

$$
L_G(p_i) = \frac{\max_{\lambda, \gamma_i, L_i, \lambda, \mathbf{f}_p(p_i | \gamma_i, \lambda, L_i)} \exp \left(-\frac{p_{\mathbf{u}_{\text{MAP}}}}{2} \right)}{\max_{\lambda} \exp \left(-\frac{p_{\mathbf{u}_{\text{MAP}}}}{2} \right)}.
$$

(31)

The ML estimate of $\lambda$ in the denominator (hypothesis $H_0$) is

$$
\hat{\lambda}_0 = \frac{\|\mathbf{u}_{\text{MAP}}\|_2^2}{G + K} = \frac{\|\mathbf{v}_i\|^2 + \|\mathbf{u}_{U+1}\|^2}{G + K}.
$$

(32)

Maximizing the likelihood function in the numerator (hypothesis $H_1$) is equivalent to minimizing $\xi_S^{(t)} + \xi_S^{(U+1)}$. Since $L_i$, and the noise variance under $H_1$, denoted as $\hat{\lambda}_1$, are dependent, we need to update them iteratively. Starting with

$$
\hat{\lambda}_1^{(0)} = \hat{\lambda}_0,
$$

(33)

and $\hat{\lambda}_1$ is updated by

$$
\hat{\lambda}_1^{(t+1)} = \frac{\|\mathbf{v}_i\|^2 + \|\mathbf{u}_{U+1}\|^2 - \|\mathbf{v}_i L_i^{(t)}\|^2}{G + K - \hat{L}_i^{(t)}}.
$$

(34)

Apply (32) and (33) alternatively until convergence. Denote $\hat{L}_i$ and $\hat{\lambda}_1$ as the estimates after convergence, we have

$$
\log L_G(p_i) = -(G + K - \hat{L}_i) \log \left(\frac{\|\mathbf{v}_i\|^2 + \|\mathbf{u}_{U+1}\|^2}{G + K - \hat{L}_i}\right) + (G + K) \log \left(\frac{\|\mathbf{v}_i\|^2 + \|\mathbf{u}_{U+1}\|^2}{G + K}\right) - \hat{L}_i \log \frac{\|\mathbf{v}_i\|^2}{\hat{L}_i}.
$$

(35)

B. Complexity Reduction

The detection rule (34) depends on $\hat{L}_i$, which can only be obtained iteratively due to the interdependency of $\hat{\lambda}_1$ and $\hat{L}_i$. For complexity reduction, we can fix the noise level as

$$
\hat{\lambda} = \frac{\|\mathbf{u}_{U+1}\|^2}{K}.
$$

Without estimating $\lambda$, the generalized likelihood ratio is

$$
L_G(p_i) = \frac{\max_{\gamma_i, L_i, \lambda} f_p(p_i | \gamma_i, \lambda)}{f_p(p_i | \gamma_i = 0, \hat{\lambda})}.
$$

(36)

where the numerator is maximized by

$$
\hat{L}_i = \arg \min_{\mathbf{L}_i \in \{0, \ldots, L_i\}} \frac{L_i \log \|\mathbf{v}_i L_i\|^2_{\hat{L}_i}}{\hat{L}_i \hat{\lambda}} + \frac{\|\mathbf{v}_i L_i\|^2_{\hat{L}_i}}{\hat{L}_i \hat{\lambda}} + \frac{\|\mathbf{u}_{U+1}\|^2}{\hat{\lambda}}.
$$

(37)

As a result,

$$
\log L_G(p_i) = -\frac{\|\mathbf{v}_i\|^2_{\hat{L}_i}}{\hat{L}_i \hat{\lambda}} - \hat{L}_i \log \frac{\|\mathbf{v}_i\|^2_{\hat{L}_i}}{\hat{L}_i \hat{\lambda}} - \hat{L}_i.
$$

(38)
The GLRT is hence expressed as

$$\text{GLRT} (\text{II}) = \log L_G(\mathbf{p}_i) = \eta_i$$

(36)

Note that $\log L_G(\mathbf{p}_i) = 0$ when $\max_j |v_{ij}|^2 \leq \lambda$.

C. D2D Channel Estimation

Similar to the discussion in Section V.E, we can use (34) or (36) to obtain the active ZC sequences set $\mathcal{I}$. Then $\lambda$ and $L_i$ can be updated alternatively starting with (28). Based on the estimated parameters, the channel vectors can be further estimated using (29).

VII. MULTI-ANTENNA TRANSMISSION IN SRS

In practice, we should also consider how neighbor discovery can be improved when UEs are equipped with multiple antennas. From [12], the cyclic shift of ZC sequence transmitted from the $p$-th antenna of UE-i is given by

$$\alpha_i^{(p)} = n_i \left( m_i + \frac{p \cdot N_p}{N} \right) \mod 8, \quad p = 0, \ldots, N_p - 1.$$  (37)

The integer $n_i \in \{0, 1, \ldots, 7\}$ representing multiplexing UEs on the same SRS comb is configured by the higher layer and $N_p$ is the total number of antenna ports used in SRS. Note that when there is only one antenna, i.e., $p = 0$, the cyclic shift is given by $\alpha_i = n_i \frac{m_i}{8}$. Hence, the cyclic shifts of UEs using the same SRS comb are uniformly separated by $\frac{N_p}{8}$. When $N_p \geq 2$, the cyclic shifts of ZC sequences used by different UEs may be the same. However, they will be allocated to RBs on different frequencies, i.e., several SRS combs will be used for each UE with multi-antenna transmission.

A. Maximum Likelihood Estimation

For each SRS comb, the same formulation in Section III can be applied for channel recovery. Assuming that the channel states from different UEs and from different antenna ports of a UE are independent, the objective function of BSBL for the multi-antenna case is

$$\xi'_S = \sum_{q=0}^{N_q-1} \sum_{p=0}^{N_p-1} \left\{ \sum_{i=1}^{U} \left[ L_i \log(\lambda + \gamma_i) + \frac{|\mathbf{v}_{q,p,i,L_i}|^2}{\lambda + \gamma_i} \right] + (G - L_i) \log \lambda + \frac{|\mathbf{v}_{q,p,U+1}|^2}{\lambda} \right\},$$

where $\mathbf{v}_{q,p,i}$ denotes the $p$-th transmit antenna to the $q$-th receive antenna, $\mathbf{v}_{q,p,i,L_i}$ is $L_i$ consecutive elements in $\mathbf{v}_{q,p,i}$ and $\mathbf{v}_{q,p,i,L_i}$ is its complement elements. $N_q$ and $N_p$ are the number of receive and transmit antennas, respectively. We assumed that every channel between two UEs has the same statistic $\{\gamma_i, \delta_i, L_i\}$. By changing the order of summation, $\xi'_S$ can be rewritten as

$$\xi'_S = N_q N_p \left( \sum_{i=1}^{U} \left[ L_i \log(\lambda + \gamma_i) + \frac{|\mathbf{v}_{i,L_i}|^2}{\lambda + \gamma_i} + (G - L_i) \log \lambda + \frac{|\mathbf{v}_{U+1}|^2}{\lambda} \right] \right) \cdot K \log \lambda + \frac{|\mathbf{v}_{U+1}|^2}{\lambda}.$$

Here we use $\hat{v}_i$ to denote the averaged $v_{ij}$ from all antennas. Each entry of $\hat{v}_i$ is the square root of the averaged squared-amplitude of the corresponding entries in $\mathbf{v}_{q,p,i}$. Specifically, let $(\hat{v}_i)_j$ and $(\mathbf{v}_{q,p,i})_j$ denote the $j$-th entry of $\hat{v}_i$ and $\mathbf{v}_{q,p,i}$, respectively. Then

$$\hat{v}_i = \sqrt{\frac{\sum_{q=1}^{N_q} \sum_{p=1}^{N_p} |(\mathbf{v}_{q,p,i})_j|^2}{N_q N_p}}, \quad j = 1, \ldots, G.$$  

$\hat{v}_{i,L_i}$ denotes the $L_i$ consecutive elements in $\mathbf{v}_i$. Thus, the maximum $L_i$ norm is the complement elements of $\hat{v}_{i,L_i}$ in $\hat{v}_i$.

Based on (38), the parameters $\{\gamma_i, \delta_i, L_i, U_{i=1}^J\}$ can be estimated in a similar manner as in Section V. Compared with the single antenna case, the $\{\gamma_i, \delta_i, L_i, U_{i=1}^J\}$ and $\{\gamma_i, \delta_i, L_i, U_{i=1}^J\}$ terms are replaced by $\{\gamma_i, \delta_i, L_i, U_{i=1}^J\}$ and $\{\gamma_i, \delta_i, L_i, U_{i=1}^J\}$. Consequently,

$$\hat{L}_i = \arg \min_{L_i \in \{1, \ldots, L\}} \left\{ \sum_{i=1}^{U} \left[ L_i \log \frac{|\mathbf{v}_{i,L_i}|^2}{\lambda} + \frac{\mathbf{v}_{U+1}}{\lambda} \right] \right\},$$

$$\hat{\lambda} = \sum_{i=1}^{U} \frac{|\mathbf{v}_{i,L_i}|^2}{\lambda} + \frac{\mathbf{v}_{U+1}}{\lambda} - \sum_{i=1}^{U} L_i \frac{|\mathbf{v}_{i,L_i}|^2}{\lambda}.$$  (39)

The position of $\mathbf{v}_{i,L_i}$ in $\hat{v}_i$ characterizes $\hat{\lambda}_i$. Using (39) and (40), $\hat{\lambda}$ and $\{\hat{L}_i\}_{i=1}^{U}$ can be updated iteratively. Let $\mathbf{g}_{q,p,i}$ denote $\mathbf{g}$ from the $q$-th antenna of UE-i to the $p$-th antenna of UE-i and $\mathbf{g}_{q,p,i}$ is equal for different $q$ and $p$.

B. Composite Hypothesis Testing

Based on the same system model discussed in Section VII.A, the binary hypothesis testing rules for the multi-antenna case can be modified from the single antenna case by replacing the $\mathbf{v}_i$ terms with their $\mathbf{v}_i$ counterparts. We summarized the detection rules in Table II. For comparison, the idealized Neyman-Pearson (NP) test where all parameters are assumed to be known as well as the UMPI tests with partially known statistics are also listed. After characterizing $\mathcal{I}$ using the binary hypothesis testing
TABLE II
DETECTION RULES

<table>
<thead>
<tr>
<th>Single Antenna</th>
<th>Multiple Antennas</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP test</td>
<td>[ \frac{| \mathbf{w}_i^T \mathbf{x} |^2}{L_i} \geq \eta \quad \frac{H_1}{H_0} ]</td>
</tr>
<tr>
<td>UMPI (I)</td>
<td>[ \frac{| \mathbf{w}<em>i^T \mathbf{x} |^2}{| \mathbf{w}</em>{i+1}^T (\mathbf{H}_{\text{UMPI}}) |^2} \geq \eta \quad \frac{H_1}{H_0} ]</td>
</tr>
<tr>
<td>UMPI (II)</td>
<td>[ \frac{| \mathbf{w}<em>i^T \mathbf{x} |^2}{| \mathbf{w}</em>{i+1}^T (\mathbf{H}_{\text{UMPI}}) |^2} \geq \eta \quad \frac{H_1}{H_0} ]</td>
</tr>
<tr>
<td>LMPI</td>
<td>[ \frac{| \mathbf{w}<em>i^T \mathbf{x} |^2}{| \mathbf{w}</em>{i+1}^T |^2} \geq \eta \quad \frac{H_1}{H_0} ]</td>
</tr>
<tr>
<td>CFAR</td>
<td>[ \frac{| \mathbf{w}<em>i^T \mathbf{x} |^2}{| \mathbf{w}</em>{i+1}^T |^2} \geq \eta \quad \frac{H_1}{H_0} ]</td>
</tr>
<tr>
<td>GLRT (I)</td>
<td>[ \frac{(G-L_i+K)| \mathbf{w}<em>i^T \mathbf{x} |^2}{| \mathbf{w}</em>{i+1}^T |^2} \geq \eta \quad \frac{H_1}{H_0} ]</td>
</tr>
<tr>
<td>GLRT (II)</td>
<td>[ \frac{| \mathbf{w}<em>i^T \mathbf{x} |^2}{| \mathbf{w}</em>{i+1}^T |^2} \geq \eta \quad \frac{H_1}{H_0} ]</td>
</tr>
</tbody>
</table>

rules, \( \lambda \) and \( \{ \gamma_1, \delta_1, L_1, \mathbf{g}_1 \}_{i-1}^j \) can be estimated following similar discussion in Section V.E.

VIII. NUMERICAL RESULTS

In this section, we will provide numerical results to evaluate the performance of neighbor discovery methods. We first depict the receive operating characteristic (ROC) curves of the discussed detection methods as a benchmark for comparing the detection performance. Then we describe the LTE system and parameters used for practical neighbor discovery simulation. The methods we propose are then evaluated with regards to various network parameters.

A. Receiver Operating Characteristic

In Fig. 3, we show the ROC curves of invariant tests and GLRT (I), which are compared with NP test and UMPI tests given in Table II. The NP test is derived under the circumstance where all the parameters in \( \mathbf{g} \) are known. It is optimal in the sense that it gives the highest detection probability among all tests for a fixed false alarm rate. The two UMPI tests in Table II are derived by assuming certain parameters in \( \mathbf{g} \) are known.

More information about the parameters contributes to better detection performance, hence the NP test has the best performance. For UMPI tests, the result in Fig. 3 shows that information about \( \xi \), i.e., propagation delay, is more critical in improving detection accuracy. While the CFAR test has nearly the same ROC curve with UMPI (II), the LMPI test does not perform as well. The ROC curve of GLRT (I) is also below CFAR.

B. LTE Parameters

The channel parameters following LTE standards [11], [12] are provided in Table III. For the simulation results presented in the paper, we considered two SRS combs and hence in total 16 possible SRS transmitters. Due to IFDMA, each SRS comb is composed of 576 subcarriers, which is half of the SRS bandwidth. In Table IV, \( \mathbf{z}_i \) denotes the parameters in (2), which is based on 2048-point DFT assumed for uplink SC-FDMA. \( \mathbf{s}_i \) denotes the corresponding size parameters in (4) for a SRS comb. \( L_{\text{CP}}, L_s \) and \( \delta_{\text{MAX},i,k} \) are calculated based on the CP duration, maximum delay spread and maximum round trip delay in Table III.

In LTE, the transmission power of each UE is adjusted such that each uplink maintains a fixed SNR at the eNB. From the path loss model in Table III, UEs located further from the eNB will adopt higher transmission power. Denote the target uplink SNR as \( \gamma_1 \). The transmission power of UE-\( i \) with uplink path loss \( P_{L_i} \) is calculated as

\[
P_{L_i} \log(\frac{1}{\gamma_1}) - L_i \log(\frac{\| \mathbf{w}_i^T \mathbf{x} \|^2}{\| \mathbf{w}_{i+1}^T \|^2}) - H_i \geq \eta
\]

Fig. 3. Receiver operating characteristic (ROC) curves of neighbor discovery methods in SRS. \( 10 \log(\gamma_1/\lambda) = 0 \) dB.
TABLE III
SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>D2D path loss</td>
<td>148 + 40*log10(d[km])</td>
</tr>
<tr>
<td>uplink path loss</td>
<td>128.1 + 37.6*log10(d[km])</td>
</tr>
<tr>
<td>noise variance (dB)</td>
<td>-174 + 10*log10(BW)*NF-30</td>
</tr>
<tr>
<td>noise figure (NF)</td>
<td>7</td>
</tr>
<tr>
<td>bandwidth (BW)</td>
<td>20MHz (100 RB)</td>
</tr>
<tr>
<td>DFT size</td>
<td>2048</td>
</tr>
<tr>
<td>SRS bandwidth</td>
<td>96 RB (1152 subcarriers)</td>
</tr>
<tr>
<td>ZC sequence length</td>
<td>571</td>
</tr>
<tr>
<td>Cyclic prefix duration</td>
<td>160 Tx (5.2us)</td>
</tr>
<tr>
<td>maximum delay spread</td>
<td>0.5 us (ETU model)</td>
</tr>
<tr>
<td>cell radius</td>
<td>600 m</td>
</tr>
<tr>
<td>maximum round trip delay</td>
<td>4 us</td>
</tr>
</tbody>
</table>

TABLE IV
SIZE PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>N = 2048</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$n_e = 571$</td>
</tr>
<tr>
<td>cyclic shift</td>
<td>$C = 40$</td>
</tr>
<tr>
<td></td>
<td>$L = 5$</td>
</tr>
<tr>
<td></td>
<td>$U = 16$</td>
</tr>
<tr>
<td></td>
<td>$K = 502$</td>
</tr>
</tbody>
</table>

of 16 possible SRS transmitters are actively transmitting. The locations of the transmitters are uniformly generated over an area of 600 m x 600 m square centered at the eNB. UE-0 is assumed 300 m away from the eNB. One possible realization of the network deployment is depicted in Fig. 5. The channel vectors and the noise vector are generated randomly following the complex Gaussian model given in Section III. Each simulation consists of 1000 trials.

C. Neighbor Discovery Performance

Next we will present the numerical results of the neighbor discovery methods proposed in the paper for the LTE system setup discussed above.

1) Dimension of the Noise Subspace: In Fig. 4, we evaluate the impact of the dimension of the noise subspace ($K$) on the detection probability. The detection thresholds in the upper subfigure are set by fixing $P_F = 0.01$ among 1000 independent channel realizations. The corresponding detection probability with channel variance satisfying $10 \log(\gamma_i/\lambda) = 6$ dB is depicted in the lower subfigure. Overall, larger $K$ will lead to better detection performance. The value of $K$ has more impact on the performance of GLRT (II) since this method estimates the noise variance directly from the noise subspace.

2) Active ZC Sequence Detection: In Fig. 5, we implemented different neighbor detection methods for the network depicted in the left subfigure. The locations of the 10 SRS transmitters (SRS Txs) are randomly generated from uniform distribution. The subfigure on the right-hand side (RHS) plots the detection and false alarm probability of different methods. We chose thresholds for the detection rules of the last four methods by setting $\delta = 0.01$. Among 1000 trials, we found that BSBL always detects all 16 possible SRS transmitters, which results in $P_D = P_F = 1$. From (17), UE-0 is detected in BSBL whenever $\max_{j} |v_{i,j}|^2 \geq \lambda$. As $\lambda$ estimated in (18) is the averaged squared-amplitude of the noise taps, $\max_{j} |v_{i,j}|^2 \geq \frac{1}{\kappa \cdot \sqrt{128}} \approx \lambda$ for all $i$. Therefore, BSBL cannot distinguish active ZC sequences from inactive ones. On the contrary, for the other four detection methods, the false alarm rate can be reduced by setting higher detection thresholds.

3) Transmitter Location: In Fig. 6, we considered one SRS transmitter with fixed transmission power while its distance from UE-0, denoted as $d_{DD}$, varies from 50 m to 500 m. The MSE of $\gamma_i$ is calculated as $\frac{1}{2} \left( \frac{\gamma_i}{\gamma_i} \right)^2$. The two subfigures in the second row evaluate the estimation error probability of $L_i$ and $\delta_i$. From the figure, both the detection and estimation performance vary with the distance between the transmitter and UE-0. The thresholds for LMP1, CFAR and the two GLRT methods are set with $P_F = 0.01$.
performance deteriorates with the increasing of $d_{DD}$. In the second subfigure, the MSE of $\hat{\gamma}_i$ for LMPI drops in the range $300 \text{ m} \leq d_{DD} \leq 500 \text{ m}$ due to its low detection probability. While for other methods, nonzero $\hat{\gamma}_i$ leads to large MSE due to small $\gamma_i$.

4) Transmission Power: We plot the active ZC sequence detection probability and stacked channel vector MSE as a function of $d_{DD}$ in Fig. 7. The network deployment follows from Fig. 5. The channel MSE in the RHS subfigure is calculated by $\|g - \hat{g}\|_2^2/\sum_{i \in I} L_i \gamma_i$, which captures both detection error and estimation error of all the parameters. $N_r \times N_t$ denote the number of receive and transmit antennas. Naturally, higher transmission power lead to better performance of the system. Moreover, as seen from the figure, multiple antennas can improve both detection and sparse channel recovery accuracy.

IX. CONCLUSION

In this paper, we studied the problem of neighbor discovery for enabling direct UE communication in standard LTE cellular networks. Our work demonstrates that users in the cellular network can detect their neighbors by simply listening to their uplink transmissions. We compare different uplink channels in the LTE system and propose SRS and PRACH as potential neighbor discovery opportunities due to their common LTE structure to all the users.

Our work focuses on statistical methods for simultaneous neighbor detection and D2D channel estimation. Due to the fact that the channel parameters are unknown to the discovering UE, we propose several methods for neighbor discovery in SRS using the framework of block sparse bayesian learning and composite hypothesis testing in detection theory. The estimated D2D channel during neighbor discovery process can be utilized for later D2D communications. We evaluate the neighbor discovery performance with regards to various system parameters in practical LTE deployment.

For future works, we consider neighbor discovery in PRACH. Since different-root ZC sequences are used as preambles in PRACH, the orthogonality of $\Psi$ cannot be preserved. Therefore, we need different methods for enabling neighbor discovery in PRACH. Moreover, besides the statistical approach, the problem can also be examined from a comprehensive sensing viewpoint by recovering a deterministic sparse vector.

APPENDIX A

PROOF OF THEOREM 1

We start with proving $S(g(p_i)) = S(p_i)$. Substituting $g(p_i) = cA_i p_i$ into the expression of $S(p_i)$ in (24), we have

$$S(g(p_i)) = \frac{P_{j_i} c p_i v_i}{\|c A_i v_i v_{U+1}\|_2} = \frac{P_{j_i} p_i v_i}{\|v_{U+1}\|_2}.$$  

Note that $P_{j_i} v_i$ is a cyclic shifted version of $v_i$. After applying $P_{j_i}$, the first $L$ elements of $v_i$ has the maximum $l_2$-norm among all $L$ circularly consecutive elements of $v_i$. Hence, $P_{j_i} v_i = P_{j_i} v_i$. As a result, $S(g(p_i)) = S(p_i)$.

To claim that $S(p_i)$ is a maximal statistic, it is also necessary to show that $S(p_i') = S(p_i)$ implies $p_i' = g(p_i)$ for some $g \in G$. From $S(p_i') = S(p_i)$, it holds that

$$\frac{P_{j_i} c p_i v_i}{\|v_{U+1}\|_2} = \frac{P_{j_i} p_i v_i}{\|v_{U+1}\|_2}.$$  

Equivalently,

$$P_{j_i} c p_i v_i = P_{j_i} p_i v_i.$$  

Therefore,

$$v_i' = c P_{j_i}^T P_{j_i} v_i.$$  

i.e., $v_i'$ is cyclically shifted from $v_i$. Moreover, since

$$\frac{\|v_i'\|_2}{\|v_{U+1}\|_2} = c,$$  

it implies that

$$v_i'_{U+1} = c A_2 v_i_{U+1}.$$  

for some unitary matrix $A_2$. More specifically, from [17], denote the singular value decomposition (SVD) of $v_{U+1}$ and $v_i'_{U+1}$ by

$$v_{U+1} = \begin{bmatrix} u_{U+1}^1 & \|u_{U+1}\|_2 \end{bmatrix} U_{U+1}^1 \begin{bmatrix} \|u_{U+1}\|_2 \end{bmatrix}$$

$$v_i'_{U+1} = \begin{bmatrix} u_i'_{U+1}^1 & \|u_i'_{U+1}\|_2 \end{bmatrix} U_{U+1}^1 \begin{bmatrix} \|u_i'_{U+1}\|_2 \end{bmatrix}$$

then $A_2$ can be taken as $A_2 = U_{U+1}^1 U_{U+1}^H$. $A_2$ is unitary since $A_1^H A_1 = U_{U+1}^1 (U_{U+1}^H U_{U+1}^H) U_{U+1}^H U_{U+1}^H = I_K$. Moreover,

$$c A_2 v_{U+1} = c U_{U+1}^1 U_{U+1}^H v_{U+1} = c U_{U+1}^1 \begin{bmatrix} \|v_{U+1}\|_2 \end{bmatrix}$$

$$= v_i'_{U+1}.$$  

Hence, there exists a unitary transformation between $v_{U+1}$ and $v_i'_{U+1}$ given the relationship in (42). From (41) and (43), it holds that $p_i' = c A p_i$ for some $A \in A$. Hence, $S(p_i)$ is a maximal invariant statistic.
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