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Abstract 

Social VR currently includes a diverse set of applications and competing models 

of what it means to be social in VR. This work tries to grasp the current situation 

of what industry is focusing upon and then demonstrates a few interventions in the 

social VR meeting spaces and analysing the usability with other developers and 

understanding the future research in Social VR. 
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Introduction 

There is currently a great deal of interest in social VR environments, with many 

commercial examples, such as Facebook Spaces, VR Chat, and RecRoom. My 

masters research examines the terrain of design for supporting social activities in 

VR. I have created a taxonomy of current Social VR activities, examining some 

current and popular applications. Drawing upon this taxonomy, I have created 

three prototypes of social activities in VR which together form my project which I 

titled ‘Ba-Ke-Neko’: Virtual Pet, Gaze Exploration, and Social Trace. Each 

activity has a unique set of interactions aimed at supporting social activity. 

Finally, I have conducted a preliminary user study of these prototypes, toward 

drawing some conclusions that might guide other developers interested in 

supporting social activity in VR.  

My thesis draws upon my experience and learning in the field of Computational 

Media. This work made me use different skills--sometimes more than one-- 

defined in the final report on Media System<need citation>. This work takes 

advantage of such as technical and creative (Designing & developing different 

activities) and, also collaborative (Worked with a few people along the way of 

development). 

There have been previous works on Collaborative Virtual Environments(CVEs) 

and social activities in the virtual environments<need cites>. My research takes 

these projects and their findings into consideration, and also draws upon research 

examining gaze, social proxemics, and social navigation, using all of these 

influences toward creating social activities in VR.  
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This report is structure in five different sections. First, I describe my explorations 

of different current VR meeting spaces and the activities in those meeting spaces, 

and my reasoning of classification of those activities. Taking inspiration from both 

past work and this taxonomy, I then present the three different VR activities that I 

created in Ba-Ke-Neko. First is a virtual pet, where the goal of the prototype was 

to create an alien species with which users can interact. Second is Gaze 

Exploration: this prototype is inspired by work in social proxemics, and uses that 

knowledge to create an activity that makes use of a person’s gaze. The last activity 

is Social Traces, built upon the knowledge of social navigation. Users can see all 

of their activity as well as interact with it. The final part of this report is the user 

study. I ran a user study with VR designers & developers, to get their feedback on 

the prototypes that I built. 
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A Taxonomy of Social VR Meeting Spaces 

Introduction: 

Before setting up Ba-Ke-Neko, I wanted to scope out existing applications and use 

cases in Social VR meeting spaces. As mentioned in the earlier section, the third 

generation of VR is on the rise, providing features at a lower price point that were 

previously only available to research institutions. Engaging in social media 

interactions within VR is something that has been a part of the concept for this 

generation of VR headsets, so creating a taxonomy of existing social applications 

and use cases can be beneficial to understanding the state of Social VR, as well as 

setting the stage for my project, Ba-Ke-Neko.  

 

Related Work: 

In this section, I cover other researchers’ attempts to taxonomize virtual reality 

and related domains. There have been many attempts to survey to classify and 

subdivide the hardware side of Virtual Reality. In [1]the authors present different 

types of VR and CAVE environments, and generated a taxonomy of VR 

hardware. In [2], the authors present the evolution of the definitions of virtual 

reality, based on technology and immersion. They also outline a brief history of 

virtual reality technology. Furthermore, the authors discuss key image processing 

techniques needed in designing virtual reality systems and virtual environments. 

Another related work was recently presented in (Liu et al., 2012)[3], in which the 

authors reviewed the current state of melding-related techniques in virtual worlds. 
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Melding is the core of creating the illusion of a shared reality. The authors 

introduced a taxonomy of consistency models that helps in providing users 

interacting within a shared virtual world with the illusion needed to improve their 

virtual experience. The taxonomy was applied to several shared virtual worlds in 

the paper, for example. Finally, the authors discussed the challenges and 

promising solutions of state melding in large-scale virtual worlds. 

In another work, Zhao[4] has created a taxonomy of copresence. He also defined 

the meanings and subtypes of copresence and how this copresence refers to the 

physical conditions that structure the human interaction. Zhao defines copresence 

as consisting of two dimensions: copresence as mode of being with others, and 

copresence as sense of being with others. Mode of copresence refers to the 

physical conditions that structure human interaction. Six such conditions are 

classified by Corporeal copresence, Corporeal telepresence, Virtual copresence, 

Virtual telepresence, Hypervirtual copresence and Hypervirtual telepresence.  

One of the very related work can be found in the classification of the Ubiquitous 

computing. As explained in [5], this classification covers some of the meeting 

spaces,  and the current work is also inspired a little bit from the work explained 

in this paper as my work explores more in depth in meeting spaces and it explores 

the area of having the smart capabilities in the interactive environments and gives 

the detailed examples about that as well.  

There also some taxonomy of Virtual Reality Environments in the software side as 

well. This work [6]classifies different types of network structures implemented in 
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networked virtual environments. The authors classify network communication 

considering latency, distribution, schemes and reliability.  

Objectives and Scope of the Current Taxonomy: 

The main objective we had in creating my taxonomy was to provide a 

comprehensive review of the current status of different social VR meeting 

environments. We believe that experts from Virtual Reality fields would benefit 

from this review. Also it could help new designers as well, because this will help 

them classify their work, as well as find the areas where they can develop more.  

Another objective we had was to use this work as the base structure in order to 

classify the work that has been done in Ba-Ke-Neko. This work is to show what 

inspired me and the team I worked with to create different social superpowers and 

different activities in Ba-Ke-Neko.  

Thirdly, the accompanying visualization of the taxonomy was intended to give 

deep insight to non-designer users as well, who could then see and understand 

more easily by looking at this visualization. Users can also explore this 

visualization and find applications they would like to know more about, and some 

of the general activities they can do in those meeting spaces.  

Finally, the companies that design this type of Social VR experience can use this 

research to better understand which domain they want to design for and how they 

can use their existing work from one domain and modify to use in other domains, 

by going through the examples provided in this taxonomy. 
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Variables of the Taxonomy: 

Before classifying existing applications and use cases, we decided upon some 

basic variables for creating the taxonomy. As a starting point for our work, we had 

the following questions in mind: 

 Why do people choose to use a particular Social VR application? 

 What do people do inside a given Social VR application?  

 What are the choices designers made within each application to increase 

and enhance social interaction between people?  
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Fig.1: Taxonomy of meeting spaces 

 

We spent time in several social VR applications, talking to people and spending 

time interacting, to get more clarity about these questions. For our work we have 

chosen applications such as Facebook Spaces, Rec Room, High Fidelity, VRChat, 

AltspceVR, and Cisco Spark VR. These are some of the most popular meeting 

spaces.[7]–[9] Some applications are marketed specifically for a single domain. 
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For example, Cisco Spark VR is marketed only as the extension of Cisco Spark 

Chat, which is mostly used for workplace meeting spaces in virtual reality. As you 

can see from the taxonomy visualization(Fig1), this space is divided into three 

main domains from the use cases we observed: 

1. Public spaces 

2. Workplace meeting spaces  

3. Personal meeting spaces (with close friends and family). 

But when we looked at the platforms using the designer perspective, we found we 

could divide activities into two main functional categories: 

1. Ambient Activities 

2. Coordinated Focused Activities 

Ambient activities require less focus on the activity from users. Ambient activities 

are the type of things that you usually do in a group where It matters less upon the 

specific contribution of a person and it more depends upon the group of people 

and their interactions with the environment and experience as a group. For 

example, watching a SpaceX launch together in VR where you don’t interact with 

the environment much but you experience it as a group. On the other hand, 

coordinated focused activities are targeted for a small group of people. These are 

the activities that requires more attention from the group, and they are combined 

activities between a small group. For example, playing a game like paint ball in 

VR which requires active participation from each and every member of the group.  

Upon further inspection, we were able to understand more clearly that each 

domain has both types of activities, and applications are divided among these 
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activities. There are some applications that cover multiple domains, while some 

are just focused upon a single domain that can be easily distinguished by the 

activities offered in the application. For example, VR Chat focuses upon meeting 

new people, but they have some activities such as watching your own uploaded 

photographs and video on a large screen, which people usually prefers to share 

with friends and family members only.  Whereas Facebook Spaces focuses only 

upon personal meeting spaces.  

There is one more feature that few applications provide, which falls in the middle 

of all these domains, which is creation of private spaces. These private spaces can 

have the same sorts of activities as other platforms, but the distinguishing feature 

is that they are controlled by the user rather than the company—e.g. the user can 

decide how their room shall be used and who is allowed to enter it. We were 

trying to understand how designers think about creating social VR spaces, so we 

are excluding the option of private spaces for now. In end of this taxonomy, I will 

mention the platforms which give this option of creating private spaces, and 

whether they provide any different functionalities. 

1. Public Spaces:  

I define public spaces as places in social VR where you can meet new 

people. The applications in this domain mainly have open environments 

where users can meet and greet other people. This domain has the greatest 

number of activities, and there are a lot of applications in this domain as 

well. In order to help people to make good connections with other users, 

these applications let you join in small activities such as games, which are 
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more focused upon team play in their environments. Now let’s discuss the 

activities in these environments: 

 Ambient Activities: 

An example of an ambient activity could be watching a concert or watching some 

sport together, or dancing in a club-style environment. These are activities that are 

more focused upon the experience of the whole group. As we can see from the 

example activities, they do not require a person’s undivided focus. These activities 

are designed to enhance meeting and talking with new people.  

Most social VR platforms include some kind of ambient activities. Platforms like 

High Fidelity and Alt Space also host some weekly Open Mic for music and 

comedy, which users can attend, and they also support big events like the launch 

of the SpaceX, providing people with ways to view such events together in social 

VR. RecRoom has a giant gym room where you can meet and talk to new people 

and interact with the objects around the room as part of the activities which are 

completely optional. 

 Coordinated Focused Activities: 

In the public domain, often these activities are combined with ambient activities, 

so that a user can meet new people and then to get to know more about the other 

person as they jump into these activities. These activities often require more focus 

from the user than ambient activities.  

Playing a game is one of the biggest example of this type of activity, and most of 

the Social VR meeting spaces include some game. Another example of this kind 
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of activity is visiting other peoples’ virtual worlds—something that can be done in 

AnyLand. AnyLand has a mechanic where you can create your own world and 

define some basic physics rules. You can visit your friend’s virtual world as well, 

or make it open for the public to explore. Another example is making a cult and 

following it. A few months ago, Ugandan Knuckles were pretty popular as a joke 

in the application VRChat. People used a specific avatar and a set of dialogues to 

communicate with other users. In case of Ugandan Knucles popular avatar is in 

the figure below and one of the dialogues was, “Do you know da way?” and this 

became an internet meme for a couple of months.  

 

2. Workplace Meeting Spaces: 

The core purpose of these types of meeting spaces is to create and use the 

environment for work-related tasks. They are more formal and created for 

workplace practices such as stand-up meetings. The types of activities in this area 

are pretty skewed towards most of the activities being of the coordinated focused 

category. Example platforms are very few, Teleporter, Cisco Spark VR, Telia VR 

in this section, as this is a small and targeted market compared to broad scale 

consumer-facing social VR, and that’s why this domain is the least explored of all 

3 of these domains.  

 Ambient Activities: 

Ambient activities are usually created with a goal that they don’t require much 

focus from the user, but in the office environments these activities seem to be rare, 

perhaps because companies see them as distracting.  
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The only example activity that I was able to place in this section was some 

background music before the meeting starts in Teleporter.  

 Coordinated Focused Activities: 

The user in these activities is required to focus upon the activity very heavily. For 

this domain of office meeting spaces, attention is focused solely upon the work, 

and these are activities created by the designer for the sole purpose of increasing 

the efficiency of the employees and providing more tools for meeting 

environments. Because of that, the example activities are spread across a very 

large area from having different type of meetings to small features within meeting 

spaces.  

For example, Sprint meetings is one core activity in this domain. This activity is 

one of the   model use cases for this domain—this is when users can do their 

Agile-style daily sprint meetings within the virtual environment. Another example 

could be, Slide Presentation or Volumetric Drawing. As stated above, this is a 

type of activity that can be a part of another activity such as Sprint meetings, but 

the reason for listing both of them separate, is that Slide Presentation can be used 

as its own entity and can be its own activity. Example environments focused on 

workplace activities are Cisco Spark VR and Telia VR. This domain is not yet 

well explored, as this market is still pretty small.  

4. Personal meeting spaces (with close friends and family)  

The main goal of this type of meeting place is to meet your friends and family 

members, the people whom you already know. The activities in this domain may 

overlap with those in public spaces, but there are some activities which are unique 
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to this domain. There are very few applications for example Facebook Spaces that 

clearly focus upon this domain, although most of the applications have private 

spaces, which essentially convert activities in public spaces to personal ones.  

 Ambient Activities: 

The activities in this domain are designed to enhance a person’s experience in VR 

with their friends and family members. An example of this type of activity is 

having a virtual creature, or watching a whale from inside VR. Such activities 

tend to need less focus from the user, and provide a backdrop for the interaction 

between people rather than taking up all attention. Other ambient activities include 

exploring different environments, sharing a meal, fishing together with someone. 

As I have mentioned before, there are very few applications which focus upon this 

aspect of VR. Facebook spaces is the only application that facilitates this 

behaviour.  

These activities need little focus and they keep moving from background to 

foreground and after a while back to background. This is the starting inspiration 

for the Virtual pet in Ba-Ke-Neko. 

 Coordinated Focused Activities: 

These activities are small activities which we engage in with our friends just to 

have fun. Most of these activities are physical activities recreated in VR, for 

example Pictionary and Karaoke. Also other small coop games like charades or 

Pictionary are implemented in VR. They are not created with intense and complex 
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mechanics and game design in mind, but are instead small, fun, low stakes 

experiences.  

Example applications of this type of activity occur in Facebook Spaces and Rec 

Room. Facebook Spaces gives users cards to play Pictionary, and lets users draw 

in VR to recreate the experience of Pictionary.  

Another type of Social VR experience that is not listed here is the asymmetric VR 

experience. These are activities that are performed between a person in VR and a 

person in the real world. There are very few example activities of these type of 

experience. One example would be a dancing game Astaire which is being 

developed in SETLab, in which one person is holding one controller in the VR 

world, with the other person standing outside with the other controller, who guides 

the person in the VR from the obstacles.  
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Virtual Pet as an Intimate Ambient Social Affordance 

Introduction 

After exploring the taxonomy of the VR social interactions, we focused upon 

finding an area where we wanted to design an experience. 

This section of the research contributes: 

 A prototype of a virtual pet that occupies a shared (networked) VR 

environment. 

 The first step towards a framework of how to design AI agents that play 

the role of companions to humans in virtual spaces. 

 

The goal of this part of the research was to create a virtual pet in a shared VR 

environment to encourage prosocial interaction, both person-to-person and 

person-to-pet. Our eventual long-term goal is for this agent to be added as one 

component of a larger existing social VR environment, where we can test this AI 

agent in different social settings. Of particular interest to us is the role that such an 

agent might play in mediating ‘intimate’ ambient activity, such as social 

interaction between friends and family members. As such, our focus is on the 

presence of an AI agent during intimate ambient interaction and how this will 

affect the emergent social dynamics in such a setting. 

 

There have been many prior attempts [10], [11]to create virtual pets, but most of 

these attempts have been focused on developing features that more closely 
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resemble biological pets (feeding, petting, caring for), and all of these applications 

have been created with 2d or 3d screen-based interfaces in mind[12], [13]. Our 

agent instead resides within a shared (or “multiplayer”) virtual reality 

environment, where users have 6 degrees of freedom and can interact with the 

environment freely. Our project adds to this environment an AI agent with an 

anthropomorphic (or, perhaps more precisely, a “zoomorphic”[14]) interface, 

intended primarily to provoke conversation or social interaction between multiple 

human participants in the virtual space through its behaviors. In addition, our 

agent functions as a companion to the space’s human inhabitants, with interactions 

such as receiving petting being specifically designed into the agent’s behavior: the 

virtual creature is aware of these actions and has the ability to appropriately 

respond. 

 

We also used this project as an opportunity to explore alternative ways of 

conceptualizing the relationship between humans and AI. In particular, because 

the project explicitly casts an AI agent in a role that would normally be taken up 

by a biological pet (such as a cat or dog), it benefits significantly from engaging 

with Donna Haraway’s notion of the “companion species[15]” and how AI might 

play the role of a companion species to humanity going forward. 

 

 

 

http://cyborganthropology.com/Companion_Species
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Related work 

This project meets the definition of “intimate technology” given by Marc Bohlen 

and Michael Mateas in “Office Plant #1”:[16] it is a technology which is “best 

situated” not in a laboratory, but in an office or home space where it is “close to 

people”. This agent is a mediator between machine precision and human 

emotions. It attempts to understand human emotions by analysing the movement 

of the players as well as comparing human action with its current state, and 

behaving accordingly, as an anthropomorphic or “zoomorphic” agent. For 

example, if our virtual pet moves towards the person with an expectation of 

spending time with it, and if the pet senses extreme hand movements, then it will 

change its behaviour and do a different activity, because this interaction will 

trigger the state of scared in the pet and it will in turn trigger another state 

depending upon it’s hunger and sleep values.  

 

Like Office Plant #1, many of the cues it takes from the environment in 

determining how to act are implicit cues that are not deliberately intended as 

commands or suggestions to the agent. Unlike Office Plant #1, however, the agent 

(in being modelled more after an animal than a plant) provokes more direct 

interaction between itself and human participants in the space, meaning that some 

of the cues it takes from the environment are explicit as well. Rather than a 

passive observer and commentator along the lines of Office Plant #1, our agent is 

cast more as an active participant in the social space. 

 

https://pdfs.semanticscholar.org/d281/b6c4f79017f3ac4229e8b37af41b4dcc0723.pdf
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Similarly, as an “ambient, non-human, embodied, intelligent agent”, our agent 

also arguably meets the definition of “alien presence” given by Adam Smith et al. 

in “Tableau Machine: A Creative Alien Presence”[17]. Like Tableau Machine, our 

agent makes use of an AI-based perception/interpretation/output loop to determine 

how it will behave on a moment-to-moment basis. The input in our case is the 

behavior of the humans and human actions in the shared virtual environment; 

these actions are then interpreted by the AI and used to determine what actions the 

embodied agent should take in response. 

 

Unlike Tableau Machine, however, our agent is intended to be recognizably less 

alien and more familiar in its embodiment and behavior, while remaining largely 

non-anthropomorphic (at least in the strict sense of “attempting to appear 

human”). We intend to achieve this by leaning away from anthropomorphism and 

towards zoomorphism instead. By modelling the behavior of our agent on 

behaviors we expect many people to be familiar with through the observation of 

pet dogs and cats, we hope to create an agent that is recognizably inhuman but 

also less wholly alien than something like Tableau Machine (which is totally non-

zoomorphic in form). 

 

Finally, in deliberately attempting to provoke social interaction between multiple 

human participants in the space (in addition to direct one-on-one interaction 

between the human and the AI agent itself), our agent goes somewhat beyond both 

Office Plant #1 and Tableau Machine in overall design intent. The added 

https://adamsmith.as/papers/SS08-03-013.pdf
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challenge of sensing and responding to social dynamics in the environment did not 

seem to be a particular priority for either of these earlier projects, whereas here it 

plays a relatively important role. 

 

Implementation 

The pet’s behavior is managed by a state machine. Transitions between states are 

regulated by numerical “needs” ranging from 0-100. At any given moment, the pet 

is in one of four different states: Wary, Hungry, Curious and Affectionate. 

 

Initially, the pet starts out in the Wary state. In this state, it will attempt to keep its 

distance from the player, moving away from the player to preserve this distance if 

the player attempts to approach it. “Aggressive” actions from the player (such as 

moving too quickly) will increase the pet’s wariness, causing it to remain in the 

Wary state for a longer period of time. If the player behaves non-

aggressively, however, wariness will gradually decrease. At the same time, the 

pet’s other needs (hunger and curiosity) are constantly on the rise. Once one of 

these other needs becomes more pressing than wariness, the pet will then move 

from the Wary state into either the Hungry or Curious state as appropriate. 

 

If the pet becomes Hungry, it will move towards the food dish and start eating its 

food. While eating, to signal this behavior to the player, the pet will continuously 
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move its head up and down. Eating will both decrease the pet’s hunger need and 

make the pet more curious to explore the virtual environment. 

 

If the pet becomes Curious, it will move towards the player and start jumping 

around them in order to catch their attention. This is the cue for the player to pat 

the pet. This is where the virtual reality shows its own idea where the way to pat 

the animal makes a lot of difference. For example, if you pat gently around its 

body, it will move towards the Affectionate state. On the other hand, if you 

behave rudely with the pet by putting your hand inside it, it will become angry and 

scared, moving back to the Wary state. 

 

In the Affectionate state, the pet will approach the player and sit at the player’s 

legs to show affection. For a little while, the pet will remain at rest at the player’s 

feet. At the same time, however, the pet’s own biological clock is also in progress, 

so after a little while it will become Hungry and potentially shift states on its own. 

In addition, while the pet is resting, any sudden movement from the player will 

scare the pet. For example, if the player moves both of their hands very rapidly, 

the pet will become scared of the player’s behavior and return to the Wary state. 
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Fig.2: A diagram of the state machine governing the pet’s behavior. 

 

Design Considerations 

The physical representation of the pet was created from primitive objects. We 

believe that, if we had used a higher-fidelity pet model (such as a more directly 

representational cat or dog model) that was more familiar to the player, it would 

encourage direct comparison between the virtual pet’s behavior and that of the 

particular type of real-world animal being portrayed. If the virtual pet’s behavior 

did not induce the correct emotions in the player (and thus “measure up” in this 

sort of direct comparison), this might in turn lead to a sort of uncanny valley 

effect[18], paradoxically making a higher-fidelity pet with imperfectly tuned 

behavior feel subjectively more alien rather than less. This assumption, however, 

remains untested. 
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Fig.3: The virtual pet, created from primitive objects. 

 

Another major obstacle we faced was the challenge of making the pet’s internal 

state visible in a way that human players could understand. Creating detailed 

animations is not our forte, and would likely have taken far too much time for the 

scope of this project, so instead, we decided to use color and very basic 

animations to signal the pet’s internal state to the player. In particular, the color of 

the pet’s head is used to signal several of the pet’s main “emotions” or emotional 

state categories. Yellow signals high curiosity, red signals high anger, and 

magenta signals high affection; in each of these cases, the shift in color is directly 

proportional to the current value of the pet’s corresponding need. 
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One example of using basic animations to signal internal state can be seen in the 

pet’s behavior while in the Curious state. In this state, the pet will approach the 

player and jump up and down in order to catch the player’s attention. Scaling the 

pet is also used to signal internal state. 

This idea was inspired by the book The Illusion of Life: Disney Animation, which 

presents twelve basic principles of animation; one of these principles specifically 

describes how scale may be used to convey emotion. 

 

Future Work and Conclusions Concerning Virtual Pet 

We focused our demo only upon a single human participant’s interaction with the 

AI agent, demonstrating a few example behaviors of the virtual creature when it is 

placed in an environment with a human participant. Social interaction between 

multiple human participants in the VR environment is thus left for later, as this 

would add an additional degree of complexity to the challenge of demoing 

interaction with the AI agent without being necessary to show off the core of the 

project’s functionality. 

 

In our view, this project represents the first step towards the development of a 

framework for designing AI agents that are intended to serve in the role of 

companions to humans. Future work building on this project will also help 

determine the ways in which AI agents might impact social dynamics and social 

interaction in intimate ambient activities and social settings, as this AI agent is 
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intended to encourage or afford specific kinds of social behavior among people 

interacting with it. In addition, introducing this type of AI agent into a virtual 

reality environment also enables us to explore the possibility space of deliberately 

anthropomorphized (or zoomorphized) objects in the ecosystem of virtual reality, 

drawing on the apparently natural human tendency to read anthropomorphic 

behavior into virtual characters. 
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Gaze Exploration as a Coordinating Social Affordance 

Introduction 

The research work described in this section uses gaze direction in social VR in a 

playful manner, in order to enhance communication between people in these 

environments. Our longer-term goal is to create a framework for designers to 

guide them in using gaze control to create more activities in Social VR 

environments. Our current focus is to use the gaze control mechanism to help 

people stay together and explore the environment while interacting. We are 

interested in how gaze control might enhance a sense of ‘togetherness’.  

There has been extensive prior work evaluating gaze direction and how it 

enhances face-to-face interaction in virtual environments, but all of this 

experiments have taken place using real world applications. Tracking gaze outside 

virtual environments requires special equipment, whereas it is easy in virtual 

reality to track gaze. This makes VR a convenient testbed for trying out some 

design ideas that rely on gaze tracking.  

In the research prototype that we built, we used gaze as a way to explore 

alternatives for how mutual gaze can be used in social VR. We use gaze as a 

beacon. Knowing exactly where the other person is looking, and exploring that 

with the general place by using the position as a beacon, in order to show his 

location with lights.   

Normal face-to-face communication is an extremely rich, multimodal form of 

expression. Aside from the verbal channels, non-verbal channels available during 

face-to face communication include gaze from head posture and eye direction, 
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arm gestures, body posture and facial expressions. With the expansion of virtual 

reality platforms, hand tracking and head postures are visible to other users, but 

the gaze of the user is a very open subject to explore. There has been some work 

going in the use of gaze in collaborative virtual reality environment[19], [20]. 

In Ba-Ke-Neko we try to take this process one step further, using gaze information 

to heighten communication and interaction while exploring a dark environment. 

As noted in Benford’s paper[21], one of the main challenges in Collaborative 

Virtual Reality environments is interest management. By arranging the virtual 

environments so that each participant is not overloaded and sees and hears 

“enough” of the world but no more, the problems of scale can be diminished. This 

was particularly useful to us while designing this activity. In the current activity 

users have to follow each other’s gaze and work as a light source for each other in 

order to explore the hidden island within the social VR environment. 
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Fig.4: The hidden island 

 

In this feature there is an island in the social VR world. This island is connected 

with the main island by small stepping stones. This whole island is invisible until 

it is turned on by the moderator or using the settings menu. After turning it on, in 

order to find this island, users have to work together. The stone bridge is only 

visible to you by staying with other users, as the player can use other users as their 

light source which will guide them to the next stepping stone, and this is same for 

all the users. Also you can only see one stone at a time, so you have to stay in 

close proximity with each other in order to find the other stepping stones. One 

more thing is, if a user’s partner somehow falls down from the stepping stone, 

then they reappear at the origin point of the main island. Because of this, the other 

user has lost their guiding light, so it is impossible to spot the stepping stone. This 

forces the second user to jump down from the stepping stone and start the 
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exploration all over again from the beginning. This forces both players to interact 

more with each other in order to find the island. 

Related Work  

The related work presented here explores different fields that are connected by 

VR; we have divided the overview into Proxemics, and Gaze and Attention.  We 

do not cover gaze detection work outside VR [22]. 

Proxemics: 

In an influential book[23], Hall categorized interpersonal space into four zones of 

intimate, personal, social, and public distances that people maintain towards each 

other in the real world. People adhere to similar norms in VR, for example 

keeping greater distances from humanoid avatars than cylinders [24]. Participants 

moved out of the way when approached by virtual avatars and also kept greater 

distances when there was mutual gaze. Other studies have also shown that real 

world proxemics behaviors work similarly in VR, for examples kin conductance 

response was shown to vary with the distance of one or many virtual characters as 

expected on the basis of proxemics theory[25].  

Gaze and Attention: 

Information about another individual's direction of attention is important in social 

interaction[22]. In this respect, gaze direction and head orientation provides the 

most accurate nonverbal information and one study shows that if though the gaze 

is averted it shows active attentional behaviour, and this shifts the other users 

attention in the same direction[22]. We have created two methods of using the 
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user as a light source and by looking back to Peter et al. work we were able to 

understand the importance of having the information of a person’s gaze direction 

and chose the most productive method.  Another study analysed the head 

orientation’s contribution in overall gaze direction and application potential in 

focus of attention estimation, which helped us calculate the estimated point of the 

person’s gaze.   [26] 

Implementation 

Exploration in this prototype is managed locally, by sending data concerning the 

other user’s location and rotation. We then created a dark environment for users to 

find the hidden island. In order to find the island, users have to stay near each 

other as they can only navigate with the aid of the light coming from the other 

users. If they try to find it alone, it will be just a dark environment for them, and 

they won’t able to find the path to the hidden island.  

  

Fig.5: User’s view to first island Fig.6: User’s view to hidden island 
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Fig.7: This is how the whole hidden island is mapped out 

 

Before building this exploration environment, we needed to be able to detect gaze. 

In real world applications, ascertaining where a person is looking is a difficult 

task, and requires a lot of mathematics to exactly locate the gaze, but fortunately 

for VR environments that task is quite simple, as we can utilize gaze tracking that 

the headset approximates. In most VR headsets, in order to render the scene with a 

sufficiently high frame rate, engineers use a very neat optimization technique 

where they only render high quality images where the user is currently looking, 

and they slightly blur out the other areas. That is also a reason why VR headsets 

tend to have motion blur problems, and that’s why they apply local calculations in 

order to correct the motion blur. But for our work, we decided to utilize the 

approximated gaze from the headset calculations, which is in the middle of both 

the lenses, and by triangulation we can find the center spot that is in the focus of 
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the headset. Achieving this gaze direction was the first step of creating this 

activity.  

The next step was to communicate this information to all the other players 

connected in the environment. This was the tricky part, as it required some 

optimization around what data to be sent via the network. We use simple 

positional and rotational data from player position and send that to all the other 

clients.   

 

Fig.8: End goal for user 

 

The next step was to implement what we wanted users to find, and for that we 

have created a special cave which has a blanket fort in it. This is to give users an 

end goal. This cave was connected with the main environment with a series of 

stepping stones. All of these stepping stones are hidden because of the dark 

environment and very few lightings.   In order to find each stepping stone, you 
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have to be together with someone, because the other user’s light is the only source 

of illumination that can be used to find the stepping stones which lead to the 

hidden cave. There are two technical approaches that we tried out to achieve the 

end effect we had in mind: 

1. Directional light from the gaze. 

2. Spotlight from the position. 

Let’s talk about spotlight from the position technique. In this method, we create a 

spotlight from all the clients’ position except the main client. This will create an 

illusion that all the other players are illuminated and the user is not. This will in 

turn lead players to stay close to each other in order to explore the environment.  

This method takes the player position as the beacon in the environment and from 

the light emitted from the other person, making it easy to locate that person in the 

dark environment. This method makes exploration a little bit easier, as you don’t 

have to coordinate much about where to go next, because the spotlight illuminates 

a big chunk of area. So in summary, spotlight method is just like having a light 

bulb in place of a person’s head position, so because of it we cannot identify 

specifically where the person is looking which is one of the major disadvantage of 

this method. 

The other method of achieving the same end effect is sending in the gaze 

coordinate, and using a directional light towards those coordinates, which will be 

a little heavy in terms of processing. With this method we can acquire where the 

person is looking, and we can create a directional light over that coordinate 
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values, which will give us a pretty good approximation of the gaze from the users. 

We can use that to create this mechanism of exploring the environment.  

We have created a hidden environment connected to the main island with a series 

of stepping stones in the dark. The users can use the gaze light to explore the 

environment. They have to work with each other and look towards each next 

stepping stone for one another in order to progress in the environment. They have 

to go through a series of stones in order to find the hidden cave, which is designed 

as a blanket fort, in order to give the users a sense of satisfaction in their 

discovery. 

Design Considerations 

To get the better valuation of where the person is looking was one of the 

important facets of this whole activity and as described earlier, we created two 

techniques to support this exploration, but finally we have decided to go with the 

gaze control method, because the use of the spotlight makes it easier to explore 

the environment. But the major disadvantage is that we don’t know the particular 

direction. That became our major consideration of using the direction light method 

where we use the raycast from the user’s eye cameras and sending the data of the 

mean of two output points of that collision of the raycast which gives us the 

approximate point of where the person is currently looking.  

Another major consideration is resetting the whole environment. The stepping 

stones are slightly disconnected and there is nothing between them, so if you don’t 

travel through the stones normally there is good chance that you can fall down 

from those stones. For this situation we wanted to let the users show how the 
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hidden island should appear only to those who want to explore the environment 

together with someone else, so if a person falls down from the stone they appear 

back at the starting point and the other person who is safe and sound has to jump 

behind the first person and also respawn at the starting point and has to go through 

the whole exploration from the beginning. 

Communication between two people is also really important in the activity, 

because if you can’t communicate with each other, it will be almost impossible to 

find the hidden cave, so if you sometime without communicating use brute force 

in order to find the cave, there might be a chance that you get stuck in the dark, 

where you can’t see anything and your friend is far away, so they can’t help you 

either. In those situation both participants have to jump off the stones and they 

have to start at the beginning.  

Future Work and Conclusions about the Gaze Exploration Prototype 

We have just focused this scenario on demonstrating how to use gaze data from 

the VR headset to enhance collaborative interaction. In this activity, users are 

forced to stay together in order to explore the environment, and need to 

communicate with each other in order to find the path pieces.  We want to explore 

more around how we can use gaze in other social VR activities, for example how 

we can utilize gaze control in the office/meeting space activities to increase 

efficiency in the work environment.  

In our view this work is a beginning step in this generation of VR environments. 

We demonstrated gaze control as part of intimate coordinated activity, which we 

believe could also be interesting in public spaces. The experiment affords a 
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specific type of social behaviour amongst the people interacting through it. Also 

how the gaze detection in Virtual Reality can help the users in the other fields test 

their own system before implementing a very complicated setup of gaze detection.  
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Social Traces 

Introduction and Previous Works  

This ambient activity is focused upon how a user can look and interact with the 

places all the other connected users have visited and spent time with. We have 

created this activity in order to see what users can interpret with such social traces, 

and how this facilitates both designers and users in exploring the environment. In 

this activity, the users can see traces over the places they have visited in the 

environment as a sphere, and then they can also interact with them in order to 

identify the sequence of their movement from one place to another.  

While exploring the High Fidelity and VRChat platforms, we identified an 

interesting phenomenon: they have a very large number of different environments 

and people are scattered all around those environments. Although you can see 

where your friends are currently, you don’t know where they have spent a lot of 

their time, and also where you have started from, and which other environments 

you have explored from the start of your session.  

This led us to design a new ambient activity, and for that I started looking for 

concepts of analytics and I came across Unity analytics[27], which lets you keep 

track of what users are doing. For example, which level the user has spent the 

most time in, which helps the designer to identify where they need the 

improvement in their game. They are a lot of analytics tool out there, but I was 

thinking about what I could do to show these analytics to the users, how I could 

represent this in an interactive way.  
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Further exploring analytics led me to the concept of Social Navigation[28]. We 

have seen examples of Social Navigation a lot. For example, you are in the library 

and going through the book catalogue and trying to search for a book about 

designing in VR, and you find a book that is more worn out and dog-eared then 

the other books, suggesting that a lot of people have read it. You may decide to 

give that book a try to start learning, rather than going to the pristine books beside 

it on the shelf. In this case, instead of relying upon the description or other things 

in the book, you used information from other people to help you decide. This is a 

form of Social Navigation. Other example of Social Navigation can be asking for 

help at an airport helpdesk, who helps you understand how to find the baggage 

claim—this is also a type of Social Navigation. Social Navigation is a closer 

reflection of what people actually do, than it is a result of what designers think 

people should be doing.  

Social Navigation doesn’t only take place in the real world. There are so many 

example of enabling Social Navigation with technology in the digital world. For 

example, the view count and trending section in YouTube. They help users in a 

way to decide which videos other people are watching that may interest them too. 

The view count example[29] can be same as the library, videos on a similar topic 

are selected between based upon a higher view count, and more popular channels 

can have a different impact on your choice than a new and smaller channel.   

There have been many previous work of Social Navigation with digital media. 

Peter Brusilovsky[30] integrated social navigation with web lectures. He used 

implicit and explicit feedback from the system and created a new web-based 
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filtering system that helped users identify the lectures and give more flexibility to 

share bookmarks as well. CityFlocks[29] helps visitor and new residents of a city 

to identify popular urban places that are tagged and commented upon by the local 

community. Their user tests have shown that mobile users really like the gathering 

of this information from the previous navigators. Another Social Navigation 

project supported a course recommendation system.[30]A tangent topic to the 

Social Navigation is the Recommender system, where this collaborative filtering 

approaches builds a model from a user’s past behaviour and similar decisions by 

other users. This model is than used to predict items that a user may find of 

interest. YouTube uses a similar matrix to create their model and recommend 

videos to their users. By their statistics, recommendations account for about 60% 

of all video clicks from the home page[31].  

Methodology 

The whole concept is developed upon the creation of virtual spheres spawning in 

the environment with a timestamp stored in each of them so when they are 

pressed, a specific action can be played.  
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Fig.9: Social Traces and Color of the sphere for the main player 

 

This intervention is created in the existing multi-user experience Ba-Ke-Neko, so 

one of the biggest design challenges was to make this available for multiple users 

without adding more data transfer between different users. For this we decided to 

use local data stored from the person’s movement, instead of sending real time 

data of the user to all the connected users. Because of this choice, we were able to 

achieve this locally, and not use network bandwidth at all for this intervention. 

The next part was to create spheres at a user’s position. We spawn a sphere with 

the timestamp that starts from 0, at the player’s starting point, and we keep 

spawning a sphere every 3 seconds. We don’t spawn spheres if we see that a 

person is not moving, then we skip the spawning of the next sphere. In that way 

we don’t overdo the sphere generation, and keep the spheres properly aligned. To 

identify one user’s trace from another’s, we color coded the spheres. Local user is 
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allocated with the white color and all the other users spawn with a random color 

that will be continuous throughout the duration of the experience.   

Another thing is to add is control the number of sphere spawning and display 

clearly on how much time a user spent on a location. The way this is represent in 

the Ba-Ke-Neko is by checking if the user is in the close proximity of any already 

generated sphere and increasing the size of that sphere (Fig1, Fig2, Fig3, Fig4) 

and also adding that timestamp value in a separate array which is used to display 

the interaction, which is described in the next section.  

  

Fig.10: Change of Scale 1/4 Fig.11: Change of Scale 2/4 
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Fig.12: Change of Scale 3/4 Fig.13: Change of Scale 4/4 

 
Change of the scale overtime when a person is standing near an existing marker 

The next step is to create the interactions with the spheres. As the time goes by, 

the spheres accumulates really fast, and it makes the whole trace very hard to 

understand, as going to the same place again and again creates more spheres. For 

that reason, having certain measures that help a user see where they have moved 

was really necessary, and for that I have created a simple button on the controller. 

Pressing the spheres will light up and show where a person has moved throughout 

their time in the virtual environment. This interaction was played for all the users 

connected in the environment, so a user could see that where all the other users 

travelled through their time in the environment.  

Design Considerations  

One of the important things we had to decide was how we wanted to display the 

traces in the virtual world, and how we wanted to distinguish one person’s trace 

from another’s. For that we decided to not make any complicated things and chose 
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spheres as our method to display the trace. One of the main assumption for 

choosing spheres as markers was to make it seem to users that they are just 

spawned from their movements, and they not a part of the environments so user 

won’t be able to interact with them. Color coding the spheres was also extremely 

helpful as users understood in an instant which markers belonged to them and 

which to other users.  

Having an interaction which makes it easy to understand movement was a tricky 

thing as we have fiddled around with multiple ideas, such as changing the shape 

of the sphere to square, or changing the scale of the spheres. The problem that 

persisted among these iterations was they were unable to grab the attention of the 

users about the starting point of their trace, so we decided to go with particle 

effects around sphere as it became easier to manage and they grabbed the users’ 

attention.  

Future Work and Conclusions about Social Traces 

The current version is only focused upon seeing everyone’s trace at once, but 

having more control over the interaction to just see trace of single user, for 

example the power to only see a friend’s social trace, could be actually helpful. 

Having control over whom to show the movement could be also helpful in this 

activity.  

In this prototype, we have focused upon an ambient activity which has a use for 

both user and the designers of the virtual environments. A user can identify where 

all the users have spent the most time and where they can find new people in the 

environment, and designers can also identify the most popular environments and 
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activities amongst the users as well. This activity can be a great use for both 

Social Navigation, and also helps create a matrix for recommendation system for 

the designers.  
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User Study 

After defining domains of meeting spaces and creating three interventions for 

those domains, we ran a user study. We were interested in general feedback about 

the prototypes, and had some specific questions about each particular prototyped 

feature as well.  

The study was conducted with 8 participants. (7 Male, 1 Female). All of these 

participants have been working/developing in VR. The average experience of their 

development in VR was about 1.2 years. All of them have used at least one Social 

VR platform. Some of the uses cases they have used the other platforms are as 

follows:  

 Playing games with Friend 

 Playing a game that re-enacted based on a real world game  

 Meet new people 

 Different experience of meeting a friend 

 Attend some event in VR 

Having users familiar with the concepts of development in VR & experienced in 

using Social VR application was extremely useful as they helped give a great 

critic on the controls and interactions and assert their opinion with more 

experience.  

Study Participants and procedure:  

As stated above we had a total of 8 participants and 6 of them were individual 

participants. In those cases, I was the other person in the virtual environment, 
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whereas the one pair entered the world together without me present. My goal was 

to test out each individual intervention and compare it to a simple blank 

environment, in order to identify changes in participants’ behaviour and receive 

feedback appropriate to each environment.  Some questions that guided my 

observations and that were used as part of the participant interviews included: 

 What domain did these interventions belong to from the participant’s 

perspective? 

 Are these activities helpful for a user to connect with other users?  

 What other applications could be created by extending these interventions? 

The procedure started with exploring the first blank island environment with 

nothing in it, and the other person started the conversation about the environment 

and usability of VR in social spaces. Then after a while we slowly introduced 

Virtual Pet, Gaze Tracking and Social Trace one after the other, by spending 

around 7-10 minutes in each of them, while having general conversations about all 

of those interventions.  

After testing all of them, we have finished up with a couple of open-ended 

questions about their preference of activity amongst all three of them, and also we 

have recorded audio of all the test, so that we can use it to further analyse 

participants’ reactions to each of them. 

Results:  

As discussed in the earlier section, we have introduced participants to each 

activity one at a time, so I would first like to discuss the results about each section 
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separately, and then in the last sections, we have laid out some of the general 

thought about how these activities compare with having the simple environments 

and also with each other itself.  

Virtual Pet: 

Overall methodology for this part was to take the participant within the 

environment with the Virtual Pet and the Dragons, and let them explore more, and 

after that engage with them in a casual conversation about the design, interaction 

and their impact in the overall activity from the pet.  

Fun and surprising behaviour: Five participants pointed out that the interactions 

with the pet dog was really fun and identifying the aggressiveness of the user and 

the behaviour of running away from the participant was actually surprising.  As 

one user responded, “It took me a while but it is actually funny that if I put my 

hand inside of the pet he just runs away that made me very careful on interacting 

with this pet.” The dragons were just flying around the environment and which 

made one user respond to it as, “The dragons swirling around me is really 

astonishing and it gives me a sense of height difference from the lily pad 

environment.”  

Interactions with pet: Seven participants pointed out to the interaction with the pet 

being really tricky as they crave user’s attention every time they arrive towards 

the user. “Not giving any attention to the pet when he is at my feet and seeing the 

pet really angry made me realize that I should focus upon playing with my pet for 

a second.” 
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Alien design of dragons and pet: Two participant referenced the body of the pet 

being something weird as their factor of being surprised the design choice and 

they also mentioned that “Having a different design than conventional cat or dog 

actually gave us time to concentrate and try to interpret the behaviour of the pet.” 

Other six participants did not have any preference about the shape and looks of 

either pet or dragon.  

Overall people (87.5%) preferred a pet in the environment over the dragon, as the 

pet has more behavioural traits and it was also more interactive. With one 

exception of participant leaning more towards the dragon with the reason of, “I 

just loved the way their flying is animated with the flocking behaviour 

connected.” 

Gaze Tracking and Island Exploration: 

For this activity, I just informed participants that there was a hidden island in the 

environment, and they are tasked to find it. In case of a single participant, I always 

followed them on their every move so as to let them figure out that they could see 

the other user’s gaze as their directional light.  

Working Together: All eight participants pointed out that this activity has forced 

them to work together with the other person. Some of the responses were, “It was 

funny that I left you behind in the dark and then I was also lost in the dark as well, 

so we both have to jump out, communicate with each other and start working 

together.”  

Personal Space and privacy: As this activity forced people to stay near each other 

in order to find the next stepping stone, one of the concerns was people felt 
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intrusion into their privacy, but seven out of the eight participants said that the 

activity did not feel like it’s any intrusion in the privacy, and the distance was 

acceptable. Although I must note that three participants commented that the 

hidden island was really small in area, so they felt intrusion into personal space on 

the island. One response was,” The island table is just too small even for two 

persons, and I don’t like being this close to other person.”  

Communication: Seven participants told us that communication was actually a 

really important part of this activity, as without having any form of 

communication, it is hard to find the hidden island. Having a common goal 

encouraged participants to communicate with the other person: “I knew I had to 

find the hidden island and I wanted him to look for the next rock, that is why I 

was forced to communicate with the him.” 

Good difficulty setting: Two participants felt that this activity is like a game, and 

they have evaluated the activity in terms of difficulty level as well. One response 

is, “The difficulty was managed properly as it starts with Easy to Hard to Medium 

to again Hard. It’s well balanced level of difficulty of searching the island.”   

Social Traces: 

We wanted to get feedback from the participants about the Social Traces, and how 

they might envision using this feature in their application,as well as what other 

interactions they wanted, so we just informed them in the beginning to ignore the 

spheres currently, and after completing both virtual pet & gaze exploration 

activities we discussed the Social Traces that accumulated throughout the duration 

of their experience.  
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Controlled Interaction: Two participants asserted that being with an unknown 

person, they didn’t want to see that person’s trace, and did not want to show 

theirs, too, so having more control over which traces are visible to the participant 

is important. One response was, “If I am not friends with someone I don’t want 

them to see what I am doing in the environment.” It’s important to notice here that 

when they were asked that, if this activity is focused only for friends and family 

do they still feel the same need of control which they replied with, “No, if I know 

everyone in the environment that I wouldn’t care about it.”  

Application in terms of Data Analysis: While asking about a possible application 

for this Social Trace, one of most popular replies was to understand their 

environments and activities, and which of them are more popular with their users 

and where their users spend their time. This conclusion was super obvious as all 

eight of the participants were developers in VR, and this information gives 

knowledge to the developer about the interests of their users. Some responses 

were,” This data will tell me where my users spend the most time and what they 

like.”, “I can identify more popular environments and recommend them to the 

other users.”, “I can find out user’s interest and create similar activities like those 

to increase the player retention.” 

Surprisingly, I did not get much reply about how as a user they perceive this 

feature, as it was heavily focused upon their perspective as developers and how 

developers wanted to use that.  
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Conclusions from the User Study 

After running the study, we were able to identify designer and developer thoughts 

about this intervention. These interventions can be a starting point for VR 

developers and designers in order to create new activities in the Social VR 

meeting spaces using the concepts like Gaze Tracking and Social Traces.  
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Conclusion 

I think Ba-Ke-Neko falls into a late stage prototype which is currently intended to 

other developers in order to understand different possibilities in the Social VR 

meeting spaces. This work is also useful for all the aspiring social VR developers 

as this work helps understand the current situation of the meeting spaces in VR. 

Working on Ba-Ke-Neko taught me on how I can understand the social VR 

landscape through the lens of activities that people do and how I can interject into 

them and enhance those activities.  

Creating a VR application which everyone can enjoy was my goal and along the 

way I got to understand what the developers need and hopefully this work will 

continue to be successful within the developer community and keep creating 

innovative activities in social VR meeting space.
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