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Abstract  
 

Defect Characterization of Metals in Radiation and Oxidizing Environments using Positron 
Annihilation Spectroscopy 

 
by  

 
Rasheed K. Auguste 

 
Doctor of Philosophy in Nuclear Engineering  

 
University of California, Berkeley  

 
Professor Peter Hosemann, Chair 

 
 

Coupled extremes such as radiation and corrosion in nuclear environments induce a state in 
matter that is far from equilibrium. The addition of corrosion increases the complexity of the 
nonequilibrium problem. Thus, there is a continual need to advance understanding of these 
coupled effects to ultimately predict material response and enable the design of new materials 
that can better withstand these combined extreme conditions. The work in this dissertation 
advances toward a predictive understanding for how point defect transport can drive radiation 
damage and corrosion. 
 
This dissertation seeks to advance fundamental understanding of defects from radiation damage 
and oxidation phenomena in structural materials for nuclear reactor applications. The first 
objective of this research is to validate rate theory predications of radiation damage defect 
populations in-situ using positron annihilation spectroscopy. This hypothesis is explored using 
simulation, execution, and discussion of novel positron annihilation spectroscopy experiments. 
Ultimately, radiation-induced nonequilibrium monovacancy defects were simulated and 
experimentally observable with positron spectroscopy, and in-situ vacancy concentration 
showed an increase with increasing dpa (displacements per atom). The second objective of this 
research is to validate theoretical predictions of predominant defect identities within passivating 
systems. Positron spectroscopy was again used to experimentally connect to previous results 
from simulations of oxide layer defect behavior, electrochemical studies on oxides, and post-
mortem irradiation microscopy studies. Oxidation defect behavior in iron and chromium was 
quantified as a function of oxidation time, temperature, and irradiation. 
 
Positron annihilation spectroscopy is a monovacancy-sensitive, depth-dependent, 
nondestructive technique to understand defect behavior, which ultimately governs materials’ 
radiation and corrosion performance for safety and corrosion protection of new and existing 
nuclear structural materials. It is hoped that this research will open new doors to advanced 
characterization and modelling opportunities in the study of nonequilibrium radiation and 
oxidation defects.  
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1. Introduction 
 
Nuclear power has been one of the predominant energy sources in the United States over the 
past 60 years. In 2021, nuclear energy accounted for approximately 20% of total electricity 
generation in the country. [1] As a low-carbon electricity source, nuclear power serves an 
increasingly important role amid climate change concerns. Along with renewable energy sources, 
nuclear power deployment has historically been associated with lower emissions per capita, 
which contributes directly to decarbonization and climate mitigation objectives. [2] In addition 
to emissions benefits, there is also growing expert consensus that scaling up nuclear energy is a 
promising path to creating a global energy system that supports high universal living standards. 
This is especially critical in emerging markets, where almost all (about 95 percent) of the increase 
in the world’s energy demand through 2035 will originate. [3] Climate change affects all nations, 
so around the world, there is increasing global support for large-scale climate mitigation 
techniques. Climate change from greenhouse gases (GHG), specifically, has become one of the 
most important issues of this century. In 2015, more than 190 countries committed to limit global 
warming by reducing GHG emissions in the Paris Agreement signed at the United Nations 
Conference on Climate Change in 2015.  [4] Given the climate crisis and urgent need to switch to 
sustainable, low-carbon sources of energy, nuclear power has emerged as an important 
alternative energy source for large-capacity, firm, baseload electricity. 
 

 
 
Figure 1.1: U.S. electricity generation by fuel source, all sectors. Nuclear energy has maintained 
its 20 percent share in electricity generation for the past 10 years. [1] 
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Figure 1.1 shows the current share of electricity generation from each energy source in the 
United States, [1] and that nuclear energy has maintained its 20% share in electricity generation 
for the past 10 years. In the United States, commercial power reactors are either pressurized 
water reactors (PWRs) or boiling water reactors (BWRs). BWRs and PWRs also account for most 
reactors in the world. [5] Other reactor types include heavy water reactors, gas-cooled reactors, 
graphite-moderated reactors, and liquid-metal-cooled reactors. Each reactor concept is 
promising in terms of producing highly sustainable and low-carbon energy. However, engineering 
design challenges exist for both safely maintaining currently deployed reactors and realizing 
other advanced reactor concepts. The internal core components of a nuclear reactor consist of 
many different structural materials subjected to various harsh environmental conditions 
including radiation flux, mechanical stress, high temperature, and corrosive media. Choosing 
appropriate structural materials dependent on degradation conditions expected during service 
is the key to safe, successful engineering design and risk management, especially in accident 
scenarios. For example, 304 SS, 304L SS, 316L SS, and 347 SS are common austenitic stainless 
steels for the core structural materials because they have excellent toughness for dealing with 
high pressure environment, excellent fatigue resistance for dealing with cyclic stress and 
excellent water corrosion resistance [6]. 
 
Radiation damage is a major materials design consideration for nuclear reactors, especially within 
the core where radiation fields are the highest. Radiation causes changes in material properties 
of structural components, like bolts, cladding, or even the overall pressure vessel. These material 
property changes often weaken structural components, causing them to fail early, limiting their 
lifetime, which presents a risk analysis and safety issue. [7, 8] Material property changes in a 
nuclear environment can be divided into three subcategories: mechanical property changes, 
dimensional changes, or elemental changes. Mechanical property changes refer to deformations 
from applied stress or changes in a materials’ microstructure or phase [9, 10]. Dimensional 
property changes refer to changes in the size of the component, such as “swelling” due to voids 
forming in the crystal lattice from radiation damage. Figure 1.2 displays a classic example of voids 
from radiation damage in 316 SS [11] and Al [12]. Transmission electron microscopy (TEM) results 
show voids as atoms missing from the lattice. These voids can coalesce over time, growing 
cavities inside the lattice accompanied by significant decreases in material density and 
concurrent increases in volume. This process is usually referred to as void swelling, and it 
presents safety issues when designs must accommodate this dimensional change [13]. Lastly, 
elemental changes from alpha decay or neutron transmutation processes such as neutron 
capture or (n, α)-reactions may create He-bubbles or other transmutation products that start to 
affect the microstructure so that new phases begin to separate out. [14, 15, 16] All these issues 
work to collectively limit nuclear materials component lifetimes and change the overall 
performance properties, which ultimately presents reactor safety and risk issues. 
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Figure 1.2: TEM micrographs of void formation in 316SS versus Al. Lighter contrast areas are 
regions of missing atoms called voids.  [11, 12] 

 
Radiation-induced effects in reactor components present significant design challenges alone, but 
these effects are also coupled with other harsh environmental conditions to further limit 
component lifetimes. Thermal stresses, mechanical forces, and even corrosive media work in 
concert to cause these material changes. Figure 1.3 [17] features an example of how coupled 
environments (temperature and radiation) can change a materials property. A notable study 
showed Ni irradiated by neutrons at different temperatures led to swelling at different rates. 
There is broad range of swelling responses across 300oC to 700oC with a noticeable peak swelling 
temperature around 500oC. This is due to the fact that both void growth and void stability factors 
exhibit a temperature dependence. The swelling rate is dependent on the opposing effects of 
vacancy mobility increasing with temperature to grow voids versus large void stability decreasing 
with temperature. Thus, a maximum swelling rate in metals is expected at an intermediate 
temperature where net flow of vacancies to voids is maximized. 
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Figure 1.3: Nickel swelling response at different temperatures. There is broad range of swelling 
responses across 300oC to 700oC with a noticeable peak swelling temperature around 500oC. 
The swelling rate is dependent on the opposing effects of vacancy mobility increasing with 
temperature to grow voids versus large void stability decreasing with temperature.  Originally 
Brimhall (1972) [17] 

      
From an engineering point of view, the voids produced by high-temperature (> 400oC) irradiation 
of metals has substantial economic and safety implications. Void swelling can yield up to tens of 
percent increases in volume, which then requires a substantial reactor design modification for 
operating at high temperatures. In 1966, Cawthorne and Fulton first reported pronounced 
swelling including the formation of microscopic voids in stainless steel irradiated to high fluences 
at elevated temperature. [18] Shortly afterward in the 1970s, Huebotter and Bump discussed 
how swelling implies an additional cost of several billions of dollars over 50 years in the operating 
cost of a fast breeder reactor fleet (which operate at high temperatures). The cost of 
accommodating 5% versus 15% swelling in breeder reactor fleet over the period 1970 to 2020 
increased from $860 Million USD to $5.6 Billion USD (in 1970 present worth) [19]. In pressurized 
water reactor environments where components face considerably lower temperatures (around 
200oC to 350oC) than proposed advanced reactors, drastic swelling in core components can still 
be observed. A study by Edwards and Bruemmer [20] on a baffle bolt used to secure baffle plates 
in a pressurized water reactor core revealed stark differences in swelling along the bolt, despite 
its short length. The bolt head was closest to the core and received the highest dose (19.5 dpa), 
but no voids were present in TEM micrographs. The largest void size was observed at the top 
shank of the bolt, even though it saw lower dose (12.2 dpa) than the bolt head. However, the 
bolt head saw a lower temperature (320oC) than the bolt shank (340oC) and bolt threads (330oC). 
The temperature effect on swelling is evident again in this example. Furthermore, it is also 
evident how precise safety design tolerances must be considering the baffle bolts location inside 
the reactor core containment. Thus, there are substantial economic and safety motivations to 
study the mechanism for void formation from radiation damage in nuclear reactor alloys. 
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Corrosion is another major materials design constraint for nuclear reactors, especially for 
stainless steels in water-cooled reactors such as LWRs. Corrosion occurs when a metal comes 
into contact with an environment, either liquid or gas, which causes the metal to degrade. In an 
oxidizing environment, the corrosive medium attacks the metal chemically, causing it to 
transform into a more stable phase. This chemical reaction results in movement of positively or 
negatively charged atoms and vacancies in the oxide, which are analogous to the metallic point 
defects created during irradiation. The corrosion mechanisms are so important that for existing 
nuclear power plants, the safety cases for life extension are often predicated on demonstrating 
good corrosion performance of the service components, including the reactor pressure vessel 
[8]. For a new power plant, understanding the key corrosion mechanisms and how to limit 
corrosion damage is a key challenge to achieving 50 to 60-year reactor lifespans.  A notable 
corrosion mechanism for water-cooled reactors is stress corrosion cracking (SCC), or the 
premature cracking of an alloy in the presence of a tensile stress and a corrosive environment. 
PWRs primarily experience stress corrosion cracking challenges, while BWRs experience neutron-
activated irradiation-assisted stress corrosion cracking (IASCC) challenges [21]. In IASCC, the 
material becomes susceptible to SCC after neutron embrittlement. [22] While these specific SCC 
mechanisms have been studied extensively, the more fundamental way in which irradiation 
affects a material’s defect evolution in a corrosive environment has not been the subject of 
extensive investigation. 
 
To further characterize radiation induced changes, one aspect of research explored in this 
dissertation is to understand the interplay of the radiation damage and chemical changes in 
nuclear reactor structural materials. To reduce the risks of operating nuclear systems, 
degradation prediction methodologies are used to evaluate the integrity of components over 
time and assist with mitigation approaches. Both prediction and mitigation methodologies rely 
critically on the proper conceptual understanding and the modeling of the fundamental defects 
during irradiation and oxidation. How does radiation ultimately affect defects in different 
chemical extremes such as oxidizing environments? What is the mechanism for how radiation 
defects influence existing defects in the oxidation process? Ultimately, this understanding would 
enable an accelerated pathway to qualification and design optimization of existing structural 
reactor components and even future advanced reactor applications. 
 
 
 

  



 
 

6 

2. Background 
 
Radiation damage in materials is a fundamental problem faced by most nuclear technologies, 
e.g., nuclear fission, nuclear fusion, and other accelerator-based techniques. Fundamentally, an 
incoming particle transfers a fraction of its energy to a host lattice atom—depending on 
interacting particles’ masses and energies—or induces a nuclear interaction which can lead to 
more energetic particles. Subsequently, the struck atom carries a kinetic energy which may 
induce further displacement damage in the material even leading to large displacement cascades. 
The total amount of displacements caused by an energetic particle interacting with the material 
is what is usually characterized in the unit displacements per atom (dpa). While it is important to 
understand the number of initial displacements produced, it is the evolution of these 
displacements and resulting defects that cause the permanent materials property changes such 
as swelling, hardening, or embrittlement. 
 
When considering the evolution of radiation damage, it is important to remember the time scale 
of the damage evolution after the initial displacements of the incoming particle. Numerous 
computer simulation and experimental studies have shown that the time scale for the ballistic 
atom collision processes is of the order of 100 femtoseconds, and the time scale for subsequent 
thermalization of the collisions is on the order of 1 to 10 picoseconds [1]. A notable model, the 
Kinchin and Pease model captures the fundamental physics of the atomic collisions. This model 
will be discussed in more detail in the subsequent section.  After the thermalization stage, longer-
time scale (nanoseconds to years) damage evolution caused by thermally activated processes 
then occur. Figure 2.1 [2] shows this process in detail. The first atom in the material that receives 
a recoil energy from the passing particle is called the primary knock-on atom (PKA). The collision 
cascade model starts with independent binary collisions (Figure 2.1a) [2].   
 
After a few tens of picoseconds, if the initial PKA energy is high enough (greater than 1 keV) and 
the material is dense, a very dense region of multiple atomic collisions, sometimes called a heat 
spike, may form (Figure 2.1b) [1,2]. During the heat spike stage, the collision energy of the 
displaced atoms is shared among their neighboring atoms in a region of high deposited energy 
density. The development of the spike requires about 0.1 picoseconds, and the spike may occupy 
several zones in which the energy is high enough so that collectively the atoms resemble liquid 
material (i.e., losing lattice structure). As energy is transferred to the surrounding atoms, the 
molten zones return to the thermodynamic equilibrium at the end of the spike (after about 10 
picoseconds). The quenching stage takes the most time during the thermal spike stage as the 
lattice structure is restored. During this time, stable lattice defects form either as point defects 
or as defect clusters. Point defects consist of interstitials and vacancies (Frenkel pairs) created in 
this process [2]. Interstitials are the atoms knocked from their lattice sites and vacancies are the 
resulting empty lattice positions. The total number of defects at this stage is much less than the 
number of atoms displaced in the collisional stage. The annealing stage involves further 
rearrangement and interaction of defects and proceeds via thermally activated diffusion of 
mobile lattice defects. This marks the end of the primary damage phase, and the material is left 
with the remaining stable lattice defects (Figure 2.1c). [2] 
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The next stage is the defect mobility stage (depicted in Figure 2.1d [2]), which lasts until all mobile 
defects anneal out of the lattice, escape the cascade region, or another cascade occurs within it. 
The timescale extends from nanoseconds to months, depending on the temperature and the 
irradiation conditions. The major determinant in this phase is the remaining defects’ mobility. 
Most defects can be mobile, but the energy required to move a defect (mobility energy) may be 
so high that it becomes immobile and stops evolving for all practical purposes at a given 
temperature. Atoms in a lattice are in a constant state of motion due to thermal vibration, and 
this means that point defects in the lattice are also in motion. The random nature of thermal 
vibration causes random motion, or self-diffusion of the atoms and the defects to maintain 
thermal equilibrium with their surroundings. Note that vacancy mobility is governed by 
substitutional diffusion, defined as switching places with an adjacent lattice position. However, 
self-interstitials move within the lattice interstices (interstitial diffusion), and self-interstitials 
generate more strain on the surrounding lattice than vacancies. Interstitial mobility is generally 
greater than vacancy mobility because bonding of interstitials to the surrounding atoms is 
normally weaker and there are many more interstitial sites than vacancy sites to diffuse to. 
 

  
  

Figure 2.1: Schematic illustration of the stages of radiation damage development from an 
energetic particle. [a] The linear collision cascade stage in the first 0.1 ps contains collisions 
with nuclei (primary knock-on atoms (PKA) from incoming energetic particles) to produce 

[a] 

[c] 

[b] 

[d] 
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damage. [b] The PKA then induces a cascade of atomic collision processes which locally heats 
the material atoms. [c] After the heat spike, a fraction of the point defects remains in the lattice. 
[d] Finally, longer-time scale (nanoseconds to years) damage evolution occurs caused by 
diffusion of point defects. [2] 

 
The outcomes of the diffusing point defects determine the permanent damage within the 
material. Mobile vacancies and interstitials may meet within the lattice (i.e., an empty lattice 
position meets a displaced lattice atom—restoring the lattice structure) in a process called defect 
recombination, the reducing the number of permanent defects. Point defects can also meet and 
annihilate with other types of existing material defects like grain boundaries or dislocations, again 
reducing the number of permanent defects. [3] Alternatively, point defects can instead meet 
more of the defects of the same type, growing into vacancy clusters or interstitial loops. The 
accumulation of radiation-induced defects such as interstitial loops or vacancy clusters can lead 
to significant swelling, hardening, and embrittlement of the structural materials.  
 
For example, void swelling caused by vacancy cluster buildup has been observed to cause 
embrittlement at irradiation temperatures in fast reactor environments between 30 to 60% of 
materials’ melting point (Tm) and damage levels more than 10 dpa. Void swelling of over 14% was 
observed in 12X18H9T steel fuel assembly wrappers irradiated in BOR-60 fast reactors (Figure 2.2a) 
[4, 5]. The wrappers could not plastically deform in response to stress as indicated by the severely 
brittle failure of the wrappers failing during the refueling operation. Bulk tensile tests revealed planar 
facets in the fracture surface (Figure 2.2b) [4, 5], and these brittle, planar fracture surfaces were 
confirmed with TEM to be the result of intense shear localizations from extensive voids in the 
microstructure (Figure 2.2c) [4, 5]. This example shows that radiation-induced changes in the 
microstructure from point defect accumulation can lead to embrittlement in materials observed 
at the macroscale. Therefore, to effectively mitigate the effects of radiation damage, it is crucial 
to understand the evolution of point defect populations as they influence the deformation and 
failure mechanisms within the materials. 
 
Extensive experimental and computer simulation studies have been performed over the past 
several decades to investigate the nature of the radiation damage point defect evolution. The 
work in this dissertation is primarily concerned with one of the oldest radiation damage 
simulation methodologies, reaction rate theory, or rate equations, which will be reviewed in 
detail in a subsequent section. 
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Figure 2.2: [a] Void swelling results of 12X18H9T steel fuel assembly wrappers in BOR-60 fast 
reactor revealing severe brittle failure during refueling [b] Micrograph of the brittle, planar facets 
of the fracture surface from a tensile test. [c] TEM micrograph showing voided microstructure 
responsible for intense shear localizations [4, 5] 

 

2.1 Kinchin and Pease model 
 
The Kinchin and Pease model [6] (Kinchin-Pease model, KP model) for atom displacements 
captures the fundamental behavior of the initial displacements produced in the lattice from an 
incoming particle (see Figure 2.1a [1]). It is a fundamental model for understanding primary 
radiation damage from an incident charged particle. First, define Pd as the probability that a 
struck lattice atom is displaced upon receipt of energy transferred to the struck atom, T. There is 
some minimum energy that must be transferred in order to produce a displacement, Ed. The 
magnitude of Ed is dependent on the crystallographic structure of the lattice, the direction of the 
incident primary knock-on atom (PKA), and the thermal energy of the lattice atoms. The model 
makes the following assumptions: 
 

1. The radiation damage cascade results from two-body elastic collisions between atoms.  
2. The displacement probability is 1 for T > Ed. 
3. When an atom with initial energy T emerges from a collision with new energy T’ and 

generates a new recoil with energy ε, no energy passes to the lattice and T = T’+ε. 
4. Energy loss by electron stopping is given by a cut-off energy Ec. If the PKA energy is greater 

than Ec, PKA energy transferred to lattice atoms will be dispersed only via electron 
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ionization. Thus, no additional displacements occur until electron energy losses reduce 
the PKA energy to less than Ec. For all energies less than Ec, electronic stopping is ignored, 
and only atomic collisions occur. 

5. The energy transfer cross section is given by the hard-sphere model.  
6. The arrangement of the atoms in the solid is random such that crystal structure effects 

on atomic collisions are neglected. 
 
Assumptions 1 and 3 assume conservation of energy and linear momentum. Solving a system of 
equations for the collision yields the maximum allowable energy transferred to the lattice atom, 
in Equation 2.1 and Equation 2.2.  
 

 ϵmax = 𝑇 − 𝑇′ =
4𝑚𝑀

ሺ𝑚+𝑀ሻ2 𝐸   (2.1) 

 

 T =
2𝑚𝑀

ሺ𝑚+𝑀ሻ2 𝐸 ሺ1 − cosሺ𝜃ሻሻ   (2.2) 

 
Where m and M are the mass of the incident particle and the struck atom, E is the energy of the 
incident particle, and 𝜃 is the scattering angle between the two atoms. Integrating over all 
possible scattering angles to find the average energy to the struck atom yields the average energy 
transferred to the struck atom being εmax/2. Assumption 4 considers electronic energy loss to be 
the main stopping mechanism for high energy incident particles. However, in electronic energy 
loss models (e.g., Lindhard or Bethe-Bohr [7, 8]), the energy transferred to the lattice is lost to 
electron ionization, so there are no atomic displacements. This leads to the cutoff energy for 
atomic displacements from high energy particles, Ec. Assumption 6 ignores that metals have a 
crystal structure for the model because in reality, the potential barrier surrounding an 
equilibrium lattice site is not uniform in all directions. To illustrate, Figure 2.3 shows the 
displacement energy as a function of direction in FCC Copper [9]. However, since the direction of 
the recoil is determined from the collision event, which is itself a random process, the recoil 
direction is entirely random. The single value quoted for displacement energy in radiation 
damage calculations represents a spherical average of the potential barrier surrounding the 
equilibrium lattice site. In practice, there are ASTM standards for radiation damage simulations 
that set the displacement threshold energy, Ed at a constant 40 eV [10]. 
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Figure 2.3: Displacement energy as a function of incident particle direction in copper. The single 
value usually quoted for displacement energy in radiation damage calculations represents a 
spherical average of the potential barrier surrounding the equilibrium lattice site. Values shown 
are in eV. [9] 

 

In summary, the K-P model solves for the number of displaced atoms, , with a given initial 
particle energy, T. When T < Ed, there are no displacements. If T is greater than Ed but less than 
2Ed, two results are possible. First, the struck atom could be displaced from its lattice position 
and the PKA, now left with energy less than Ed, replaces the original atom. However, if the original 
PKA does not transfer at least 2Ed, the struck atom remains in place and no displacement occurs. 
In either case, one displacement is the only result possible from a PKA with energy between Ed 
and 2Ed. Lastly, when T > Ec after the cutoff energy Ec, energy lost by the particle will be dispersed 
through ionization by lattice atoms, so there are no additional displacements. Thus, the full K-P 

model for (T), is given in Equation 2.3 and a schematic of number of displaced atoms as a 

function of energy, (T), is given in Figure 2.4. 
 
 

 νሺTሻ =

ە
ۖ
۔

ۖ
ۓ

0                𝑓𝑜𝑟 𝑇 < 𝐸𝑑           
  1                𝑓𝑜𝑟 𝐸𝑑 < 𝑇 < 2𝐸𝑑

𝑇

2𝐸𝑑
             𝑓𝑜𝑟 2𝐸𝑑 < 𝑇 < 𝐸𝑐

𝐸𝑐

2𝐸𝑑
             𝑓𝑜𝑟 𝑇 ≥ 𝐸𝑐                

    (2.3) 
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Figure 2.4: Schematic plot of the number of displaced atoms, (T), as a function of the PKA 
energy, T, according to the Kinchin-Pease model in the radiation damage cascade. [6] 

 

2.1 Rate theory for radiation damage 
 
Standard rate theory, rate theory, or rate equations refer to the methodology of using partial 
differential equations of defect densities to simulate their creation, diffusion, and survival from 
the damage cascade. The advantage of using rate theory is that it can span very large time, 
spatial, and energy ranges, from defect production in cascades to changes in macroscopic 
properties. The disadvantage is that it only gives average defect concentration information. 
 
The Wiedersich rate theory approach uses four sets of variables for the two partial differential 
equations: one for vacancies and one for interstitials formed [3]. The first term to consider is the 
dpa rate, 𝑛ሶ , which captures how many atomic displacements per second are expected based on 
the incoming radiation. Then, the sink annihilation probability, p, for the point defects – that is- 
if the point defect reaches a sink such as a dislocation, how likely the defect is to annihilate there. 
A key consideration in rate theory is which annihilating features (called traps or sinks) to include 
and what the trap (sink) strengths are. The results are naturally sensitive to which defects are 
included, what the associated sink strengths are, and how they are treated. 
 
Third, the frequency factor, ν, is based on the migration probability of the point defects, or how 
likely are they to move. Fourth, the recombination factor, a, for point defects models the fact 
that in the crystal system of measurement, there is a fixed number of specific lattice sites 
available for point defect recombination, whether it be an interstitial finding a vacancy or vice 
versa. Writing a partial differential equation for those terms allows observation of the change in 
population of vacancies over time and a theoretical solution for the defect concentration at 
steady state. Note well that defect clustering is ignored in Wiedersich’s original theory, which 
would yield phenomena such as void swelling. One can solve this system of coupled equations 
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for a steady state population of point defects with just one more consideration for the thermal 
equilibrium defects. The full set of differential equations is written in Equations 2.1 (vacancies) 
and 2.2 (interstitials): 
 

 
𝑑𝐶1𝑣

𝑑𝑡
= 𝑛ሶ 𝑝𝑣 − ሺ𝑣𝑣𝑎𝑣 + 𝑣𝑖ሻ𝑐𝑣𝑐𝑖 − 𝑣𝑣𝑝𝑣𝑐𝑣   (2.1) 

 

 
𝑑𝐶𝑖

𝑑𝑡
= 𝑛ሶ 𝑝𝑣 − ሺ𝑣𝑖𝑎𝑖 + 𝑣𝑣ሻ𝑐𝑣𝑐𝑖 − 𝑣𝑖𝑝𝑖𝑐𝑖   (2.2) 

 
 
where 𝑛ሶ  = displacements per atom per second (dpa/s – dpa rate), pi = sink annihilation probability 
for interstitials, pv = sink annihilation probability for vacancies, vi = frequency factor for 
interstitials, vv = frequency factor for vacancies, ai = recombination factor for interstitials, and av 
= recombination factor for vacancies.  
 
Thermal equilibrium defects must be considered in this model because of the fact that the 
material is not at 0 K. Thermodynamically, there is already a steady-state population of vacancies 
and interstitials from just thermal motion, so the total vacancy concentration must include both 
the thermal vacancies and the radiation damage induced point defects. Equation 2.3 shows this 
consideration for thermal defects: 
  

 𝐶1𝑣
𝑡ℎ = eቀ

𝑆1𝑣
𝑘

ቁ∗ 𝑒
−

𝐻1𝑣
𝑘𝑏∗𝑇    (2.3) 

 𝐶𝑖
𝑡ℎ = eቀ

𝑆𝑖
𝑘

ቁ∗ 𝑒
−

𝐻𝑖
𝑘𝑏∗𝑇 (2.4) 

 
with Sx and Hx being the entropy and enthalpy of formation of the associated point, kb is 
Boltzmann’s constant, and T is temperature. 
 
Finally, solving this slightly modified system of equations for vacancies and interstitials gives an 
expression for the steady state population of vacancies during irradiation according to 
Wiedersich. This solution mathematically estimates the point defect population during 
irradiation. The full rate equation for monovacancy concentration, C1v, and interstitial 
concentration, Ci, is given below in Equations 5 and 6 [3]. 

 𝐶1𝑣 = 𝐶1𝑣
𝑡ℎ + 𝐶1𝑣

𝑛𝑒 = 𝐶1𝑣 = 𝐶1𝑣
𝑡ℎ +

1

2
𝐶 ቊቀ1 + 4 ∗

𝑛ሶ  𝑣𝑖𝑝𝑖

𝐴𝑣𝑣𝑝𝑣

1

𝐶2ቁ

1

2
− 1ቋ (2.5)  

 

 𝐶𝑖 = 𝐶𝑖
𝑡ℎ +

𝐶1𝑣
𝑛𝑒𝑣𝑣𝑝𝑣

𝑣𝑖𝑝𝑖
 (2.6) 

 

𝑤𝑖𝑡ℎ: 𝐶 =
𝑣𝑖𝑝𝑖

𝐴
+ 𝐶1𝑣

𝑡ℎ +
𝐶1𝑣

𝑡ℎ𝜈𝑖𝑝𝑖

𝜈𝑣𝑝𝑣
𝑎𝑛𝑑 𝐴 = 𝜈𝑖𝑎𝑖 + 𝜈𝑣𝑎𝑣  
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where 𝐶1𝑣
𝑡ℎ is the contribution of thermal monovacancies and 𝐶1𝑣

𝑛𝑒 is the contribution of 
nonequilibrium monovacancies from radiation damage. The point defects are assumed to be 
produced randomly throughout the solid. They move by random walk through the lattice until 
they cease to exist either by recombination with the opposite type of defect or by incorporation 
into the lattice at fixed, unsaturable sinks such as dislocations, grain boundaries and voids. 
Because defect clustering is ignored, so no attempt is made to treat the nucleation of vacancy 
clusters, voids, and interstitial loops quantitatively, but the basic theory can be extended to 
derive void growth rates or swelling rates from the total sink annihilation rates and the relative 
concentrations of sinks with preferential interstitial or vacancy absorption [3]. Figure 2.5 below 
shows an example of the steady-state populations calculated from Ni irradiation from the original 
Wiedersich manuscript. In addition, recalculated values for the steady-state population of point 
defects were modelled in MATLAB [11] to reproduce the results. Values for the provided for 
calculation in Table 2.1. There is overall agreement between the original and recalculated results. 
 
 

Parameter Value 
H1v 1.39 eV 
H1v,m 1.38 eV 
Hi  4.08 eV 
Hi,m 0.09 eV 
exp(S1v/k) 4.48 
exp(Si/k) 5 
vv0  5 x 1013 sec-1 [12] 
vi0 1.0 x 1014 sec-1 [12] 
ai 12 
av 12 
Correlation factor1v 0.7437 
Correlation factori 0.7437 
  
Table 2.1: Constants for Nickel used in 
Wiedersich Equation 2.5 and Equation 2.6 for 
MATLAB calculations [3, 12] 
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Figure 2.5: Expected concentration of vacancies in Ni plotted as a function of inverse 
temperature, dpa rate (𝑛ሶ ) and annihilation probability (p) according to Equations and 6 and Ni 
parameters from Wiedersich et al. (1972) [3]. The open circles were calculated values plotted 
in MATLAB [BG4] to reproduce the plot from the original Wiedersich et al. paper [3]. The low 
temperature region limits thermal monovacancy formation while at high temperature the 
vacancy concentration is dominated by the equilibrium vacancy concentration. 

 

At low temperatures, where 𝐶1𝑣
𝑡ℎ is negligible, C1v is dependent on the level of defect production 

(dpa rate), 𝑛ሶ , from irradiation and the vacancy annihilation probability from the presence of sinks 
(pv). As illustrated in Figure 2.5, with increasing temperature, C1v initially decreases, goes through 
a minimum and then becomes indistinguishable from the thermally produced vacancy 
concentration without defect production from radiation. In the low temperature region, there is 

a small contribution from thermally produced vacancies, 𝐶1𝑣
𝑡ℎ, while vacancies produced via 

radiation become more mobile with increasing temperature, increasing the likelihood of 
annihilation, and decreasing C1v. Ideally, non-equilibrium experiments should be done in this low 
temperature region to measure the dominant effect of 𝐶1𝑣

𝑛𝑒. According to theory, increasing the 
dpa rate at low temperatures yields increasing concentration of vacancies, which can lead to 
larger extended defects such as large voids or vacancy clusters.  
 
One can extend the rate theory model for different elements in order to observe interesting 
trends related to crystal structure and melting points. For this analysis, other common nuclear 
materials of interest such as Cu, Fe, W, Cr, and Al are presented. The curves for FCC materials, 
Cu, Ni, and Al, are shown first in Figure 2.6. The dpa rate and annihilation probabilities are held 
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constant at 10-6 dpa/s and 10-7, respectively. Rate theory does not explicitly account for crystal 
structure, but interesting trends for FCC metals become apparent once plotted together. At low 
temperatures, the lowest equilibrium vacancy concentrations are from lower melting point 
metals (e.g., Al). This is due to the high mobility of nonequilibrium radiation vacancies from low 
melting point materials. However, at high temperatures, the formation of thermal vacancies 
dominates in all cases, so low melting point metals which also more readily form vacancies have 
a higher equilibrium vacancy concentration. Thus, the “inflection” temperature, or the 
temperature in which the thermal vacancy concentration begins to dominate the radiation 
produced vacancies, also seems to increase with increasing melting point. 
 

Element Ni Cu Al 
Crystal Structure FCC FCC FCC 
Melting Point  1718 K 1357 K 933 K 
H1v  1.29 (0.02) eV [13] 1.28 eV [16] 0.65 eV [17] 
H1v,m  1.06 eV [12] 1.0 eV [15] 0.66 eV [18] 
Hi  3.439 eV [14] 3.0 eV [15] 1.79 eV [19] 
Hi,m 0.11 eV [14] 1.0 eV [15] 0.084 eV [19] 
    
Table 2.2: Constants for FCC materials (Cu, Ni, and Al) used in Equation 2.5 for MATLAB 
calculations. See reference section for enthalpy and entropy formation and migration energies. 
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Figure 2.6: Expected concentration of vacancies in Ni, Cu, and Al plotted as a function of 
inverse temperature according to Equation 2.5 from Wiedersich et al. (1972). [3] The increase 
in melting temperature corresponds to a decrease the population of thermal vacancies. 

 
 
Solving the rate theory equations for BCC materials yields a similar trend to FCC materials in terms 
of defect concentration behavior as a function of melting point. The Wiedersich curves for BCC 
materials, Fe, Cr, and W, are shown first in Figure 2.7. The dpa rate and annihilation probabilities 
are held constant at 10-6 dpa/s and 10-7, respectively. Again, at low temperatures, the lowest 
equilibrium vacancy concentrations are from lower melting point metals (e.g., Fe compared to 
Cr). The “inflection” temperature, or the temperature in which the thermal vacancy 
concentration begins to dominate the radiation produced vacancies, also increases with 
increasing melting point.  
 

 Cr Fe W 

Crystal Structure BCC BCC BCC 
Melting Point 2180 K 1811 K 3695 K 
H1v_f  2.0 eV [20] 1.9 eV [22] 3.6 eV [24] 
H1v_m  0.95 eV [20] 0.735 eV [22] 1.78 eV [24] 
Hi_f   6.074 eV [21] 4.0 eV [23] 9.06 eV [25] 
Hi_m  0.052 eV [21] 0.3 eV [23] 0.38 eV [26] 
    
Table 2.3: Constants for BCC materials (Fe, Cr, and W) used in Equation 2.5 for MATLAB 
calculations. See reference section for enthalpy and entropy formation and migration energies. 
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Figure 2.7: Expected concentration of vacancies in Fe, Cr, and W plotted as a function of 
inverse temperature according to Equation 2.5 from Wiedersich et al. (1972). The increase in 
melting temperature corresponds to a decrease the population of thermal vacancies. 

 
Plotting the BCC and FCC materials together also yields an interesting comparison. The BCC 
materials have a consistently lower thermal vacancy concentration than FCC materials. This is 
due to the larger defect formation energies in BCC materials. The vacancy concentrations at the 
inflection points of these materials also shows an interesting trend. It seems that FCC materials 
show higher vacancy concentrations at the inflection points (10-6 – 10-7) versus BCC materials (10-

8 – 10-9). This could indicate more defects in FCC materials from thermal and radiation induced 
vacancies. But it is more likely that the annihilation probability for this comparison is held 
constant, whereas changes in the microstructure during irradiation can also have a large impact 
on defect concentrations. FCC materials are known to form stacking faults and dislocations under 
irradiation, which can act as considerable sinks for vacancies compared to BCC materials. 
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Figure 2.8: Expected concentration of vacancies in Ni, Cu, Al, Fe, Cr, and W plotted as a 
function of inverse temperature according to Equation 2.5 from Wiedersich et al. (1972). The 
BCC metals have higher melting points and show less contribution of thermal vacancies. The 
radiation induced vacancies have higher mobility in BCC materials though, so for the same 
annihilation probability, BCC vacancies are more likely to annihilate, leading to less overall BCC 
vacancies than FCC. 

 
Larger extended defects in materials created by ion irradiation present a multi-scale problem 
with defect lifetimes ranging from picoseconds to years [27, 28]. Rate theory has even been 
extended to look at these larger defects before, particularly in modelling sink strength effects on 
steady-state defect populations. Wiedersich even hypothesized that if defect clusters are formed 
in a cascade, they can become the dominant sinks for mobile defects. [3] Additionally, including 
defect cluster formation allows rate theory to account for microstructural evolution during the 
damage cascade. [28-34] 
 
As stated before, there are a large number of transient displacements in the radiation cascade, 
but most self-anneal with a time scale on the order of picoseconds, leaving just a relatively small 
number of defects. These remaining defects are still nonequilibrium [35], so capturing small point 
defects with short time scales must be done in-situ, before further self-annealing and relaxation 
to larger, extended, more stable defects. Again, direct quantification and verification of Equation 
2.5 has not been conducted experimentally since quantifying monovacancies during irradiation 
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is not trivial. However, since this is a dynamic problem experimental verification of either the 
displacement damage or its evolution has proven to be difficult.  
 

2.2 Point defects from oxidation 
 
Corrosion is another major materials design constraint for nuclear reactors, especially for 
stainless steels in water-cooled reactors such as LWRs. Along with radiation, corrosive chemical 
environments cause material property changes that often weaken structural components, 
causing them to fail early, limiting their lifetime, which presents a risk analysis and safety issue. 
For instance, irradiation-assisted stress-corrosion cracking (IASCC) is the radiation-induced 
acceleration of progressive fracturing in a material as a result of the combined influence of tensile 
stress and corrosive chemical reactions on susceptible materials. IASCC is particularly an issue in 
boiling water reactors (BWRs), which prompted a long series of single-factor mitigation actions 
since the 1950s, some of which cost hundreds of millions of dollars per plant [36].  
 
In IASCC, the influence of point defects is particularly highlighted, as it is the diffusion of radiation-
induced point defects that contributes to the acceleration of the corrosion process. Thus, the 
relationship between radiation non-equilibrium defects and corrosion or oxidation defects merits 
investigation. [36] The mechanism for IASCC in BWRs starts with the neutron irradiation 
producing point defects, which subsequently diffuse. These point defects can diffuse along with 
existing solute atoms in steels during vacancy diffusion, forcing the migration of important 
alloying elements including Ni and Cr in stainless steels. Cr preferentially transports by vacancy 
exchange over Fe and Ni, and vacancies are absorbed by sinks at the grain boundaries. This leads 
to a depletion of Cr at the grain boundaries, making the overall material more susceptible to 
cracking at grain boundaries [37]. Interestingly, just as radiation produces point defects, 
oxidation and corrosion environments also produce defects that affect the overall behavior of 
the passivating layer. 
 
Oxidation defects are of particular importance to the nuclear materials community because the 
behavior of the passive oxide layer often dictates the corrosion mechanism inside a nuclear 
environment. Oxidation occurs when a metal or alloy reacts with an oxidizing atmosphere under 
the driving force of the free energy of formation of the oxide. A continuous oxide scale can form 
on the surface of the metal. This has the potential to create a barrier to impede the reaction 
between the substrate and the environment, but protection depends on the rates of transport 
of reactants through the oxide layer, and on its mechanical integrity. If the passive scale breaks 
down, oxidation can occur at an excessive rate, severely degrading the component. 
 
The diffusion of defects plays a centrally important role in regulating the effectiveness and 
establishing the limits of corrosion protection. Diffusing ionic defects can include Frenkel defects 
and Schottky defects. Frenkel defects occur as vacancy and interstitial pairs in the lattice, while 
Schottky defects occur where an equal number of negatively-charged cationic and positively-
charged anionic vacancies are present. Once a barrier oxide scale has formed, its continued 
growth at elevated temperatures is dependent on defect diffusion through the oxide scale as 
long as the passive scale does not crack and allow molecules from the corrosive media to 
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penetrate directly to the underlying metal. For a continuous, adherent, compact oxide, the rate 
of oxide growth is governed by the rate of diffusion of the fastest-moving defect species, 
otherwise known as the predominant charge carrier. [38] Significant theoretical, experimental, 
and modelling efforts have been undertaken to understand the nature of ionic defects that 
control oxidation and to predict their diffusion mechanisms. The Point Defect Model (PDM) is 
one such model that captures the growth and breakdown rates of passive films that form on the 
surfaces of reactive metals in contact with corrosive environments. [39] Understanding dynamics 
of point defects during passive layer growth and within corrosive media is key to understanding 
corrosion protection. This dissertation will focus on corrosion and oxidation for nuclear structural 
materials (particularly chromium and iron), and how irradiation and oxidation work together in 
tandem to change defect properties of grown oxides. 
 
Chromium has been widely studied and implemented because the passivating chromium oxide 
film formed during oxidation can be highly corrosion resistant [40-43]. For corrosion resistance, 
chromium is generally added to stainless steels to obtain a passive film rich in chromium oxide, 
Cr2O3. Point defects play an important role in regulating the effectiveness and establishing the 
limits of Cr2O3 corrosion protection, so significant theoretical, experimental, and modelling 
efforts have been undertaken to understand the nature of point defects that control oxidation 
and their diffusion mechanisms. [44-60] Several theoretical efforts have focused on growth 
kinetics of the oxide layer. [44-46] However, there is still a large spread in the reported self-
diffusion coefficients and defect formation energies from various experimental studies. [46-56] 
In recent years, some modelling efforts have focused on self-diffusion coefficients in pure Cr, 
Cr2O3, and Cr-containing alloys using density functional theory. [57-60]. However, the nature of 
ionic transport and the predominant charge carrier in Cr2O3 are disputed due to the strong 
dependence on the experimental conditions such as temperatures, oxygen partial pressures, and 
impurity rates. Therefore, divergent conclusions have been drawn in different studies for the 
diffusion of elements and ionic species in Cr2O3. Experimentally identifying the predominant 
charge carrier and defect characteristics in Cr2O3 would improve the understanding of the 
corrosion protection mechanism for this important oxide. 
 
Like chromium, iron-based alloys react with oxygen or water vapor at high temperature to form 
an oxide film covering the metal surface, and this oxide layer also functions as a barrier and 
separates the alloys from the corrosive medium to protect materials from corrosion [62, 63]. For 
example, when austenitic stainless steels are exposed to a primary nuclear water coolant 
environment, a passive film composed of an inner FeCr2O4 spinel and an outer Fe3O4 magnetite 
formed on the surface of steel protect it from further corrosion [63-67]. Figure 2.9 shows this 
duplex oxide layer and magnetite layer clearly in a TEM cross-section micrograph [67]. In reality, 
oxide scales are not uniform, featureless, parallel-sided films but possess microstructure (grain 
structure, pores, dislocations, cracks). Diffusion is faster along these microstructural features, 
often called “fast paths”, than through the lattice and fast path diffusion tends to dominate the 
oxidation process at low and intermediate temperatures (under 800oC) [38]. For example, if grain 
boundaries are the dominant diffusion paths, then the grain structure of the oxide layer, its initial 
grain size, and subsequent grain growth are important as they effectively control the oxidation 
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rate. While the diffusion along fast paths such as grain boundaries is well understood, the defect 
concentrations across oxide interfaces remains to be investigated. 
 

 
 

 
Figure 2.9: Bright field TEM micrograph of oxide layers formed on a 316 alloy in a simulated 
PWR environment (at 325 °C for 24h) showing a passive film composed of an inner FeCr2O4 
spinel and an outer Fe3O4 magnetite. [67]  

 
Moreover, the technological importance of these protective oxide films prompted widespread 
investigation of their microstructures and conductivity [62-69]. Increasing the oxidation time at 
a constant temperature can also improve the corrosion resistance of the oxide scale in corrosive 
media such as liquid lead-bismuth eutectic (LBE) [68]. It was found that not only the basic 
structure is important to passivity, the defects inside the oxide films also play a critical role for its 
protective properties [70,71]. It follows that defect behavior at different interfaces, including 
metal/oxide and mixed oxide interfaces could be critical to the oxide growth. However, 
discussions of oxide layers are limited to simulation and experimental charge transport studies across 
the entire oxide, even though the point defect behavior within different parts of the oxide may be 
different from behavior at the oxide interfaces. This unfortunately leads to limited understanding of 
all oxide interfaces, especially in mixed oxides with multiple different interfaces, phases, and/or 
stoichiometry. Depth-dependent experimental studies on oxide interfaces are necessary in order to 
understand defect behavior and ultimately the corrosion performance of different metals for safety 

and corrosion protection of new and existing nuclear structural materials. Experimentally verifying 
the defect behavior during in iron oxide growth and at oxide interfaces would improve the 
understanding of the corrosion protection mechanism. 
 
As for combined investigations of irradiation and corrosion effects, there are a select few studies 
that investigate these coupled effects on nuclear materials. These experimental studies are 
designed to better replicate in-situ reactor conditions with both radiation and corrosion in mind. 
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It is only in coupled extreme studies that one can begin to isolate and verify the dominant effects 
of each extreme within the studied environment.  Frazer et al. [72] studied the irradiation and 
corrosion coupling effects on the corrosion behavior of proton-irradiated HT-9 
ferritic/martensitic (F/M) steel in static liquid LBE at 420-450oC and found that irradiation 
enhanced the oxidation of these materials. Deng et al. [73] studied the effect of irradiation on 
corrosion of 304 SS in a primary nuclear water coolant environment and found similarly that 
irradiation enhanced the oxidation of materials. However, Jiao and Was [69] found that in 316 SS 
in a simulated boiling water reactor environment (which is compositionally similar to 304 SS but 
grows a different oxide, α-Fe2O3), proton irradiation did not greatly enhance oxidation. They did 
however, report a large oxidation dependence on grain orientation. Therefore, irradiation can 
induce microstructure and compositional modification and alters defect densities in materials, 
so it must also affect the passive behavior of oxides formed on the surface of alloys [74]. It is of 
particular concern to determine which of the charge carriers within the semiconductor oxide 
serves as the predominant charge carrier, driving oxidation growth. 
 
A critical gap in knowledge of the interplay between irradiation and corrosion effects is 
highlighted by the fact that no models of corrosion explicitly account for radiation damage, 
particularly the effect of radiation dose or dose rate, or the resulting changes in defect content 
and microstructure. Radiation damage clearly changes corrosion rates, but studies that attempt 
to reveal the fundamental mechanisms of radiation-affected corrosion are few in number [75]. 
Oxidation can be modified significantly by preexisting radiation damage but predicting the extent 
to which such effects evolve and affect overall defect concentration is not currently well 
documented. Furthermore, the experimental literature interestingly points to threshold 
temperatures at which the effects of radiation on corrosion become minimal. [76, 77] 
Understanding exactly what dictates this critical temperature, as is done for critical pitting 
temperatures for conventional metal corrosion, would provide new insights for materials design. 
Thus, a fundamental understanding of the interactions between irradiation and corrosion is 
needed to better predict the performance of current materials and to develop new materials for 
future nuclear reactor application. 
 

2.3 Positron spectroscopy of defects 
 
Positrons are a well-known, nondestructive analytical probe for quantifying point defects and 
dislocations in materials. Positrons enter a solid and annihilate with electrons, and they are 
further sensitive to local electron density within individual defects. The annihilation process is 
nondestructive to the material, which is a major advantage as an investigative tool. The size of 
vacancy-type defects that can be sampled by positrons varies in size from voids down to 
monovacancies. This is because vacancy regions with reduced electron density will have fewer 
positron interactions. Positron annihilation spectroscopy (PAS) is the technique using positrons’ 
interactions with local electron density to estimate vacancy concentration within materials. 
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Figure 2.10: Schematic of positron entering and trapping inside a material. When a positron 
penetrates into a solid, it loses its kinetic energy (thermalizes) quickly, then diffuses through 
the interstices of the lattice. Diffusion occurs until positrons either become delocalized in 
Bloch states in the “bulk” material or become localized in an open volume defect site lacking 
positive charge (trapping). Positrons are finally annihilated by meeting one of the surrounding 
electrons in the lattice.  [78] 

 
The theory behind positron stopping is well-studied. When a positron penetrates into a solid, it 
loses its kinetic energy by ionization, excitation of electrons, and scattering at phonons until its 
energy is decreased down to the thermal energy, 3/2 kbT, i.e.≈0.04 eV, at room temperature 
[BG15]. This process is called thermalization, and in metallic materials it takes only a few 
picoseconds [BG15], as shown in Figure 2.10 [78]. The positron implantation profile is described 
by the exponential probability density function, P(z), in Equation 2.7 [79]: 
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where z is the depth from the sample surface, 𝑧ҧ is the mean stopping depth, and 𝑚 is a material 
dependent parameter with empirical value approximately equals to 2. The parameter z0 is a 
function of incident positron energy in Equation 2.8.  
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The mean penetration depth of positrons, 𝑧ҧ, is given by the Makhov positron stopping expression 
as a function of positron implantation energy, E and using Equation 2.9 [79,80]. 
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where A = 3.6 g/cm2 keV-1.6 and n = 1.6 are independent empirical parameters [80], and ρ is the 
material density. Considering the density to be 7.874 g/cm-3 for pure iron, an example stopping 
profile at different positron implantation energies (5 keV, 10 keV, and 15 keV) is given in Figure 
2.11. This stopping profile does not assume subsequent diffusion of positrons or formation of 
positronium. 
 

 

 
Figure 2.11: Mahkov positron implantation profiles for 5, 10, 15 keV implanted positrons in Fe 
(normalized). The peak of the implantation profiles increases with implantation energy.  [79] 

 
Implanted positrons will either backscatter off the surface of the material or implant into the 
material. Upon entering the sample, positrons again rapidly lose all their kinetic energy and 
thermalize (usually in the order of a few picoseconds) due to nonelastic interactions. After 
thermalization, positrons freely diffuse through the material density. Significant positron 
diffusion (more than 100 nm) occurs within the interstices of the material because of repulsive 
forces from the positive nuclei. Diffusion occurs until positrons either become delocalized in 
Bloch states in the “bulk” material or become localized in an open volume defect site lacking 
positive charge (see Figure 2.10). This localization of a positron within an open-volume defect in 
the lattice is called trapping. Positrons are finally annihilated by meeting one of the surrounding 
electrons in the lattice. The annihilating electron-positron pair is converted in the most cases into 
two annihilation γ-rays. Vacancy defects are the dominant trapping sites for localized positrons 
because the missing nucleus positive charge creates a deep negative potential well for positrons. 
The difference in annihilation characteristics for positron trapping at open-volume defects 
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compared to those annihilating from delocalized Bloch states is a central feature of PAS 
techniques, as is the annihilation parameters for trapped state positrons are characteristic of the 
defect type. It is the measurement of the annihilation γ-rays that allows for positron annihilation 
spectroscopy studies of defects. Moreover, it is the difference in the annihilation characteristics 
between a positron annihilating in the delocalized bulk versus a localized vacancy defect trap that 
allows for PAS measurement of different defect concentrations. 
 

2.4 Positron annihilation spectroscopy 
 
PAS is a technique that can identify vacancy-type defects and dislocations in materials, revealing 
their size, structure, and concentration with a remarkable sensitivity of 10-7 defects per cm3 [81]. 
This remarkable sensitivity to defects is due to positrons’ long diffusion length, more than 100 
nm in most materials, which allows a positron to probe about 107 atoms before annihilation [82]. 
Another major advantage is that PAS is a nondestructive technique, and it is not sensitive to local 
variations of the lattice constant, as in the case of x-ray diffraction, which may interfere with the 
measurement of radiation-induced defects. It mainly probes defects without distracting from 
changes in the phase. Because positrons are sensitive to changes in local electron density, they 
can even be used to detect dislocation loops. Notably however, interstitials are not detected by 
positrons because interstitials do not provide a deep enough electronic trap. Positively charged 
vacancy type defects are also undetected either because they are repulsive electronic traps, or 
they can even repel incoming positrons. 
 
For measurable vacancy type defects, PAS can reveal the early stage of defects’ formation and 
follow their evolution because of its remarkable sensitivity and capability to distinguish between 
a defect’s number of vacancies from one vacancy up to a cluster of 100 [83]. Furthermore, the 
ability of PAS to sample atomic electrons and measure their momenta makes it a unique 
technique for monitoring the chemical environment of defects and probing atomic-size 
precipitates [84]. Positron annihilation offers a number of spectroscopies that together provide 
invaluable information on defect density, structure, characteristics, and even chemical identity 
[85-88]. 
 
In practice, positron spectroscopy on materials uses two main techniques, Doppler Broadening 
spectroscopy (DBS) and positron annihilation lifetime spectroscopy (PALS). DBS is based on 
detection of the 511 keV characteristic annihilation 𝛾-rays. The Doppler shift is measured by the 
broadening of the 511 keV peak in annihilation 𝛾-rays resulting from the annihilation event with 
an electron. The broadening of this peak from electron annihilation represents the electron 
momentum distribution seen by positrons and is very sensitive to the presence of vacancies, as 
positrons trapped in vacancies mainly annihilate with the low-momentum valence electrons 
leading to less broadening.  
 
For DBS, the S-parameter indicates the relative contribution in the 511 keV peak from valence 
and conduction electrons while the W-parameter represents the relative contribution from core 
electrons. The S and W parameters are calculated from the shape of the 511 keV peak as follows. 
S is calculated by dividing the counts in the central region of the peak to total counts in the peak, 
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and W from dividing the counts in the two wings of the peak to the total counts in the peak, as 
illustrated in Figure 2.12. For HPGe detectors with energy resolution around 1 keV at the 
annihilation line, 511 keV, the cutoff energies for the peak are 511 ± 0.70 keV and 508.56 ± 0.30 
keV and 513.44 ± 0.30 keV for the wings, respectively. S is higher for positrons trapped at and 
annihilated in open-volume defects. [89] Doppler broadening mainly provides information on the 
overall defect concentration, and coincident Doppler broadening can provide information about 
the local chemical environment of defects. 
 

 

Figure 2.12: DBS calculation of the S and W parameters from the detection of the 511 keV 
characteristic annihilation 𝛾-rays. 

The second type of positron spectroscopy is called positron annihilation lifetime spectroscopy 
(PALS), which uses the time difference between a positron entering a material and the 
annihilation gamma to quantify the defect size and level. A schematic is also shown in Figure 
2.13. These time differences correspond to the lifetimes of individual positrons. The lifetime of 
positrons trapped in defects will depend on the average electron density in the defects. The 
larger the defect size, the longer the lifetime because the longer it takes for a positron to 
annihilate and find an electron. The more defects there are, the more 511 keV signals will come 
at that defects annihilation rate. In principle, each type of defect gives rise to a characteristic 
positron lifetime, and by measuring these lifetimes, information is obtained about the size and 
concentration of the defects. 
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Figure 2.13: Schematic of positron spectroscopy techniques. 1) Doppler broadening 
spectroscopy (DBS) measures the Doppler shift of the 511 peak from electron annihilation and 
is very sensitive to the presence of vacancies, as positrons trapped in vacancies mainly 
annihilate with the low-momentum valence electrons leading to less broadening 2) Positron 
annihilation lifetime spectroscopy (PALS) uses the time difference between a positron entering 
a material and the annihilation gamma to quantify the defect size and level. 

 
A positron trapping model was developed based on solving a coupled system of partial 
differential equations to facilitate defect density calculations from PALS measurements [83]. It 
assumes that a given number defect types are present and homogenously distributed in the 
material. It also assumes no saturation of positron trapping. Each defect type leads to a 

characteristic positron lifetime, D, and a calculated positron trapping rate, KD. In the two-state 
simple strapping model example, where there is only one type of defect, the positron trapping 
rate can be calculated according to Equation 2.9 [89]: 
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where τB and τD are the bulk and defect lifetimes, respectively, and IB and ID are their measured 
intensities. The trapping rate is proportional to the defect density, so defect concentration, CD, 
for a given defect type can be calculated from Equation 2.10 [89].  
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 𝐶𝐷 =
𝐾𝐷

𝜈𝐷
  (2.10) 

 
where 𝜈𝐷  is the trapping coefficient (specific trapping rate for each defect type) which is 
determined computationally or experimentally from an independent reference method. The 
characteristic lifetimes for different metal defect can also be either calculated or found from 
previous positron experiments [90-93]. This enables the defect identification (e.g., the 
concentration and size of a vacancy cluster) from the measured lifetime value.  From the PALS 
data, a typical PALS lifetime spectrum, N(t), is described by Equation 2.11 [89]. 
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1

𝑖
ቁ Ii exp ቀ−

𝑡

𝑖
ቁ    (2.11) 

 

where i and Ii are the positron lifetime and intensity of the i-th component, respectively (Ii=1). 
More details about the general standard trapping model for any number of defects are given in 
Čížek’s 2018 review of PAS [89].  
 
In practice, a lifetime spectrum is a histogram of positron annihilation events occurring in certain 
time intervals. An example positron lifetime spectrum measured on a plastically deformed steel 
is shown in Figure 2.14. The time measures the difference between the start and the annihilation 
γ rays (Δt in Figure 2.13). An overall spectrum fit is completed first, as in the red line in Figure 
2.14. The overall lifetime spectrum fit can then be calculated as a sum of exponential components 
with relative intensities, Ii, and lifetimes, τi, according to Equation 2.11. This example spectrum 
consists of a free positron component with lifetime τ1 = (15 ± 2) ps and a contribution from 
dislocations with lifetime τ2 = (154 ± 1) ps. The source contribution is plotted by dotted lines and 
consists of two components representing a contribution of positrons annihilating in the positron 
source spot and the covering foil. Residuals are expressed in units of one standard deviation are 
also plotted in the upper panel of Figure 2.14. 
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Figure 2.14: An example of PALS lifetime spectrum measured on plastically deformed steel. Fit 
of the spectrum is plotted by a thick solid line. Then, overall lifetime spectrum fit can then be 
calculated as a sum of exponential components with relative intensities, Ii, and lifetimes, τi, 
according to Equation 2.11. Residuals expressed in units of one standard deviation are plotted 
in the upper panel. [89] 

 
Part of the work in this dissertation examines in-situ radiation damage with PAS measurements 
to investigate the mechanism for monovacancy formation. Displacements formed during the ion 
beam irradiation damage cascade are expected to relax and agglomerate into larger, surviving 
vacancy clusters that can be easily observed with PAS. Section 2.5 will highlight both ex-situ and 
in-situ radiation damage studies previously done using PAS. 
 
Other methods measure indirect effects of defects on material properties, such as electrical 
resistivity, while positron directly probes vacancies and clusters [94] with an atomic resolution 
that cannot be attained by TEM. These methods will be briefly discussed in Section 2.7. However, 
PAS is a unique technique for monitoring defect formation and evolution on the atomistic level. 
 

2.5 Radiation damage studies using PAS 
 
This section highlights important radiation damage investigations using PAS in order to 
demonstrate how PAS has improved the understanding of irradiation defects. PAS has previously 
been used to study radiation damage in steels and other nuclear materials, but most studies are 
ex-situ after neutron or ion beam irradiation [95-97]. Several important mechanisms for defect 
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formation, kinetics, and interactions have been revealed from PAS measurements. The 
subsections will be divided by incident particle type: neutrons, helium, and heavy ions. The final 
subsection will cover in-situ ion damage investigations. 
 

2.5.1 Neutron irradiation damage studies using PAS 
 
Previous PAS studies on Fe-Cr alloys [98] and reactor pressure vessel (RPV) steels showed the 
utility of the PAS technique to probe extended defects in irradiated steels [99, 100]. In both cases, 
defect mobility was driven by dose rate and temperature, leading to irradiation hardening at 
higher observed doses. The studies suggest point defects and vacancy cluster defects induce the 
formation of dislocation loops. On Fe-Cr steels, Lambrecht and Malebra revealed that the main 
effect of Cr is the reduction of vacancy population compared to pure Fe, thus hindering vacancy 
cluster formation. [101] Previously, it was well-known from studies performed at high irradiation 
doses and temperatures that void swelling is significantly suppressed by adding Cr to Fe. But 
modelling efforts [102-104] had only suggested a mechanism, without experimental verification, 
that Cr atoms interact strongly with interstitials, and as a consequence, act as traps for 1-D 
migrating interstitial clusters which are sinks for vacancies produced in cascades, thereby 
reducing swelling. Lambrecht and Malebra’s PAS results confirmed this mechanism by showing 
the main effect of Cr addition is to reduce the concentration of vacancies. [101] This PAS finding 
supports evidence that Cr is the main alloying element that governs the irradiation response of 
the ferritic/martensitic steels in terms of nanostructure evolution, and thus this study had direct 
impact to improving the understanding of irradiation performance of ferritic/martensitic steels 
for next generation fission and fusion reactors. 
 
Looking closely at work done by Nagai et al. on RPV steels, positrons were even used to measure 
embrittlement from ultrafine Cu precipitates. Copper is known to play an important role in 
irradiation hardening and embrittlement of RPV materials. [105-110] Considering the RPV is 
perhaps the most critical safety component in a nuclear reactor, it is critical to understand drivers 
of RPV embrittlement. While positrons are usually used to measure vacancy-type defects, with 
just Doppler broadening measurements, this research effort was able to not only detect these 
sub-nanometer Cu precipitates (not seen by TEM or atom probe tomography, APT), but also 
reveal their size and chemical composition. This work confirmed the formation of Cu precipitates 
in RPV steel as a result of neutron irradiation and their recovery after annealing at approximately 
650oC. [99,111,112] Even though in-service thermal annealing of the embrittled RPV steels is 
common practice in several countries [113-115], PAS can be utilized to optimize the in-service 
annealing condition of the RPV steels from the microscopic mechanism. The PAS technique’s 
potential capability to detect small precipitates is emphasized here as it could be highly useful 
for the study of precipitates in high-entropy alloys and other emerging novel alloys. 
 
As another notable example, Eldrup and Singh [116] conducted a positron lifetime study to 
investigate crystal structure’s effect on radiation tolerance. This study has direct implications for 
the understanding of void formation and void swelling in materials as a function of crystal 
structure. The samples were FCC Cu and BCC Fe irradiated with neutrons to 0.3 dpa at 100oC 
[116]. After the irradiation, the specimens were annealed to see a difference in annealed 
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irradiation damage. The hypothesis explored if defects would again become mobile and 
recombine by the reintroduction of thermal energy into the system, leading to a measurable 
decrease in samples’ positron lifetimes. The positron lifetime spectroscopy saw drastic 
differences between the Cu and Fe systems, which was later attributed to FCC stacking faults and 
dislocations acting as sinks for vacancies compared to BCC. Moreover, the effect of annealing in 
both cases saw decreases in overall defect concentration from positron spectroscopy, validating 
literature explanations of annealing radiation recovery in materials. [117, 118] This study serves 
as an excellent example for how positron spectroscopy can be useful for looking at vacancy-type 
defect behavior and dislocations in nuclear materials. Moreover, PAS is again proven to be an 
important experimental tool for the validation of results of modelling of radiation produced 
microstructures. The work in this dissertation seeks to compare defect measurements using PALS 
and DBS techniques to the theory behind radiation-produced monovacancies.  
 

 
 
Figure 2.15: Positron lifetime spectra for annealed neutron-irradiated FCC Cu versus BCC Fe. 
Lifetime increases after irradiation were greater in BCC Fe versus FCC Cu, which can be 
attributed to FCC stacking faults and dislocations acting as sinks for vacancies compared to 
BCC. Moreover, the effect of annealing in both cases saw decreases in overall defect 
concentration from positron spectroscopy. [116] 

 

2.5.2 Helium irradiation damage studies using PAS 
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Helium is produced at a high rate in stainless steel in LWR nuclear systems by the (n, α) reaction 
and has been the subject of intense investigation to reveal the fundamental interactions of He in 
materials. This includes He mobility, He-trapping at defects, and formation of He bubbles. [119, 
120] Helium studies are directly relevant for understanding radiation damage in next generation 
reactors and nuclear fusion applications. 
 
An important study applied depth-resolved DBS to investigate helium ion-induced defects in 
oxide dispersion-strengthened (ODS) alloys and steels [121]. It revealed the presence of 
dislocations and open volume defects in the pristine ODS Fe-Cr-Al alloys and measured the size 
and concentration of vacancy clusters induced by dual irradiation with Fe and He ions. It was 
found that positrons are a useful tool to study the onset of helium bubble nucleation for the 
material in the swelling incubation phase. Because positrons can detect smaller open-volume 
defects than TEM during the evolution of bubbles or void swelling, the technique is also capable 
of tracking the microstructural evolution before the fluence increases to the point where new 
internal features emerge in the material bulk, such as large cavities or blisters. This shows how 
positrons can complement or correlate to TEM data in these conditions. Moreover, the positron 
lifetime and Doppler broadening results showed a greater positron lifetime increase in the Fe9Cr 
relative to the ODS sample, shown in Figure 2.16. 
 
 

 
 
Figure 2.16: Positron lifetime and Doppler broadening results for helium implanted versus 
reference Fe9Cr versus its ODS variant. Positron lifetimes and the S-parameter increased after 
He+ implantation for both the Fe9Cr and its ODS variant. Comparing the increases, there is also 
evidence of the presence of a higher density of recombination centers in the oxide dispersion 
strengthened steel, suppressing the formation of large defect agglomerations. [121] 

 
This study provided experimental evidence of the presence of a higher density of recombination 
sites in the ODS alloy suppressing the formation of large defect agglomerations. However, the 
effect of helium on the reduction of positron trapping at small vacancy clusters is competing with 
the effect of newly created vacancies, increasing the trapping. Helium stabilizes newly created 
vacancies and can suppress positron trapping and diffusion at these sites because of the 
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positively charged helium nucleus. Despite these factors limiting positron trapping, this study 
emphasizes the PAS technique’s capability to investigate the microstructure and irradiation 
performance of complex materials like ODS alloys. [121-123]  
 

2.5.3 Heavy ion irradiation damage studies using PAS 
 
Ion irradiation is an important surrogate for nuclear material studies for simulating the neutron 
radiation damage generated in nuclear reactors without inducing radioactivity in materials. 
Further, defect studies by heavy ion irradiation offer distinct advantages over neutron irradiation, 
such as control, speed, cost, and production of systematic variations over a wide range of dpa, 
which facilitate fundamental studies of defect formation and evolution. [124] PAS is again useful 
for because of the capability to probe large vacancy-type defects down to atomic-scale vacancies, 
as explained in previous sections. In this subsection, several remarkable examples of depth-
resolved PAS measurements in ion-irradiated materials are summarized. 
 
A recent investigation on defects in Fe9Cr irradiated with Fe ions [125] combined depth-resolved 
DBS with TEM. The study revealed the gradual annihilation of radiation-induced vacancies by the 
visible dislocation loops in TEM. Small interstitial loops were observed with a large number of 
vacancies after 0.5 dpa, but at higher damage levels (1.0 dpa and 3.0 dpa), there were sharp 
decreases in defects measured by positrons.  If the coarsening dislocation loops formed in BCC 
materials act as sinks for the vacancy clusters at high doses, it can explain the suppression of 
swelling behavior in Fe-based ferritic steels (see schematic in Figure 2.17). This investigation 
increased understanding of the interaction between vacancies and dislocation loops in BCC 
materials. 
 

 
 
Figure 2.17: Schematic of evolution of dislocation loops and their interaction with vacancies: (I) 
in initial irradiated stage, interstitial atoms gather into disks and collapse to form interstitial 
dislocation loops; (II) interstitial dislocation loops coarsened by constantly absorbing interstitial 
atoms and coalesce the smaller loops directly, and they would gradually close to the 
surrounding vacancies or vacancies migrate towards loops in the growth process; (III) when 
interstitial dislocation loops encounter vacancies, they would annihilate/remove them. [125] 
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Another recent study [126] combined depth-resolved Doppler broadening and positron 
annihilation lifetime spectroscopies with TEM to identify vacancy clusters in self ion-irradiated Fe 
and measure their density as a function of depth.  PAS measurements revealed structure of 
vacancy clusters and the change in their size and density with irradiation dose, even despite large 
voids in the pristine Fe samples. Along with TEM results, there was a correlation between the 
increase in the density of small vacancy clusters with irradiation and a remarkable reduction in 
the size of large voids. The radiation damage cascade led to shrinkage of preexisting voids 
associated with an enhancement in the formation of smaller vacancy clusters. This mechanism 
highlights the competing effects of different sinks within the material. On the one hand, sinks do 
eliminate interstitials produced under irradiation. On the other hand, they also exacerbate the 
formation of vacancy defects. 
 
Another study on thin Fe-Cr films combined positron spectroscopy with TEM and APT to look at 
high radiation resistance by varying Cr alloying content. [127] The PAS results are given in Figure 
2.18. The study revealed that the well-known resistance to radiation in Fe–Cr alloys may arise 
from vacancy clusters stabilizing around Cr atoms, which then act as sinks for radiation-induced 
defects. Cr atoms were found to not act as a sink for interstitials, but instead form defect 
complexes with vacancies. These complexes would act as sinks for irradiation-induced vacancies 
and interstitials. Also, lower Cr content yielded smaller defect clusters which were efficient sinks 
for radiation damage, but larger quantities of Cr formed a defect structure that was less 
homogenous and larger in size, resulting in less efficient damage recombination. 
 

 
 
Figure 2.18: Comparison of large vacancy clusters before and after 0.06 dpa irradiation in Fe-
Cr alloyed samples versus reference Fe. Irradiated values are in filled symbols. Irradiation is 
found to increase the concentration of large clusters in all cases, and there is a strong effect of 
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Cr alloying on reducing the concentration of vacancy clusters (not observable with TEM) 
induced by irradiation. [127] 

 

2.5.4 In-situ ion irradiation damage studies using PAS 
 
Despite advances with ex-situ irradiation measurements such as the studies detailed above, in-
situ experiments are still needed to understand the true defect content of materials during 
irradiation, as that will drive the materials’ response in a number of contexts, including irradiation 
environments with added corrosion, pressure, or stress. Ex-situ experiments cannot give the 
same level of understanding because of the small size, high mobility, and inherent instability of 
defects outside of the radiation damage cascade. 
 
Currently, there are limited experimental facilities to perform the needed in-situ measurements. 
Previous in-situ experiments have been limited to just Doppler broadening PAS [128-130] using 
low energy slow positrons with low penetration depth [131, 132]. Iwai and Tsuchida et al. [133] 
reported on the construction of in situ PAS with ion irradiation and the possibility of performing 
in-situ DBS during ion irradiation. They investigated Ni, Fe, and Al with DBS during ion beam on 
and ion beam off and observed promising in-situ behaviors only in Ni, but not in Fe and Al [131, 
134]. The measurements showed a difference in the S-parameter value of Ni between the ion 
beam on and ion beam off. An interesting temperature dependence for vacancy clustering in Ni 
was also observed. Other in-situ DBS efforts were performed, but they still only focused on 
comparing the S and W parameters with the ion beam on versus off.  
 

2.6 Defect studies in oxides using PAS 
 
In general, PAS is also a popular investigative technique to investigate oxides and other 
semiconductors. Positron annihilation spectroscopies have been widely applied to study 
materials such as SiC, ZrO2 and ZnO. [135-138]. Cation vacancies in oxides are readily observable, 
and in fact they have been shown to be responsible for many optoelectronic properties of these 
compounds. [139] However, oxygen vacancies are small and positively charged, and therefore 
not readily observable with positively charged positrons. In addition, the possibility of metal 
vacancy–oxygen vacancy complexes with multiple oxygen vacancies makes detailed defect 
identification difficult.  
 
As for irradiated oxides, outside of silicon, defect characteristics are not well understood in these 
materials and dedicated PAS studies are scarce in the literature. One notable study by Haseman 
et al. [140] was conducted on neutron irradiated ZnO. It was found that the neutrons created 
vacancies which then further clustered into vacancy clusters and large voids. The large increase 
in positron lifetime indicated a void size of about 100 vacancies, highlighting the capability of 
positron lifetime measurements to quantify void sizes in irradiated oxides such as this. 
 
Another notable study by Derby et al. on iron-oxide thin films combined PAS with grazing 
incidence X-ray diffraction (GIXRD) and four-dimensional scanning/transmission electron 
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microscopy (4DSTEM). [141] Specifically, the study looked at defects in iron oxides grown from 
physical vapor deposition (PVD) or thermal oxidation in air. It was found that oxide defect 
concentration is largely dependent on initial defect structure. PAS data showed that formation 
of vacancies and vacancy clusters during growth increases as the crystallinity in the film 
decreases. The dense, single-crystal PVD oxide contained the fewest number of structural defects 
and the smallest positron lifetime, as there are no grain boundaries or large voids in this film. 
This film should contain only lattice defects formed during growth. [142] On the other hand, the 
polycrystalline, thermally grown oxide was the only sample with large voids. This indicated that 
oxide defect content depends greatly on oxide growth conditions. Thus, how the oxide forms 
during corrosion is dependent on the initial defect concentration in the material, so preexisting 
defects have a profound impact on overall material performance. 
 
Beyond just oxide growth, this dissertation is also sought to expand the capability of PAS to study 
radiation tolerance of these oxides. Doppler broadening spectroscopy can be developed to infer 
overall vacancy-type defect concentrations from irradiation in oxides. Moreover, novel PALS 
observations of aged oxide layers were developed to measure predominant defect types and 
defect dynamics from irradiation on oxidized materials. The discussion here is primarily focused 
on point defect behavior during oxide growth, and not the corrosion mechanism or defect 
transport within different layers of the oxide. However, defect content from irradiated oxides 
has direct relevance to corrosion mechanisms. Sickafus et al. hypothesized that an oxide’s 
radiation tolerance will depend on the chemistry of the oxide, and the oxide’s crystal lattice 
disruption from non-equilibrium radiation defects [143, 144]. Amorphization is the ultimate 
failure mode from lattice disruption, which could lead to a volume change in the component and 
the ultimate failure of a material during use [145]. Understanding an oxide’s stability under 
irradiation is dependent on the lattice stability during the accumulation of point defects and the 
survival rate of unstable non-equilibrium point defects [146, 147]. 
 

2.7 Alternative point defect measurement techniques 
 
Other than PAS, experimental techniques quantifying displacement damage are mostly indirect, 
including differential dilatometry [148], electrical resistivity measurements [149, 150], or short, 
intense ion beam pulses [151]. However, it is worth it to compare their merits in terms of 
sensitivity, resolution, the ability to directly identify defects, and the ability to measure interstitial 
point defects. Sensitivity is defined here as the ability to measure a vacancy cluster vs a set of 
individual vacancies. Resolution is defined as measuring the smallest vacancy sizes (e.g, one 
monovacancy). The merit of each technique is summarized in Table 2.4 at the end of this section. 
 
First, differential dilatometry is just a very precise length measurement of a thin wire with defects 
heated up compared to the thermal expansion of a reference sample to see the difference in the 
dimensional change due to vacancy presence, as shown in Figure 2.19 [148]. The difference ΔlV of 
the length change between the deformed sample (shaded in Figure 2.19) and an undeformed 
reference sample upon linear heating is due to the irreversible annealing out of deformation-
induced free volumes. The irreversible contribution ΔlV is superimposed to the reversible linear 
thermal length expansion Δlt. By subtracting the expansion difference between the deformed 
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and undeformed sample and assuming a uniform defect type, the size and concentration of said 
defects can be calculated. The approach works for larger voids, this is not a suitable method for 
differentiating between point defect clusters or small monovacancies because it assumes a 
standard defect identity a priori. 
 

 
 
Figure 2.19: Schematic of a differential dilatometry experiment. By measuring the difference 
ΔlV of the length change between the deformed sample (shaded) and an undeformed reference 
sample (unshaded) upon linear heating is due to the irreversible annealing out of deformation-
induced free volumes. [148] 

 
Second, electrical resistivity measurements take advantage of the conductivity of the material. 
Point defects interrupt the electrical conductivity of the material as obstacles to electrical 
current, so the absolute resistivity difference can be calculated as a function of temperature to 
measure the defect’s resistance. [149, 150] Similar to dilatometry, precise resistivity 
measurements are taken as a function of temperature. An example study on aluminum is shown 
in Figure 2.20 [149]. The resistance difference, Δρ, between the sample before and after linear 
heating is due to the reversible introduction of thermal defect volumes. Assuming a uniform 
defect type, the concentration of said defects can be calculated.  This method is not sensitive to 
detect the difference between an array of vacancies versus vacancy cluster, but it has been used 
to detect monovacancies and their formation energies. 
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Figure 2.20: Comparison of the residual resistance values, Δρ, attributed to thermally generated 
vacancy-type defects in aluminum, from different investigations. The resistivity difference Δρ 
of a thin wire upon linear heating is assumed due to the reversible introduction of thermal 
defects. [149] 

 
Thirdly, there are short-intense ion beam pulses, which utilize ion channeling to measure point 
defect effects after the displacement cascade. The experimental setup features an incident ion 
beam, which, if angled correctly, causes the incident ions will channel somewhat deeper into the 
material if they arrive parallel to the major crystal orientation. Ions travelling the interstices in 
between atoms, called channels, may experience little to no energy loss and stop deeper into the 
material. But, if there are defects within the lattice, the ion will not channel in the first place, or 
dechannel. Figure 2.21 [151] features a study done with incident lithium ions into silicon. The 
effect of channeling will appear as a bimodal ion distribution within the material after irradiation 
and a plateau between those two peaks, indicating the presence of the channels. However, if 
radiation damage from the incident ions in the short, intense pulse disrupts the lattice structure 
in the sample, there will be no channeling. The broad depth plateau seen in the longer irradiation 
time disappears and there is only a single damage peak, which resembles many damage 
simulations of incident ions where channeling is not expected. This method looks more directly 
at the recombination of point defects and the survival of the damage cascade, but it is not 
currently sensitive enough to measure or resolve individual point defects. 
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Figure 2.21: Depth profiles of 7Li+ ions implanted into silicon under normal incidence. The black 
curve corresponds to a longer ion pulse length of 600 ns in which channeling can be observed 
from the bimodal ion distribution. The shorter pulse length 50 ns curve disrupts channeling, so 
only one peak is present. [151] 

 
 

Differential 
Dilatometry Resistivity 

Short-intense 
ion beam 

Positron 
Annihilation 
Spectroscopy 

Sensitivity 
(Array of vacancies 
vs. vacancy cluster)  

No No No Yes 

Monovacancy 
Resolution 

No Yes No Yes 

Direct Identification 
of Defect Type  

No No No Yes 

Interstitial Defects Yes Yes Yes No 
     
Table 2.4: Comparison of the various capabilities of positron annihilation spectroscopy and 
three alternative point defect measurement techniques: Differential dilatometry, resistivity, 
and short-intense ion beams. Sensitivity, monovacancy resolution, direct identification of defect 
type, and measurement capability of interstitial defects are compared. 
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3. Research Objectives 
 
This research seeks to advance fundamental understanding of radiation damage phenomena in 
structural materials for nuclear reactor applications. These research advances have tangible 
impacts for not only nuclear reactors, but also nuclear waste storage, nuclear fusion, 
semiconductor processing (implantation), and medical isotope production. Ideally, design teams 
evaluate component integrity and material properties after simulating a complex set of 
perturbations. However, failure predictions are complex because they rely on interdependent 
physical models. For example, radiation damage and thermal stress may work in concert to 
degrade a 304 stainless steel baffle bolt such that nucleated void sizes are dependent on the 
temperature of the irradiation. The localized failure of a baffle bolt could create irregularities in 
flow of coolant through the reactor core, ultimately reducing core lifetime. [1] Capturing this 
interplay of effects is a significant task that is conventionally broken into parts and distributed 
across the research community at large. This research is to focus on radiation damage in nuclear 
reactor structural materials, specifically fundamental theory behind radiation damage point 
defects. This brings two questions. First, how can the population of radiation damage induced 
point defects be probed at their short-lived, atomic scale that captures and quantifies the 
influence of the surviving defect population? Second, how can the interplay of radiation point 
defects and oxidation/corrosion point defects influence overall point defect populations in 
passivating systems? 
 
The first objective of this research is to validate rate theory predications of radiation damage in-
situ defect populations. Most radiation damage studies are ex-situ, in that they feature pre-post 
or comparison studies of material defects after radiation damage has occurred. This creates a 
limited understanding of radiation damage point defect behavior without experimental 
validation of what happens to the point defect population during and after the damage. After all, 
point defects ultimately determine radiation-induced microstructural and material property 
changes. Thus, the incomplete understanding limits the current lifetime and safety analysis of 
major reactor components and the future evaluation of novel reactor materials. 
 
The first hypothesis of this research asserts Wiedersich radiation damage point defect rate theory 
and radiation damage DFT simulations can be proved or disproved using in-situ positron 
annihilation spectroscopy. This research sought to experimentally bring new insight to the 
connection between DFT calculations of defects during radiation damage, theoretical predictions 
of point defect populations, and post-mortem irradiation studies of defect and material property 
changes. This hypothesis is explored throughout the remainder of the dissertation by way of 
simulation, execution, and discission of novel positron annihilation spectroscopy experiments. 
Confirmations and shortcomings are discussed, and the findings are summarized in the context of the 
point defect rate theory model. 
 
The second objective of this research is to validate theoretical predictions of predominant defect 
identities within passivating systems. Oxides are often modelled as semiconductors with a 
predominant defect type or charge carrier dominating transport in the oxide layer, thus controlling 
its growth rate. However, discussions of oxide layers are limited to simulation and experimental 
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charge transport studies across the entire oxide, even though the point defect behavior within 
different parts of the oxide may be different from behavior at the oxide interfaces. However, this 
leads to limited understanding of all oxide interfaces, especially in mixed oxides with multiple 
different interfaces, phases, and/or stoichiometry. Depth-dependent experimental studies on oxide 
interfaces are necessary in order to understand defect behavior and ultimately, corrosion 
performance of different metals for safety and corrosion protection of new and existing nuclear 
structural materials. 
 

The second hypothesis of this research asserts defect measurements from positron annihilation 
spectroscopy can be used to prove or disprove predominant defect identities and defect 
distributions within passivating oxide layers. This research sought to experimentally connect DFT 
simulations of oxide layer defect behavior, electrochemical studies on oxides, and post-mortem 
irradiation microscopy studies with complementary defect information from positron 
spectroscopy. This hypothesis is explored throughout the dissertation with the execution of novel 
positron annihilation spectroscopy experiments and relating those experiments with previous 
simulations and experiments on known oxide layers. The validations and limits of positron 
experiments will also be discussed alongside previous studies of oxide layers. 
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4. Ex-situ PAS measurements and results on nuclear relevant materials 
 

4.1 Positron annihilation spectroscopy methodology 
 
Low energy, depth-resolved Doppler broadening spectroscopy (DBS) and positron annihilation 
lifetime spectroscopy (PALS) are not very common techniques, so facilities that can perform 
these measurements are rare. Most of the work presented here utilized the PAS beamline 
facilities at the Institute of Radiation Physics at Helmholtz-Zentrum Dresden – Rossendorf (HZDR) 
for experimental positron annihilation spectroscopy (PAS). In order to perform the work at the 
facility in Dresden, Germany, several user proposals were proposed and awarded. The facility is 
able to characterize the defect types and their densities at different depths. DBS measurements 
were conducted at the apparatus for in-situ defect analysis (AIDA) [1] on the slow positron 
beamline (SPONSOR) [2]. A schematic of the DBS system is shown in Figure 4.1 [3].  Positrons 
were implanted into each sample with discrete kinetic energies Ep in the range between 0.05 and 
35 keV, which allows for depth profiling from the surface down to about 2 µm. 
 

 
 
Figure 4.1: A schematic of the Slow Positron System at Rossendorf (SPONSOR) where the DBS 
measurements were conducted. An Na-22 source is used as a source for positrons, which are 
then magnetically guided toward the sample with solenoids. The accelerator allows for tunable 
positron implantation energies, and the annihilation radiation is detected with Germanium 
detectors arranged face-to-face and perpendicular to the beam line. [3,4] 

 
The first step to guiding positrons toward the target after they are emitted from the source is 
positron moderation, which is the conversion of as many high energy positrons as possible into 
slow positrons with an energy of some eV. Most simple slow positron beams use tungsten in the 
form of a thin film transmission moderator.  The fast positrons are passed through the tungsten 
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moderator where they undergo thermalization and a small fraction of them reemerge with a 
kinetic energy equal to the work-function of the moderator material. The moderation efficiency 
of W is typically only 10−3 to 10−2 percent. Then, in order to magnetically guide the moderated 
positrons from the source to the sample, a vacuum system surrounded by Helmholtz coils and 
solenoids provides the magnetic field for the positron transport as schematically depicted in 
Figure 4.1 and Figure 4.2. SPONSOR has a distance from source to sample of about 3 m, so it 
requires a vacuum which ensures a mean free path for the positrons to reach the target. A rough 
calculation of the mean free paths depending on the vacuum results in a pressure of at least 1.7 
x 10-5 Torr necessary for this distance. [2] The validity of this estimation can be proved by a simple 
measurement of the dependence of the count rate of the positrons, having the lowest energy, 
on the vacuum pressure. Decreases of the positron count rate start at 2 x 10-5 Torr and above. 
SPONSOR is operated in a vacuum range between 3 x 10-7 Torr and 5 x 10-6 Torr which is proved 
to be completely sufficient. Four Helmholtz coils and nine solenoids create an axial magnetic field 
with a magnetic flux density of 10 mT. The solenoids are polyethylene cored and wound with 
insulated copper wire of 2 mm in diameter. [2] The same magnetic wire was used for the 
Helmholtz coils. Adequate spacing between coils and the vacuum walls must be maintained in 
order to prevent electrical breakdowns between the vacuum tubes at high potential and the coils 
at ground potential. In addition to this distance, it is very important to avoid pointed ends and 
unrounded edges which bundle the electric flux lines and increase the electrical field and thereby 
the risk for electrical breakdowns. Furthermore, a valve in front of the sample chamber is 
advantageous because it makes possible the separation of the vacuum at the source and 
accelerator part from that of the sample chamber and therewith a faster change of samples 
without breaking the vacuum of the whole beam line. 
 
Depth-resolved variable energy positron annihilation lifetime spectroscopy (PALS) was also done 
to assess defects of samples at different conditions. The PALS experiments were performed at 
the mono-energetic positron spectroscopy (MePS) beamline, which is one of the end stations of 
the radiation source ELBE (Electron Linac for beams with high Brilliance and low Emittance) at 
HZDR (Germany) shown in Figure 4.2 [3, 4]. PALS measurements require a pulsed beam, so the 
moderated DC beam was compressed into short bunches using electromagnetic fields. The basic 
components of a pulsed positron beam system consist of a reflection type chopper, a sub-
harmonic pre-buncher and a double harmonic buncher. [5] A periodic acceleration and 
deceleration of the positrons lead to overall compression in time at a certain focal point. The 
arrival time of the positron bunch at the target is then provided by the bunching electronics. 
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Figure 4.2: A schematic of the Monoenergetic Positron Source at ELBE where the PALS 
measurements were conducted. [3] The incident electron beam is delivered by the 
superconducting electron linear accelerator (SC-LINAC). Electron bremsstrahlung radiation with 
a continuous spectrum up to the electron beam energy is then converted by pair production 
into electrons and positrons inside the converter and inside the following tungsten moderator. 
The positrons are then guided toward the sample, and annihilation radiation is detected by the 
HPGe, CeBr3, and BaF2 detectors. Note the energy resolution of the HPGe detector at 511 keV 
was 1.09 ± 0.01 keV. 

 
For the PALS measurements of the annihilation γ rays, CeBr3 scintillator detector coupled to a 
Hamamatsu R13089 PMT was utilized for the gamma quanta acquisition and the signals were 
processed by SPDevices ADQ14DC-2X digitizer [6]. The time resolution function was about 0.230 
ns. The resolution function required for spectrum analysis includes two Gaussian functions with 
distinct intensities and relative shifts, which both depend on the positron implantation energy, 
Ep. All spectra contained at least 107 counts. A typical lifetime spectrum N(t) is described by 
Equation 2.4 [7]. Spectra were deconvoluted into a few discrete lifetime components using the 
PALSfit software [8]. 
 

4.1.1 Sources of Uncertainty in PAS measurements 
 
The major source of error in the PAS measurements is the statistical uncertainty from the fitting 
software, such as PALSfit [8], used to extract figures of merit from the PAS spectra. Thermalized 
positrons have very small momentum compared to the electrons upon annihilation, a broadening 
of the 511 keV line is observed mostly due to momentum of the electrons, which was measured 
with one or two high-purity Ge detectors (energy resolution of 1.09 ± 0.01 keV at 511 keV). For 
demonstration, peak broadening in PAS raw data is presented in Figure 4.3. The figure shows an 
example Doppler broadening spectra for pure chromium versus chromium oxide (air oxidized for 
5 days) measured by 5 keV positrons (after background subtraction). Oxide layers are expected 
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to have higher overall defects than the pure metal, which is confirmed by the increased 
broadening of the 511 keV peak in the relatively high-defect chromium oxide versus pure 
chromium. These spectra are the basis for DBS analysis and the extraction of the S-parameter for 
measuring overall defect concentration, which will be discussed in subsequent sections. 
 

 
Figure 4.3: Doppler broadening spectra for pure chromium versus chromium oxide after 
background subtraction. The increased broadening of the 511 keV peak is evident in the 
relatively high-defect chromium oxide versus pure chromium, which is also reflected after DBS 
analysis in the S-parameter (to be discussed in subsequent section). Note that the chromium 
oxide was oxidized in air for 5 days and the incident energy of the positrons was 5 keV. 

 
For PALS, spectra distortions from background artifacts can be introduced from reflected 
positrons or distortions from the incoming positrons such as out of phase bunching of positrons 
or inefficiently chopped positrons. However, these background artifacts can be accounted for the 
PALS analysis in PALSfit [8] by fitting one additional lifetime component of negligible intensity. 
For demonstration, two comparison PAS lifetime spectra are presented in Figure 4.4 for lifetime 
spectra (after background subtraction) for pure chromium versus air-oxidized chromium for 5 
days. The time on the x-axis is time after the 5 keV implanted positron bunch, or the “start signal”. 
Each lifetime spectrum has a different slope because of the different defect lifetimes and 
intensities within the spectrum. After fitting the lifetime spectrum can be fit according to 
Equation 2.11, the fitted spectrum can be expressed as lifetime components and their intensities. 
Further analysis of these samples and their component lifetimes will be discussed in a subsequent 
section. However, in both DBS and PALS, the main source of error in PAS is statistical error during 
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fitting. For this thesis, all spectra contained at least 107 counts, which kept the statistical fitting 
errors less than 0.2% of the reported fit values for DBS and PALS results. Because the spectra 
contain a high number of counts, error bars are smaller than the size of the symbols used for data 
points in results in Chapters 4 and 5, so error bars reside within the respective symbols. 
 

 
Figure 4.4: Lifetime spectra for pure chromium versus chromium oxide after background 
subtraction. The time on the x-axis is time after the positron bunch, or the “start signal”. The 
different slopes of the lifetime spectra are evident between the chromium oxide versus pure 
chromium. These spectra used during PALS analysis to calculate the fitted lifetime components 
and their intensities (to be discussed in subsequent section). Note that the chromium oxide was 
oxidized in air for 5 days and the incident energy of the positrons was 5 keV. 

 
Other than fitting uncertainties, detector resolution can be another major source of error. 
Especially for Doppler broadening data acquisition, the detector energy resolution around 511 
keV should be as high as possible and constant across results. The energy resolution will strongly 
influence the resulting spectra, as lower resolution detectors will obscure peak broadening 
effects. For results in this thesis, the HPGe detector energy resolution was 1.09 ± 0.01 keV at 511 
keV. For PALS, the timing resolution of the detector is also of importance because lifetime spectra 
are the combination of the detector resolution function and decaying lifetimes. The timing 
resolution of the detector setup is already included as the resolution function, which again is a 
sum of two Gaussian functions representing the beginning of the spectrum [6]. 
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4.2 Studying defects in Cr-oxide using PAS 
 

4.2.1 Introduction to importance of defects in Cr-oxides 
 
Oxidation and corrosion of metals and alloys has been studied for decades because of their 
technological importance. Oxidation can occur at different temperatures, altering point defect 
types and concentrations, which play an important role in corrosion. Chromium, specifically, has 
been widely studied and implemented because the passivating chromium oxide film formed 
during oxidation can be highly corrosion resistant [9-12]. Unalloyed chromium is not used as a 
construction material by itself, but in many cases the primary reason for adding chromium to 
alloys is precisely the development of a corrosion resistant oxide layer. When a sufficient 
concentration of Cr is added to iron, nickel, or cobalt based alloys, Cr2O3 is formed in a continuous 
layer on the surface and ion transport is reduced to the point where corrosion of the underlying 
metal is substantially suppressed. Ion mobility is slower than in Fe2O3 [13, 14]. Point defects play 
an important role in regulating the effectiveness and establishing the limits of Cr2O3 corrosion 
protection, so significant theoretical, experimental, and modelling efforts have been undertaken 
to understand the nature of point defects that control oxidation and their diffusion mechanisms. 
[EXC15-31] Several theoretical efforts have focused on growth kinetics of the oxide layer. [15-17] 
There is still a large discrepancy in the reported self-diffusion coefficients and defect formation 
energies from various experimental studies. [17-25] In recent years, some modelling efforts have 
focused on self-diffusion coefficients in pure Cr, Cr2O3, and Cr-containing alloys using density 
functional theory. [28-31] While each of these approaches provides its own insights on the nature 
of point defects’ charge state, mobility, and formation energies, PAS can probe smaller point 
defects and their agglomerations. 
 
Previous positron studies investigated the relative defect content of corroded iron alloys 
containing chromium [32-35] using DBS, however the PALS technique can also provide a 
quantitative assessment of the defect type and size. 
 

4.2.2 Methods and sample preparation used to study defects in Cr-oxide using PAS. 
 
Polished Cr samples (1200 grit) were oxidized in air at 700°C for 24 hours (24 h) and 5 days (5 d) 
using a box furnace. The samples were sent to the Institute of Radiation Physics at Helmholtz-
Zentrum Dresden – Rossendorf (HZDR) for positron annihilation spectroscopy (PAS) to 
characterize the defect type and density at different depths for the grown oxide layers. Details 
on the PAS data acquisition are given in Section 4.1. For lifetime measurements, PALS spectra 
were then deconvoluted into a few discrete lifetime components using the PALSfit software [8], 
which directly show evidence of different defect types (sizes) and their corresponding relative 
intensities, quantifying the overall concentration of each defect type. 
 

4.2.3 Results of PAS study on Cr-oxide defects 
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Figure 4.5 shows the results from the DBS experiment on the as-polished, annealed for 24 h and 
5 days samples, as well as an ultra-high vacuum (UHV) annealed Cr-reference. DBS results are 
often presented in terms of S-parameter versus energy (Ep), where S is defined as the fraction of 
positron annihilation with free and valence electrons. Decreases in the S-parameter correspond 
to reductions in the overall defect density in the material. The positron implantation depth is 
estimated according to a Makhovian implantation profile [36]. To obtain more quantitative 
information about defect densities across sample thickness and approximate thicknesses of the 
oxide layers, the VEPFit code [37, 38] has been utilized. The code numerically solves the positron 
diffusion equation and provides characteristic parameters i.e., positron diffusion lengths and 
ranges of individual layers in multi-layer systems. It allows for fits of S(Ep) curves for multilayered 
systems and provides thicknesses and effective positron diffusion lengths L+ (a parameter 
inversely proportional to defect concentration) for each layer within a stack. The calculated L+ 
and corresponding defected layer thicknesses are presented in Table 1. 
 

 
Figure 4.5: S-parameter for a reference UHV 1000 °C, 10 h annealed Cr, as-polished Cr, and Cr 
oxides annealed to both 24 h and 5 d from DBS. The curves are fitted using the VEPfit code 
[37,38] and vertical lines represent interfaces between specific regions of different open volume 
(Cr - polished sample) or between the oxide and Cr (oxidized samples). 

 
Sample name d1 (nm) [oxide] L+,1 (nm) [oxide] L+,2 (nm) [substrate] 

Cr – 24h 205±80 8±4 44 

Cr – 5d 576±281 13±4 119 

Cr-UHV-annealed - - 131±11 

    

Table 4.1. Calculated using VEPFit code thickness, and effective diffusion lengths, L+, for the 
oxidized and a reference sample 
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PALS measurements evaluate defect microstructure in the oxide layers and further characterize 
the decrease of defect concentration as a function of annealing time in Figure 4.6. The 5 day 
oxidation decreased the average defect size (τav) and defect density compared to the 24 h sample, 
in agreement with DBS (Figure 4.5). In addition, the slow decay of the average lifetime as a 
function of Ep in the first 50 nm confirms the persistent surface effects observed in the S-
parameter, especially for the as-polished Cr sample. 
 

[a]

 

[b]

 
 
Figure 4.6: Average positron lifetime τav for as-polished [a] Cr and [b] Cr oxides. The red line 
indicates the average oxide thickness for the 24 h annealed sample. 

 
Notably, the largest achievable Ep = 12 keV during PALS did not allow positrons to probe as deep 
as DBS. Thus, in the 24 h sample, only the deepest implanted positrons at Ep > 8 keV are sampling 
the bulk Cr metal, resulting in the average lifetime converging toward the as-polished Cr sample. 
The average oxide layer thickness is marked in Figure 4.6 to highlight the expected depth of the 
24 h metal-oxide interface. In the case of 5 day Cr oxide, the available positron energy was not 
enough to implant positrons into Cr-bulk, hence the obtained signal originates purely from the 
oxide layer. 
 
By fitting the PALS data using the PALSfit code [8], specific lifetimes and their relative intensities 
were obtained, which represent defect sizes and concentrations within the oxide layers, 
respectively (Figure 4.7). Larger lifetimes correspond to larger defect complexes, and higher 
intensities of respective lifetimes reflect higher associated relative defect densities. Two lifetime 
components were analyzed for each sample, as seen in Figure 4.7 (the third component 
originating from the surface ortho-positronium was omitted for clarity due to its residual 
intensity). Thus, the first component corresponds to smaller defects while the second component 
corresponds to larger vacancy clusters. 
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Figure 4.7: Positron lifetime components τi (a) and their relative intensities Ii (b) calculated 
from PALS spectra decomposition for as-polished Cr versus air oxidized Cr. 

 

4.2.4 Discussion on defect concentration in oxidized pure chromium 
 
In the as-polished Cr sample, despite the near surface effect, τ1 monotonically decreases to about 
161 ps throughout the thickness, but it shows no saturation yet. The further decrease in τ1 is 
expected for larger Ep as evidenced from S(Ep). The value of the bulk lifetime in Cr metal reported 
in the literature is 120 ps [39]. The first (161 ps) component is larger than for bulk delocalized 
annihilation but lower compared to the value of 184 ps for Cr monovacancy [40], suggesting this 
component is likely associated with positron annihilation at dislocations [41]. Dislocations act as 
shallow positron traps [42, 43] wherein positrons have a low binding energy (10 to 100 meV) [44]. 
Consequently, thermal positrons are weakly localized in dislocations, and they get de-trapped 
and annihilate with lifetimes slightly above the bulk value. τ1 is likely an average lifetime in the 
bulk and at dislocations. Positron trapping at dislocations in Cr2O3 is probable and has been 
previously observed [45]. The second lifetime component τ2 is in the range of 450 ps, indicating 
the presence of large vacancy clusters of more than 15 vacancies. This measurement confirms an 
overall high defect level from polishing in addition to the near surface effects such as partial 
positron annihilation at surface states from back-diffused positrons [8, 46].  
 
Figure 4.8 shows theoretical calculations of positron lifetimes in Cr2O3 for the delocalized (bulk 
lifetime) and localized (positrons trapped at vacancy like defects and their agglomerations) states 
obtained using the atomic superposition (ATSUP) method within two-component density 
functional theory (DFT) ab initio calculations [39]. For the electron-positron correlation, the 
generalized gradient approximation (GGA) scheme was used [40]. The calculations were 
performed by a collaborator at HZDR in Dresden, Germany. 
 

Annihilation state 
Calculated positron 

lifetime (ps) 

 

Bulk 151.7 

Chromium 
vacancy (VCr) 

197.4 

Oxygen vacancy 
(VO) 

153.7 

Figure 4.8: ATSUP simulated annihilation states for bulk and monovacancy configurations in 
Cr2O3. Calculated positron lifetime as a function of vacancy cluster size with N agglomerated 
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vacancies is also plotted. The spherical void was obtained by removing Cr and O atoms around 
a reference point and sorted by distance. 

 
For the oxide samples, the first lifetime component τ1 at 151 ps represents the bulk lifetime or 
positron annihilation at oxygen vacancies (see Figure 4.8 for a reference of low order vacancy 
defect configurations in Cr2O3). It should be noted that oxygen vacancies are typically positively 
charged, hence repulsing to positrons, however they are positron traps if they become neutral. 
Considering the low L+ obtained for oxidized films from the VEPfit S(Ep) analysis, trapping at 
oxygen vacancies becomes a viable option. Another possibility is shallow trapping at dislocations 
not associated with vacancies [47]. The second lifetime component, τ2 varies from 350 to 460 ps 
throughout the measured thickness of the oxide. This large lifetime indicates the presence of 
large vacancy clusters with more than 10 to ~25 vacancies (see Figure 4.8). This variance in 
lifetime values is more obvious in the oxidized samples indicating the increase of the cluster size 
at higher depths. Lastly, a positron lifetime representing the annihilation of surface positronium 
τ3 can be found in the PALS data with an intensity dropping towards zero for larger implantation 
depths (with decreasing influence of the surface). The fit algorithm usually shows this component 
even if it has intensities less than 0.5 %. For PALS results, data points with less than 0.5 % intensity 
are not shown.  
 
Two important trends emerge from the PALS lifetime intensity data after associating τ1 with 
positron annihilation in the bulk, oxygen vacancy, or dislocation states, and τ2 with large vacancy 
clusters. First, aging the oxide increase the relative intensity I1 of τ1 up to ~100% for the 5 days 
oxidation, compared to about 90% for 24 h. This strongly suggests that nearly all positrons 
annihilate at either the bulk Cr2O3 oxide, oxygen vacancies, or dislocations. Second, aged oxide 
layers show lower relative defect concentration. Increasing the oxidation time from 24 h to 5 day 
decreases the relative intensity I2 of the defect cluster lifetime τ2. These results confirm the 
trends from the DBS data, so increasing aging oxide layers results in relatively less overall 
measured defects within the grown oxide. This suggests that defects anneal with aging. 
 
An important observation is that positron annihilation spectroscopy (DBS and PALS) and 
electrochemical measurements both consistently showed lower defect densities in 5 days air 
oxidized chromium than in the 24-hour sample. In other words, both fundamentally different 
experimental techniques can measure point defects separately with mutually complementary 
results. For positron annihilation lifetime spectroscopy (PALS), the positron lifetime signal 
pertaining to large vacancy clusters defects vanished from I2 ≈ 10% to zero comparing 24 h to 5 
days of air oxidation, so no large vacancy clusters are observed in the 5 day sample at the same 
oxide layer depth. The PALS technique provides information about the size of neutral and 
negatively charged vacancies, and although larger vacancy clusters were observed in these 
oxides, the exact charge state cannot be probed. Isolated cation vacancies would be negatively 
charged and seen by PALS. 
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Combining the analysis from previous electrochemical studies and PALS reveals insight into the 
predominant defect species within the oxide. Electrochemical Mott-Schottky analysis [10,11,48-
51] indicates the p-type semiconductor character of the chromium thermal oxides. The data 
suggests that oxygen interstitials and larger chromium vacancy clusters could provide charge 
carriers in the 24 h oxide. Longer oxidation time (5 days) may anneal larger vacancy-type defects 
and potentially leave oxygen interstitials as the predominant defect type. This could explain the 
relative decrease in defect densities after 5 days of air oxidation. 
 
Density functional theory calculations performed by multiple authors [27-31] are divided on 
whether chromium or oxygen point defects are predominant within the oxide, be it vacancies, 
interstitials, or even Frenkel defects (composed by an interstitial atom and a vacancy). From the 
Mott-Schottky analysis, p-type behavior provides evidence that either chromium vacancies or 
oxygen interstitials are predominant. PALS experiments show no evidence of isolated chromium 
cation monovacancies in the oxide, even though cation monovacancies are negatively charged 
and readily observable by positrons, which leaves oxygen interstitials or larger chromium vacancy 
clusters as the likely predominant point defect types. In the DFT calculated migration energies, 
oxygen interstitials are also shown to be relatively more stable defects because contrary to the 
large lattice spacings generated by chromium monovacancies, smaller oxygen interstitials do not 
generate considerable local structural distortions to the lattice. This results in oxygen interstitials' 
low migration energy barrier [29], which would be necessary to drive diffusion and migration, 
especially compared to chromium vacancies’ high migration energies [28-31]. 
 
However, both electrochemical and positron annihilation-based techniques do not prove the 
predominance or quantify the absolute population of oxygen interstitials. For reference, the 
thermal equilibrium concentration of oxygen interstitials in Cr2O3 at 700°C was calculated using 
the formation enthalpies from DFT simulations [30] resulting in on the order of 1013 interstitials 
per cm3. Even though 5 days of oxidation may not be enough time for thermal equilibrium 
conditions, the PALS lifetimes at longer oxidation time should trend toward the thermal 
equilibrium concentration, indicating that this oxide is significantly closer to equilibrium than the 
24 h sample. 
 
Positron annihilation spectroscopy and electrochemistry supports, but does not prove, the 
primary role of chromium vacancy cluster complexes and/or anion oxygen interstitials in dictating 
transport in Cr2O3 in thermally oxidizing environments. Positron spectroscopy results suggest the 
presence of larger vacancy cluster complexes within the oxide, which can provide charge carriers. 
When oxidizing pure chromium, the partial pressure of oxygen (PO2) plays a critical role in 
dictating the semiconductor properties of Cr2O3 during oxidation, in particular, which point 
defect type dominates the oxidation diffusion process. At low PO2 (e.g., air oxidation), the 
outward transport of Cr interstitials dominates (n-type character) [24, 29, 52, 53]; whereas at 
high PO2, chromium vacancies dominate (p-type character) [24, 29, 52, 53], but at the metal-oxide 
interface, relative oxygen mobility is significantly higher than that of Cr [30]. 
 

4.2.5 Conclusion 
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Section 4.2 showcases the capability of PAS in evaluating defects’ evolution during growth of Cr 
oxide layers in a single study. Combining defect analysis from positron annihilation spectroscopy 
with electrochemical techniques such as Mott-Schottky analysis allows a comprehensive view on 
the defects in thermally grown oxides. It was found that, while the oxide layer increases in 
thickness as a function of oxidation time, the defect density is greatly reduced. Further illustration 
of this defect behavior as a function of oxidation time can be found in the oxidation discussion 
section in Chapter 6. The most likely predominant defects were identified as oxygen interstitials 
or chromium vacancy cluster complexes. This confirms the growth process for Cr2O3 is dependent 
on the transport of oxygen interstitials and chromium vacancy clusters while adding quantitative 
data to the process. 
 

4.3 Studying defects in Fe-oxide using PAS 
 

4.3.1 Introduction to importance of defects in Fe-oxides 
 
Fe-based alloys are widely used in the nuclear industry as structural materials like steel due to 
their excellent high-temperature mechanical properties, corrosion resistance, and resilience to 
radiation [54-56].  Reactor environments expose these materials to a complex array of 
environmental variables such as radiation and corrosive impurities, which can work in concert to 
significantly reduce their service life [57]. 
 
Fe-based alloys react with oxygen or water vapor at high temperature to form an oxide film 
covering the metal surface, and this oxide layer functions as a barrier and separates the alloys 
from the corrosive medium to protect materials from corrosion [58, 59].  For example, when 
austenitic stainless steels are exposed to a primary nuclear water coolant environment, a passive 
film composed of an inner FeCr2O4 and an outer Fe3O4 formed on the surface of steel which 
protects it from corrosion [59-63]. The technological importance of these protective oxide films 
led to widespread investigation of their microstructures and conductivity [58-65]. Previous 
studies show that the predominant iron oxide grown at 600oC is p-type semiconductor, but the 
oxides grown at 400 oC and 800 oC are n-type [66]. Increasing the oxidation time at a constant 
temperature can also improve the corrosion resistance of the oxide scale in corrosive media such 
as liquid lead-bismuth eutectic (LBE) [64]. It was found that not only the basic structure is 
important to passivity, the defects inside the oxide films also play a critical role for its protective 
properties [67, 68]. 
 
In addition, neutrons inside nuclear reactors are responsible for inducing displacement damage, 
point defects, microstructural changes in materials [69]. Microstructure changes include void 
formation and dislocation loops in ferritic/martensitic (F/M) steel [70]. Frazer et al. [70] studied 
the proton irradiation/corrosion coupling effects on the corrosion behavior of HT-9 F/M steel in 
static liquid LBE with 2×10-6 wt.% O2 at 420-450 oC and found that irradiation enhanced the 
oxidation of materials. Deng et al. [71] studied the effect of irradiation on corrosion of 304SS in 
a primary nuclear water coolant environment and found similarly that irradiation enhanced the 
oxidation of materials. However, Jiao and Was [65] found that in 316SS in a simulated boiling 
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water reactor environment with a different oxide, α-Fe2O3, proton irradiation did not greatly 
enhance oxidation, but still found a large oxidation dependence on grain orientation. Therefore, 
irradiation can induce microstructure and compositional modification and alters defect densities 
in materials, so it must also affect the passive behavior of oxides formed on the surface of alloys 
[72]. It is of particular concern to determine which of the charge carriers within the 
semiconductor oxide serves as the predominant charge carrier. Previous studies thus far have 
focused on the effect of irradiation on p-type semiconductors generally [73, 74], but not on the 
oxides themselves. 
 
This section investigates the effect of irradiation on structure and defects in iron oxide scales and 
subsequent corrosion behavior, which is an important step in determining the corrosion behavior 
of Fe-based alloys under nuclear extremes. The results and discussion will be split into different 
sections – first the 400oC and 800oC samples to investigate the effect of oxidation temperature 
on irradiation point defects, and then the 600oC samples to investigate the effect of oxidation 
time on irradiation point defects. 
 

4.3.2 Methods and sample preparation used to study defects in iron oxide using PAS 
 
Polishing and Oxidation 
 
Fe coupons (99.999%, Alfa Aesar) were metallographically polished to 1200 grit surface finish, 
then oxidized in air at different oxidation times and temperature conditions. The 400°C and 800°C 
samples were oxidized for 1 hour. The 600°C sample series was created for oxidation times at 1 
hour, 4 hours, 9 hours, and 16 hours. Two samples were fabricated for each oxidation condition. 
One sample from each condition was subjected to proton irradiation. It is important to note that 
the various characterization techniques were performed on the exact same material (sample). 
 
Herein, the nomenclature of thermally oxidized Fe is abbreviated as TF; the temperature of the 
air oxidation is added to the end of the abbreviation (i.e., TF400); the thermally oxidized, proton 
irradiated Fe is abbreviated as IF. The temperature notation is identical to its as-oxidized pre-
irradiated baseline. The first set of oxidation temperature samples are thus TF400, IF400, TF800, 
IF800. The second set of oxidation time samples at 600oC are: TF600, 1hr; TF600, 4hr; TF600, 9hr; 
TF600, 16hr; IF600, 1hr; IF600, 4hr; IF600, 9hr; and IF600, 16hr. 
 
Prior work by Qiu et al. has investigated the electrical and structural properties of the identical 
unirradiated TF400, TF800, and TF600, 1hr subjected to liquid lead-bismuth eutectic (LBE) [64]. 
Figure 4.9 features cross-sectional SEM images of these oxides for reference [64]. To avoid the 
presentation of duplicate results, some structural properties such as oxide thickness and phase 
composition will be reference from [64]. Table EXF1 shows the oxide structure and thickness of 
TF400 and TF800. The approximate relatively oxide thickness of TF800 was calculated using the 
ratio 95:4:1 for iron oxidized at 1000° [75]:  
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 TF400 TF800 

Composition 
 

α-Fe2O3/Fe3O4/Fe α-Fe2O3/FeO/Fe3O4/Fe 

Oxide thickness (μm) 0.7 85.9 
Relative oxide thickness (μm) - 0.86/3.4/81.6 
Note A thin (~10 nm) top layer of  

α-Fe2O3 is present. 
- 

   
Table 4.1: Oxide thickness and phase composition of TF400 and TF800 samples oxidized in air 

from Qiu et al. [64] 
 
 

 TF600, 1hr TF600, 4hr TF600, 9hr TF600, 16hr 

Composition 
 

FeO/Fe3O4 FeO/Fe3O4 FeO/Fe3O4 FeO/Fe3O4 

Oxide thickness 
(μm) 

8 15 20 26 

Oxidation Time 1 hour 4 hours 9 hours 16 hours 
     
Table 4.2: Oxide thickness and phase composition of TF600 series samples oxidized at 600°C in 
air for different times [64] 

 

 
Figure 4.9: Cross-sectional SEM images of iron-oxidized at (a) 200 (b) 400oC (c) 400oC (d) 
600oC (3) 800oC for 1hr [64] 

 
A set of samples was then irradiated with 200 keV protons up to a fluence of 6.02*1016 ion/cm2 
on the 200 kV Danfysik ion implanter at the Ion Beam Materials Laboratory (IBML) at Los Alamos 
National Laboratory. The sample stage was actively air-cooled to keep the samples near room 
temperature and below ~35oC during the approximately 23-hour-long irradiation. The 
corresponding damage profile was calculated using the Stopping and Range of Ions in Matter [76] 
software for each sample. In the SRIM calculation, a displacement threshold energy of 28 eV for 
oxygen atoms versus 40 eV for Fe atoms was assumed, and the quick K-P cascade mode was used. 
Both the irradiation and the SRIM calculation were performed at an angle of 5 degrees. The 
damage profiles are plotted in the following subsection. 
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Lastly, all samples were sent to the Institute of Radiation Physics at Helmholtz-Zentrum Dresden 
– Rossendorf (HZDR) for positron annihilation spectroscopy (PAS) to characterize the defect type 
and density at different depths for the grown oxide layers. Details on the PAS data acquisition 
are given in Section 4.1. For lifetime measurements, PALS spectra were then deconvoluted into 
a few discrete lifetime components using the PALSfit software [8], which directly show evidence 
of different defect types (sizes) and their corresponding relative intensities, quantifying the 
overall concentration of each defect type. 
 

4.3.3 Results of PAS study oxidation temperature effects on Fe-oxide defects  
 
Figure 4.10 shows the damage profile due to proton irradiation calculated in SRIM for both (a) 
IF400 and (b) IF800 samples [76]. The dpa profile and proportion of the dpa that is due to O 
vacancies are plotted on the left axis. On the right axis, the final proton distribution is shown. The 
oxide interfaces are shown by the vertical dotted line. Dpa and ion distribution results are based 
on a SRIM monolayer calculation, while the oxygen vacancy values are based on a full cascade 
calculation. 
 
The damage profile for both materials is relatively flat up to a peak at about 0.03 dpa at a depth 
of 0.81µm [76]. In IF400, the 0.7-micron Fe3O4 oxide is primarily irradiated before the underlying 
metal substrate, and 10 nm-scale α-Fe2O3 top layer is included. Whereas for IF800, the relatively 
flat region of the dpa profiles is primarily in the 0.86-micron α-Fe2O3 top layer. However, the peak 
damage is in deeper into the α-Fe2O3 layer to a peak dpa of 0.3.  
 
As shown in Figure 4.10a, the peak of the ion distribution is expected to be deeper in the material 
than the dpa peak. In Figure 4.10b, this difference is much smaller due to the presence of O and 
its lower displacement energy (28 eV vs. 40 eV for Fe, based on Konobeyev et al. [77]) The dpa 
peak in Figure 4.10a is shallower than in Figure 4.10b because of the higher density of the second 
layer and the consequently slightly faster energy loss of the protons.  
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Figure 4.10: Damage profile of proton irradiation calculated by SRIM for the (a) IF400 and (b) 
IF800 samples. The red arrow indicates the irradiation depth corresponds to 0.03 dpa with 
200 keV protons. The total dpa, O-vacancies, and hydrogen distribution results are obtained 
based on a full cascade calculation mode, where threshold displacement energies of 40 eV for 
Fe and 28 eV for O are used. 

 
Figure 4.11 shows the results from the DBS investigation of the TF400/IF400 and TF800/IF800 
oxides. At positron implantation energies greater than 10 keV, the IF400 and IF800 oxides show 
an increase in S-parameter after radiation damage, compared to TF400 and TF800, respectively, 
indicating higher vacancy defect concentrations on average after proton irradiation. In the 
oxidized samples, the large decreases in the S-parameter in the first 50 nm are due to partial 
positron annihilation at surface states from back-diffused positrons. Positrons after implantation 
diffuse in any direction through the crystal, however, at low implantation energies, they can back 
diffuse to the surface and are trapped in the surface pseudo potential, where they annihilate 
after longer lifetimes on average compared to bulk or localized annihilation. This increases the S-
parameter which accordingly scales with the positron lifetime. 
 

[a] 

 

[b] 

 
Figure 4.11: S-parameter for pre-irradiation and post-irradiation pure Fe oxidized in air at (a) 
400°C, 1hr and (b) 800°C, 1hr from DBS. 

 
From Figure 4.11b, the IF800 oxide shows a consistently larger S-parameter than that of TF800, 
indicating that proton irradiation results in a higher concentration of vacancy defects. Note that 
the S-parameter at each implantation energy is an average over a region that is spread out due 
to positron implantation/diffusion and does not correspond to a precise depth in the sample.  
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[a] 

 

[b] 

 
Figure 4.12: Average positron lifetime (τav) for pre-irradiation and post-irradiation pure Fe 
oxidized in air at (a) 400°C, 1hr and (b) 800°C, 1hr from PALS. 

 
To evaluate vacancy defect microstructure in the oxide layers and further characterize the 
decrease of defect concentration as a function of annealing time, PALS results on the samples 
are presented in Figure 4.12 and Figure 4.13. From Figure 4.12a, the 400°C samples showed a 
decrease in the average defect size (τav) after irradiation (IF400) compared to the as-oxidized case 
(TF400). For the 800°C samples, the average defect size (τ av) decreased after irradiation (IF800) 
compared to the as-oxidized case (TF800), as seen in Figure 4.12b. These findings agree with DBS 
results, as the S-parameter trends share the same overall behavior in the 0 – 10 keV region. 
 
By fitting the PALS data using the PALSfit code [8], specific lifetimes and their relative intensities 
were obtained, which represent defect sizes and relative concentrations within the oxide 
layers, respectively (Figure 4.13). Larger lifetimes correspond to larger defect complexes, and 
higher intensities of respective lifetimes reflect higher associated relative defect densities. Two 
lifetime components were analyzed for each sample, as seen in Figure 4.13 (the third 
component originating from the surface ortho-positronium was omitted for clarity due to its 
residual intensity). 
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Figure 4.13: Positron lifetime components τi (a,b,c,d) and their relative intensities Ii (e,f) 
calculated from PALS spectra decomposition for pre-and post-irradiation pure Fe oxidized in 
air at 400°C, 1hr (a,c,e) and 800°C, 1hr (b,d,f). 

 
The 400°C samples showed a decrease in both τ1 and τ2 lifetime components after irradiation 
(IF400) compared to the as-oxidized case (TF400), indicating decreasing defect size for both 
components (Figure 4.13a,c). The 800°C samples generally showed an increase in both τ1 and τ2 
lifetime components after irradiation (IF800) compared to the as-oxidized case (TF800), 
indicating increasing defect size (Figure 4.13b,d). Interestingly, the relative intensities of the 
defects sampled in the 400°C and the 800°C samples did not change much before and after 
irradiation (Figure 4.13e,f). With more information about the stoichiometry of the oxide layers 
from TEM, one could start to interpret the different defect states that might have been sampled 
by the positrons. It is noted that the largest achievable Ep = 12 keV during PALS did not allow 
positrons to probe as deep as DBS.  
 

4.3.4 Discussion of PAS study oxidation temperature effects on Fe-oxide defects 
 
Because the oxides studied in this work are multi-layered in nature, one needs to compare the S-
parameter to the positron implantation depth relative to the oxide structure to have a reasonable 
understanding of vacancy defect distribution. For the DBS result shown in Figure 4.11a for the 
TF400/IF400 samples, the positron signals from the first 50 nm may be dominated by surface 
effects and back-diffusion. A pronounced increase in S-parameter was observed for the 
implantation energy range between 15 and 25 keV, which corresponds to a depth from ~500 nm 
to ~1200 nm, a range of thickness that covers the Fe3O4/Fe metal-oxide interface. Thus, it is very 
likely that vacancies may accumulate at metal/oxide interface, but this requires further 
corroboration by other techniques, such as Transmission Electron Microscopy (TEM). Therefore, 
because of increase in the average S-parameter (i.e., vacancy defect concentration) before the 
metal/oxide interface for IF400 after irradiation, suggests oxide vacancy content increases.  The 
saturation of point defects at the metal/oxide interface could also be a reason for the increase in 
S-parameter, which has recently been observed by Owusu-Mensah et al [78].  
 
To fully understand the change in the defect structures after irradiation, the lifetime components 
in the two films before and after irradiation must also be examined further. Lifetime data (Figure 
4.13) indicate the presence of small and large vacancy clusters in the TF400 oxide while the TF800 
contain much lower level of vacancies with smaller average size.  The lifetime components in 
TF800 indicate the presence of dislocations and small percentage of cation vacancy related 
defects [79]. The increase in the first lifetime component, τ1, after irradiation is due to the 
formation of small vacancy clusters of 2-3 vacancies, while the behavior of the second lifetime 
component τ2 in IF800 indicates the evolution of large vacancy clusters that are not homogenous 
in size across the oxide layer thickness.  In IF400, it is interesting to observe a significant decrease 
in τ1 and τ2 after irradiation signaling a decrease in the size of the cation vacancy related defects, 
which may be due to filling some of these vacancies with H+ after its diffusion to the surface and 
these layers.  Previous PAS measurements showed the effectiveness of H in filling and passivation 
of cation vacancies and cation vacancy complexes [80, 81]. It is important to mention that 
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positron cannot directly probe isolated oxygen vacancies because of their positive charge which 
prevent positron trapping.   
 
The PALS measurement showed a reduction of vacancy size based on a comparison of 𝜏1 and 𝜏2 
lifetimes after proton irradiation; in other words, vacancy cluster formation was not favored. For 
magnetite (Fe3O4), the migration energies of Fe vacancy and oxygen vacancy were reported to 
be 0.7 eV [82] and 1.95eV [13], respectively; whereas that of Fe2+ interstitials were found to be 
1.60eV [14], thus slightly more mobile than oxygen vacancies. The n-type character of the 
TF/IF400 oxides suggest that metal vacancy is a minority defect and exists in a relatively 
neglectable concentration [17]. 
 
Since the thickness of α-Fe2O3 outer layer is approximately 0.86 μm, the irradiation in IF400 is 
expected to damage mostly the α-Fe2O3 phase. The DBS measurement (Figure 4.11b) detected 
an increase in vacancy concentration, along with the formation of larger sized vacancy clusters 
revealed by PALS (Figure 4.13) analysis. In other words, for TF/IF800, proton irradiation can result 
in higher concentration of defects and larger sized vacancies. Yano et al. found that anion 
transport is dominated by the recombination of Frenkel defects at low temperature (>300°C) and 
that the oxygen self-diffusivity (i.e., oxygen vacancy diffusion) can be raised by at least two orders 
of magnitude upon 0.1 dpa of proton irradiation in α-Fe2O3 at 450 °C [83]. Despite the undergoing 
discussion whether vacancy clusters reduce or enhance transport [78, 84-86], the clusters of 
vacancies in oxides could exhibit a higher mobility than mono-vacancies [84].  
 
In conclusion, PAS suggests that proton irradiation increases the average vacancy concentration 
for all irradiated materials. The rise in vacancy concentration for the IF400 sample may be 
partially related to the accumulation of vacancies at the metal/oxide interface. PALS found that 
irradiation reduced the size of vacancy clusters in the IF400 sample, whereas an opposite effect 
was observed on the IF800 sample with evidence on the formation of vacancy clusters. This 
suggests it may be easier to form vacancy clusters from irradiation depending on the grown 
oxide. At the same irradiation level, Fe3O4 vacancy clusters in IF400 form less readily than Fe2O3 
vacancy clusters in IF800. Further illustration of the defect behavior as a function of oxidation 
temperature can be found in the oxidation discussion section in Chapter 6. 
 

4.3.5 Results of PAS study oxidation time effects on Fe-oxide defects 
 
Figure 4.14 shows the damage profile due to proton irradiation calculated the SRIM for the 600oC 
samples. The dpa profile and proportion of the dpa that is due to O vacancies are plotted on the 
left axis. On the right axis, the final proton distribution is shown. Dpa and ion distribution results 
are based on a SRIM monolayer calculation, while the oxygen vacancy values are based on a full 
cascade calculation.  
 
The damage profile for both materials is again relatively flat up to a peak at about 0.03 dpa at a 
depth of 0.81µm [76]. For IF600, there is a relatively flat region of the dpa profiles is primarily in 
the Fe3O4 layer. However, the peak damage is in deeper into the oxide layer to a peak dpa of 0.3.  
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As shown in Figure 4.14, the peak of the ion distribution is expected to be deeper in the material 
than the dpa peak. In Figure 4.14, this difference is much smaller due to the presence of O and 
its lower displacement energy (28 eV vs. 40 eV for Fe, based on Konobeyev et al. [77]) 
 

 
Figure 4.14: Damage profile of proton irradiation calculated by SRIM for the IF600 samples. 
The red arrow indicates the irradiation depth corresponds to 0.03 dpa with 200 keV protons. 
The total dpa, O-vacancies, and hydrogen distribution results are obtained based on a full 
cascade calculation mode, where threshold displacement energies of 40 eV for Fe and 28 eV 
for O are used. 

 
Figure 4.15 shows the results from the DBS investigation of the 600oC oxides. The 600oC oxides 
show an increase in S-parameter after radiation damage, indicating higher vacancy defect 
concentrations on average after proton irradiation. Again, the large decreases in the S-parameter 
in the first 50 nm are due to partial positron annihilation at surface states from back-diffused 
positrons. Positrons after implantation diffuse in any direction through the crystal, however, at 
low implantation energies, they can back diffuse to the surface and are trapped in the surface 
pseudo potential, where they annihilate after longer lifetimes on average compared to bulk or 
localized annihilation. This increases the S-parameter which scales with the positron lifetime. 
 

Fe3O4 
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[a]

 

[b]

 
Figure 4.15: S-parameter for pre-irradiation and post-irradiation pure Fe oxidized in air at 
600°C, 1hr from DBS. 

 
The 600°C oxides show decreases in S-parameter with oxidation time, indicating lower defect 
concentrations over time. The 600°C oxides show increases in S-parameter after radiation 
damage, indicating higher defect concentrations after irradiation. The dotted line in the figure 
marks the thickness of the Fe3O4 interface within the oxide at 1.3 microns for TF600, 1hr and 
IF600, 1hr. The largest difference from radiation damage is in the top Fe3O4 layer of the oxide. 
Note that the S-parameter at each implantation energy is an average over a region that is spread 
out due to positron implantation and subsequent diffusion and does not correspond to a precise 
depth in the sample. 
 
To evaluate vacancy defect microstructure in the oxide layers and further characterize the 
decrease of defect concentration as a function of annealing time, PALS results on the samples 
are presented in Figure 4.16 and Figure 4.17. From Figure 4.16, the 600°C samples showed a 
decrease in the average defect size (τav) after irradiation compared to the as-oxidized case. These 
findings agree with DBS results, as the S-parameter trends share the same overall behavior in the 
0 – 12 keV region. 
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[a]

 

[b]

 
Figure 4.16: Average positron lifetime, τav, for (a) pre-irradiation and (b) post-irradiation pure 
Fe oxidized in air at 600°C from PALS. 

 
By fitting the PALS data using the PALSfit code [R7], specific lifetimes and their relative intensities 
were obtained, which represent defect sizes and relative concentrations within the oxide layers, 
respectively (Figure 4.17 and Figure 4.18). Larger lifetimes correspond to larger defect 
complexes, and higher intensities of respective lifetimes reflect higher associated relative defect 
densities. Two lifetime components were analyzed for each sample, as seen in Figure 4.17 and 
Figure 4.18 (the third component originating from the surface ortho-positronium was omitted 
for clarity due to its residual intensity).  
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[a]

 

[b]

 
[c]

 

[d]

 
Figure 4.17: Positron lifetime components τi (a,b) calculated from PALS spectra decomposition 
for pre-and post-irradiation pure Fe oxidized in air at 600°C. 
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Figure 4.18: Positron lifetime components’ τi relative intensities Ii calculated from PALS spectra 
decomposition for pre-irradiation (a,c) and post-irradiation (b,d) pure Fe oxidized in air at 600°C 
for different oxidation times. 

 
The 600°C samples showed an increase in both τ1 lifetime components after irradiation compared 
to the as-oxidized case indicating decreasing defect size for both components (Figure 4.17). 
Larger τ2 lifetime components remain relatively constant in the unirradiated oxides, but the larger 
variance in τ2 for irradiate oxides suggest more variance in the size of the larger defects after 
oxide irradiation.  
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Interestingly, except for the IF600, 16h, the relative intensities of the defects sampled in the 
600°C samples did not change much before and after irradiation (Figure 4.18). After 16 hours of 
oxidation, the oxide seemed to exhibit more large defects, but this could be due to issues with 
data acquisition explained later. With the stoichiometry of the oxide layers assumed to be Fe3O4, 
one could start to interpret the different defect states that might have been sampled by the 
positrons. It is noted that the largest achievable Ep = 12 keV during PALS did not allow positrons 
to probe as deep as DBS.  
 
Note there are observed discontinuities in the PALS analysis in Figure 4.17 and Figure 4.18 around 
7 keV. During the PALS measurements, as positron implantation energy increased, the final 
acceleration scheme for implanted positrons was switched at 7 keV. Before 7 keV, incoming 
positrons at MePS had a transport energy of 2 keV and were being accelerated (or decelerated) 
to their final energy.  After 7 keV, positrons had a much higher transport energy and were always 
decelerated at the sample to their final energy. This switching was attempted for the first time 
during the beamtime of the measurement, and there were problems with discharges (due to the 
huge difference between transport energy and final energy at the sample). Usually, that 
switching does not influence the lifetime parameters at all, but this issue combined with 
previously mentioned backscattering of positrons at low energies created discontinuities in 
analyzed lifetimes at 7 keV. Finally, to solve the problem, future experiments must install a larger 
sample chamber (to reduce the influence of discharges and distortions) and apply a uniform 
acceleration scheme (so that no switching at 7 keV will be necessary). 
 

4.3.6 Discussion of PAS study oxidation time effects on Fe-oxide defects 
 
The PAS results suggest that proton irradiation increases the average vacancy concentration for 
all irradiated materials. Without irradiation, the effect of oxidation time is mainly the stabilizing 
of defect sizes as the oxide layer grows thicker. The oxide defects are further away from the 
metal/oxide interface nonequilibrium defects as the oxide grows into the material, and the defect 
sizes sampled after long oxidation are likely the ones stabilized in thermal equilibrium. However, 
irradiation seems to dominate this thermal equilibrium in long oxidation, introducing an overall 
number of defects that are sampled as the predominant defects within the oxide.  This suggests 
it may be easier to form persistent, surviving vacancy clusters from nonequilibrium defects from 
oxide irradiation rather than from nonequilibrium defects at the metal/oxide interface. Further 
illustration of the defect behavior as a function of oxidation time can be found in the oxidation 
discussion section in Chapter 6. 
 

4.3.7 Conclusion 
 
Proton irradiation increases defect concentration in all oxides because irradiation introduces 
non-equilibrium defects into the oxides, which already contain thermal defects from oxide 
formation. However, fundamental factors that govern their response to irradiation are very 
different. This is because proton irradiation is effectively damaging the magnetite (Fe3O4) film on 
IF400 and IF600 series oxides, whereas the case for IF800 is the hematite (α- Fe2O3) film. 
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The rise in vacancy concentration for the IF400 sample may be partially related to the 
accumulation of vacancies at the metal/oxide interface. PALS found that irradiation reduced the 
size of vacancy clusters in the IF400 sample, whereas an opposite effect was observed on the 
IF600, 1hr and IF800 samples with evidence on the formation of vacancy clusters. This suggests 
it may be easier to form vacancy clusters from irradiation depending on the grown oxide. 
 
The defects are primarily determined by which oxide is grown at what temperature, because as 
the oxide grows thicker and closer to thermal equilibrium, there are not large changes in relative 
defect concentration. The main effect of ageing oxides is the stabilizing of defect sizes. However, 
irradiation seems to dominate this thermal oxide defects, introducing an overall number of 
defects that dominate and stabilize within the oxide.  This suggests it may be easier to form 
persistent, surviving vacancy clusters from oxide irradiation nonequilibrium defects rather than 
metal/oxide interface nonequilibrium defects. 
 

4.4 Studying grain boundary defects in Fe using PAS 
 

4.4.1 Introduction to importance of grain boundaries as sinks for defects during irradiation 
 
Other than dislocations, grain boundaries are perhaps one of the most important sinks for non-
equilibrium point defects during irradiation. In rate theory, it is a critical sink component of the 
modeling. Therefore, it was of great interest to look at the differences in surviving irradiation 
defect concentration in a single crystal versus polycrystal material. Iron was selected as the 
candidate material for this grain boundary (GB) investigation because of its relative abundance, 
well-characterized defect lifetimes from previous positron studies, and relevance to nuclear 
reactor structural materials. 
 

4.4.2 Methods and sample preparation used to study grain boundaries in iron using PAS 
 
Single crystal and polycrystal Fe coupons (99.999%, Alfa Aesar) were metallographically polished 
to 1200 grit surface finish. Two samples were fabricated for each crystal condition. One sample 
from each condition was subjected to proton irradiation. 
 
Samples were irradiated with 200 keV protons up to a fluence of 6.02*1016 ion/cm2 on the 200 
kV Danfysik ion implanter at the Ion Beam Materials Laboratory (IBML) at Los Alamos National 
Laboratory. The sample stage was actively air-cooled to keep the sample temperature below 
~35oC during the approximately 23-hour-long irradiation. The corresponding damage profile was 
calculated using the Stopping and Range of Ions in Matter [76] software for each sample and 
plotted in Figure 4.19. In the SRIM simulations, a displacement threshold energy of 40 eV for Fe 
atoms was assumed, and the quick K-P cascade mode was used. Both the irradiation and the 
SRIM calculation were performed at an angle of 5 degrees.  
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The samples were sent to the Institute of Radiation Physics at Helmholtz-Zentrum Dresden – 
Rossendorf (HZDR) for positron annihilation spectroscopy (PAS) to characterize the defect type 
and density at different depths for the grown oxide layers. Details on the PAS data acquisition 
are given in Section 4.1. For lifetime measurements, PALS spectra were then deconvoluted into 
a few discrete lifetime components using the PALSfit software [8], which directly show evidence 
of different defect types (sizes) and their corresponding relative intensities, quantifying the 
overall concentration of each defect type. 
 

4.4.3 Results of PAS study on grain boundaries effect on defects during irradiation 
 
Figure 4.19 shows the damage profile due to proton irradiation calculated the SRIM. On the right 
axis, the final proton distribution is shown. The damage profile is relatively flat up to a peak at 
about 0.03 dpa at a depth of 0.8 microns. 
 

 
Figure 4.19: Damage profile of proton irradiation calculated by SRIM for the Fe samples. A 
threshold displacement energy of 40 eV for Fe was used. 

 
Figure 4.20 shows the results from the DBS investigation of the Fe samples. Both show an 
increase in S-parameter after radiation damage, indicating higher vacancy defect concentrations 
on average after proton irradiation. The S-parameter curve looks similar to the damage profile, 
with the peak damage around 0.8 microns.  
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Figure 4.20: S-parameter for pre- and post-irradiation SC and polycrystal Fe from DBS. 

 
In the oxidized samples, the large decreases in the S-parameter in the first 50 nm are due to 
partial positron annihilation at surface states from back-diffused positrons. Positrons after 
implantation diffuse in any direction through the crystal, however, at low implantation energies, 
they can back diffuse to the surface and are trapped in the surface pseudo potential, where they 
annihilate after longer lifetimes on average compared to bulk or localized annihilation. This 
increases the S-parameter which accordingly scales with the positron lifetime. 
 
To evaluate vacancy defect microstructure in the oxide layers and further characterize the 
decrease of defect concentration as a function of annealing time, PALS results on the samples 
are presented in Figure EXC3. The increase in the average positron lifetime is comparable to the 
S-parameter increase in this region. 
 

 

0 182 551 1056 1673

0.53

0.54

0.55

0.56

0.57

0.58

0.59

0.6

0 10 20 30 40

mean e+ implantation depth (nm)

S-
p

ar
am

et
er

e+ implantation energy (keV)

Fe irr.

Fe

SC Fe irr.

SC Fe



 
 

74 

 
Figure 4.21: Average positron lifetime, τav, for pre- and post-irradiation SC and polycrystalline 
Fe from PALS. 

 
By fitting the PALS data using the PALSfit code [8], specific lifetimes and their relative intensities 
were obtained, which represent defect sizes and relative concentrations within the oxide layers, 
respectively (Figure 4.22). Larger lifetimes correspond to larger defect complexes, and higher 
intensities of respective lifetimes reflect higher associated relative defect densities. Two lifetime 
components were analyzed for each iron sample, as seen in Figure 4.22. Note the third 
component originating from the surface ortho-positronium was omitted for clarity due to its 
residual intensity. 
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Figure 4.22: Positron lifetime components τi (a) and their relative intensities Ii (b) calculated 
from PALS spectra decomposition for pre- and post-irradiation SC and polycrystal Fe from 
PALS. 

 
With a τ1 defect lifetime of around 150 ps (for Ep > 3 keV) this value is larger than the value for 
defect-free bulk (108 ps) and smaller than a vacancy value (190 ps) in pure Fe [87, 88]. For the 
case of pure iron, an additional component can be found representing a reduced bulk lifetime. 
Then, the first lifetime component here changed to around 160 ps which is very close to the 
lifetime of dislocations in pure Fe (165 ps) [87, 88]. Since the decomposition into three 
components was not very stable, only results from a two-component fit will be shown and 
discussed here. Note that τ1 is likely a mixture of positron annihilation in the bulk state and 
dislocations. For τ2, a lifetime value of around 400 ps would be a cluster containing more than 15 
vacancies (if compared to pure Fe). See Table 4.3 for simulated positron lifetime values in 
monovacancies and vacancy clusters in Fe. 
 

Fe vacancy cluster size e+ Lifetime (ps) 

1 190 
2 197 
3 232 
4 262 
6 304 
10 334 
15 386 
  
Table 4.3: Positron lifetime values in monovacancies and vacancy clusters in Fe. The table was 
reproduced from the data reported in Puska et al. [88] 

 
 

4.4.4 Discussion of PAS study on grain boundaries effect on defects during irradiation 
 
The irradiation seems to increase the defect concentration of the larger vacancy clusters in both 
polycrystal and SC Fe. From both doppler broadening and average lifetime measurements, the 
irradiation effect of the vacancy clusters looks similar in single crystal and polycrystal Fe. 
Analyzing the lifetime components, however, reveals small differences in the samples. Before 
irradiation, from Figure 4.22, the SC Fe seems to have slightly higher relative small defect 
concentration I1 defects present than the polycrystal Fe, likely due to the GBs acting as sinks for 
polycrystal defects. After irradiation however, it seems the samples exhibit the same behavior, 
that is I1 defect intensity is still slightly larger for the SC samples. Even though non-equilibrium 
defects are introduced from irradiation, the additional presence of grain boundaries could 
prevent large vacancy clusters from forming in polycrystal Fe. 
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4.4.5 Conclusion 
 
In this experiment, grain boundaries were tested as sinks to nonequilibrium radiation defects by 
irradiating single crystal versus polycrystalline iron. Irradiation is known to create stable vacancy 
clusters in Fe, but grain boundaries prevent vacancy clusters from forming as monovacancies 
annihilate with existing grain boundaries. As expected, grain boundaries could prevent large 
vacancy clusters from forming in polycrystal Fe. 
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5. In-situ PAS measurements and results on nuclear relevant materials 
 

5.1 Simulated PAS study of non-equilibrium radiation point defects in Fe 
 

5.1.1 Introduction to the importance of PAS for non-equilibrium radiation point defects in Fe 
 
First, it must be established that positron spectroscopy is an appropriate tool for in-situ work. In 
order to assess the feasibility of directly combining in-situ PALS with ion-beam before 
experimental measurements, Section 5.1 provides the theoretical and computational 
background necessary for an in-situ combined experiment. An overview is depicted in Figure 5.1, 
explaining the parallels between this simulation section and future experimental approaches. 
The simulation models the radiation damage from the ion beam and coincident positron 
implantation for positron spectroscopy. 
 
Iron was carefully chosen as the candidate material for the simulation. Cladding and fuel are 
exposed to the highest dose in a nuclear reactor environment and thus are expected to see 
significant property changes depending on the type of reactor and material chosen. Fe-based 
alloys are widely used in the nuclear industry as structural materials like core steel due to their 
excellent high-temperature mechanical properties, corrosion resistance, and resilience to 
radiation [1-4].  Because reactor environments expose these Fe-alloys to a complex array of 
environmental variables such as radiation and corrosive impurities, it is especially important to 
fully characterize iron’s irradiation performance for safety analysis.  
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[a] 
Experiment 

 
[b] 
Simulation 

 
 
Figure 5.1: Schematic overview of methods from hypothetical experiment and modelling 
efforts. [a] A future experimental effort would involve in-situ positron spectroscopy (DBS and 
PALS) on small, radiation-induced defects from a coincident ion beam. Conversely, [b] the 
MATLAB simulated experiment of an in-situ simultaneous irradiation and PALS experiment on 
vacancy concentration was carried out using radiation damage and positron stopping theory. 

 

5.1.2 In-situ PAS and radiation damage modeling and simulation methods 
 
To analyze radiation damage vacancies in nuclear reactor structural materials, this in-situ model 
simulated Fe2+ ion beam irradiation with coincident, simultaneous positron lifetime spectroscopy 
on a pure Fe sample. Iron was selected as the candidate material for this simulated experiment 
because of its well-characterized defect characteristics from previous positron studies and its 
relevance to nuclear reactor structural materials. 
 
The model simulation of in-situ ion beam irradiation and positron annihilation spectroscopy 
performed used a voxel approach in MATLAB [5] to simulate the radiation damage from the ion 
beam and coincident positron implantation from the positron beam. The sample is split into 
model geometric cubes, called voxels, and local information about ion beam and positron beam 
effects for each voxel is stored as a 3D matrix in MATLAB [5]. Ion beam damage and positron 
implantation rates are stored in these 3D voxel matrices for locations inside the sample, and two 
matrices: (1) vacancy concentration from ion radiation damage and (2) positron implantation rate 
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from coincident positron beam are overlaid to calculate how many in-situ monovacancies in a 
single voxel are ‘seen’ by incoming positrons. These calculations can compare theoretical results 
to future experimental efforts combining ion beam irradiation and simultaneous positron 
annihilation spectroscopy. 
 
Even though the positron beam in an experiment is likely coming in at an angle relative to the ion 
beam, the positron implantation profile should overlap the expected damage region from the ion 
beam. Further, it is ideal for the positrons to implant and sample locally within the maximum 
damage region from the ion beam. To do this, the incoming positron beam must be energetically 
narrow relative to the ion beam FWHM so all incoming positrons sample the near-constant dpa 
region. Figure 5.2 shows a 3D representation of the overlap between the incoming beams. Ion 
and positron beam percentages are shown at different x-y positions in the sample, that is, what 
percent of particles from the overall beams will be present at each location. The positron beam 
width is narrower than the ion beam, so positrons will primarily locally sample the damage region 
from the ions. 
 

 
Figure 5.2: 3D representation of overlap between beam intensities from ion irradiation and 
positron implantation. Normalized beam percentages are shown for comparison, or what 
percent of particles from each incoming beam is present at different x-y locations in the sample. 
Ideally, the positron beam intensity profile should be narrow and fit inside the ion beam in order 
for the positrons to sample locally within the maximum damage region left by the ion beam. 

 
The radiation damage in Fe was simulated using the parameters of the tandem ion beam at Los 
Alamos National Laboratory (LANL) Ion Beam Materials Laboratory and standard radiation 
damage rate theory (Equation 1). SRIM-2008 [6] was used to determine the vacancy formation 
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rate from the ion beam. In the SRIM simulations, a displacement threshold energy of 40 eV was 
assumed for Fe [7]. These simulations were run in the full cascade mode. At this point, it is 
important to note that full cascade delivers about a factor of two higher dose rate as the quick 
Kinchin-Pease (K-P) model. The quick K-P model only follows the primary knock-on atom path 
through the material, but the detailed model considers all the secondary knock-on atoms causing 
chains of further displacements within the material. Further, the quick K-P model is the same 
model used in MCNP calculations and is highlighted in the ASTM standard by R. Stoller et al. [7, 
8]. For discussion, one may use the calculation as a guideline and divide the dose rate caused by 
the incoming ion beam by a factor of two for the quick K-P model. In either case, incident 
positrons will sample only a fraction of total damage delivered (~10-3 defects sampled), so the 
differences between detailed cascade and quick K-P model does not change the feasibility of this 
proposed experiment. In order to truly compare the measured defects as a function of dose rate 
to the calculated nonequilibrium surviving defects one would absolutely have to use detailed 
modeling calculations (e.g., MD). 
 
The model characterizes the ion beam intensity (in μA/mm2) using a Gaussian beam profile and 
beam FWHM of 10 mm for incident 2 MeV Fe2+ ions into pure Fe at room temperature, 293.15 K. 
The ion beam intensity is assumed to be the symmetric in the x-y directions, perpendicular to the 
ion beam propagation into the sample (z), and the sample is irradiated to a total fluence of 5.65 
x 1014 ions/cm2. Combining vacancy calculations from SRIM-2008 [6] and the ion beam intensity 
from the LANL beam parameters, the model then calculates the dpa rate (in dpa/s) in the Fe 
sample at different locations inside the sample. The expected vacancy concentration is calculated 
from the standard rate theory calculation (Equation 2.5) using the dpa rate within the sample. 
The expected vacancy concentration is stored as a 3D matrix measuring radiation damage at each 
position inside the sample. This radiation damage cascade matrix was then overlaid with the 
positron implantation rate matrix to calculate a 3D matrix with the observable monovacancy 
concentration ‘seen’ by the positrons, giving the PAS-observable monovacancy concentration at 
each location inside the sample. 
 
The positron implantation rate was simulated using the parameters of the positron beam at the 
Helmholtz-Zentrum Dresden-Rossendorf (HZDR) in Dresden, Germany [9-11] and a Mahkov 
positron implantation profile from literature (Equations 2.7 and 2.9) [12, 13]. The positron beam 
intensity (in positrons/s·mm2) is calculated from a Gaussian beam profile with FWHM of 6 mm 
for a fluence of 106 positrons/s. Similar to the ion beam, the positron beam intensity is symmetric 
in the x-y directions, perpendicular to the beam propagation (z).  
 
The positron implantation rate is the probability that a positron will be at a particular voxel, or 
that a positron will thermalize at a particular location inside the sample (Equation 2.9), and thus 
be available to interact with a vacancy within a voxel. Again, subsequent migration of the 
positrons was neglected in this analysis. The implantation rate normalized the number of 
positrons found at a particular location within a voxel to the total number of positrons in the 
incoming beam. Finally, the 3D radiation damage cascade matrix was overlaid with the positron 
implantation rate 3D matrix to calculate a 3D matrix of the PAS-observable monovacancy 
concentration at each location inside the sample. This calculation assumes both beam centers 
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are concentric and aligned normal to the sample surface. The average PAS-observable vacancy 
concentration over the entire 3D matrix for each location in the sample is shown in the results. 
 

5.1.3 Results and Discussion of PAS study on non-equilibrium radiation point defects in Fe 
 
The damage profile from SRIM was used to calculate a dpa-dependent vacancy concentration 
using Equation 2.5, and Figure 5.3 shows the vacancy concentration in 4 different planes, or 
slices, of the implanted Fe. The increase in vacancy concentration trend between 0-400 nm from 
the damage profile in the can also be observed here. 
 

 
 
Figure 5.3 (a): Calculated vacancy concentration due to radiation damage cascade in-situ by 2 
MeV Fe2+ ions into Fe. Slices taken at 10, 100, 200, and 400 nm. The ion beam is incoming from 
the (centered at (0,0,0)). Damage increases as depth increases along the center line of the 
sample, as expected in SRIM calculations. (b): Simulated vacancy concentration after 
overlapping positron implantation profile from 16 keV positrons. Slices again taken at 10, 100, 
200, and 400 nm. Damage still increases as depth increases along the center line of the sample, 
but less vacancies are observed by positrons than calculated by SRIM, seen in Figure 5.4a. 

 
Finally, overlaying the expected vacancy concentration and positron implantation profile (Figure 
5.3b) yields the observed vacancy concentration from monovacancy-sampling positrons, the 
expected results of an in-situ experiment accounting for the sampling efficiency and positron 
vacancy interaction as outlined above. The positron implantation profile used in the Figure 5.3b 
was for 16 keV positrons. The decrease in observed vacancy concentration in Figure 5.3b versus 
the calculated vacancy concentration in Figure 5.3a is due to the fact not all monovacancies will 
be sampled by incoming positrons. The model used does not include diffusion of positrons after 
implantation, and positrons may in fact sample more vacancies during diffusion than calculated 
here. However, the same trend of increasing vacancy concentration from 0 – 400 nm along the 
centerline can be seen. 
 

 

(a) (b) 
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The total observed vacancy concentration inside the sample is calculated by summing over 
vacancy concentration in all sample voxels. The simulation ran for 3 cases, one with the ion beam 
off, and the other two with the ion beam on at different beam currents. The observed vacancy 
concentration at different depths was calculated for each case by varying the incident positron 
energy from 2 to 16 keV. Increasing positron energy increases the mean implantation depth, 
sending more positrons to sample deeper into the material [12,13]. With the ion beam off, the 
observed concentration was small, 9.1·10-33, and constant from 2-16 keV. Only thermal 
monovacancies at room temperature were present in the sample without the monovacancies 
from radiation damage. Turning on the ion beam drastically increased the observed vacancy 
concentration inside the sample to 10-4 -10-3 range. In agreement with rate theory [4], at low 
temperatures, the effect of thermal vacancies was determined to be negligible. 
 
Simulated vacancy concentrations as a function of incoming positron energy for the two cases 
with the ion beam on are plotted in Figure 5.5. A trend of increasing vacancy concentration as a 
function of depth matches the SRIM damage cascade results in Figure 5.4, which is in good 
agreement with the 2 MeV damage simulations. Simulating the same experiment for a higher 
dpa case (an order of magnitude greater beam current) yields an increase in vacancy 
concentration, and the increase in vacancy concentration at higher depths inside the sample 
means the peak in the damage cascade around 500 nm becomes more pronounced. The vacancy 
concentration increases significantly when irradiated to 0.06 (high) dpa as compared to the 
defect concentration when the dose was decreased one order of magnitude to 0.006 (low) dpa. 
A future in-situ experimental setup could cycle the ion beam off after some time and measure 
the decay of the radiation damage monovacancies. 
 

 
 
Figure 5.4: MATLAB simulated positron-observable monovacancy concentration as a function 
of dose, obtained by varying the incident sampling positron energy from 2-16 keV. 
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There are limits to the positron implantation and damage cascade simulation techniques used 
here. Positrons diffuse back to the surface and can form positronium, relevant for positron 
energies below 2 keV [14]. Second, the damage cascade simulates dpa rate, but only the 
formation of monovacancies without other extended defects such as divacancies, large vacancy 
clusters, or dislocation loops. Extended defects were not modelled in the PAS simulations here 
that are seen in previous ex-situ TEM results [15, 16] after the damage cascade. Even in the 
simulated high dpa case, the saturation limit of positron trapping may even be reached (about 
1·10-3), and in saturation positrons only detect the defect type with highest positron trapping 
rate. Future investigations should focus on resolving different trapping sites with PAS. 
 
Despite these limits, the in-situ computational model in this work shows the effectiveness of PAS 
in capturing small vacancies associated with ion irradiation. The pulsed, variable energy positron 
beam allows one to use positrons for in-situ ion irradiated samples, a new ability in providing 
quantitative description for their density even in the case of positron trapping at monovacancies. 
Monovacancies are among the smallest defects, too small to observe with TEM, but are the 
embryos for larger vacancy clusters, dislocation loops, and voids. Observing increases in 
monovacancy concentration from the damage cascade offers new insights on the fundamental 
evolution and growth of larger defects. Positron spectroscopy is promising, non-destructive tool 
for the investigation of the damage cascade in-situ, and its effectiveness can even be seen when 
compared to ex-situ PAS of larger defects after the end of the damage cascade. 
 
The promise of the in-situ technique for coincident ion irradiation and PAS is to directly observe 
the damage cascade in a way not previously possible. Studying the fundamental Frenkel-pair 
creation for vacancies in radiation damage is highly important and has been modelled in this 
work, but the full validation of standard rate theory cannot be entirely investigated without 
combining simultaneous PAS and ion irradiation in-situ experimentally. Monovacancy creation 
during ion irradiation, survival rate after radiation, and agglomeration of vacancies to extended 
defects can be studied by further developing the PALS and DBS techniques demonstrated here. 
 

5.1.4 Conclusion 
 
This theory and simulation result shows the effectiveness of PAS both in capturing small 
monovacancies associated with ion irradiation and in providing quantitative description for their 
size and density even in the case of saturated positron trapping at defects. Pulsed, variable 
energy positron beams allow for nondestructive investigations of radiation damage featuring 
small defects. Combining ion-irradiation and PAS techniques experimentally uniquely should 
allow one to probe the size and distribution of small defects as a function of dose in-situ. 
 
Monovacancy concentration was shown in MATLAB simulation to increase in-situ with increasing 
dpa; however, surviving monovacancies ex-situ may not directly be detected as Fe 
monovacancies are unstable and often highly mobile unless trapped at impurities. The promise 
of using PAS techniques for additional in-situ studies for probing monovacancies and evolution 
of extended defects is demonstrated here because monovacancies are too small for ex-situ TEM 
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studies and unstable outside of the radiation damage cascade. Investigating monovacancy 
evolution in-situ is highly important, because they are embryos for larger, stable extended 
defects during and after irradiation such as vacancy clusters or voids. 
 

5.2 Experimental PAS study of non-equilibrium radiation point defects in Si 
 

5.2.1 Introduction to the importance of PAS for non-equilibrium radiation point defects in Si 
 
Studies observe extended effects of radiation damage, but do not directly observe understanding 
the non-equilibrium defects from the damage cascade which drives the development of 
extended effects. The survival of defects is a dynamic problem, so experimental verification of 
either the displacement damage or its evolution has proven to be difficult. In-situ techniques 
must be employed to experimentally quantify and verify the evolution of the damage cascade. 
While experimental facilities with monoenergetic positron beams are limited, previous studies 
have demonstrated the usefulness of ex-situ VEPAS for studying surviving vacancy-type defects 
in ion-implanted and irradiated materials. [17]. Section 5.1 sought evidence that in-situ PAS 
investigation of defect evolution was indeed feasible. Section 5.2 is an experimental study of in-
situ VEPAS during ion irradiation featuring 5 keV He+ in silicon. 
 
Silicon was chosen because it’s defect dynamics at low doses are well-studied, mostly due to 
prolific use of ion implantation in the semiconductor industry. In addition, silicon wafers provide 
readily available defect free substrates for investigating contrasts with ion-induced defects. Ion 
implantation is one of the most important processing tools in Si integrated circuit technology, 
especially for dopant ions. The passage of an energetic ion (e.g., a dopant ion) through the Si 
lattice initiates a sequence of displacement events that leads to defect production and, at 
sufficiently high doses, to the crystal-to-amorphous (c-a) transformation of the irradiated area. 
This transformation is critically dependent on the irradiation parameters [18] and is controlled 
by a competition between damage accumulation and dynamic annealing. [1-3] The mass of the 
irradiating ion species, [18,19] the temperature of the substrate, [1,3] and the dose [1,20] and 
dose rate [1-3] of the irradiation all play an interdependent role. There are several experimental 
and simulation studies on the amorphization of Si after ion implantation, but mainly focused on 
investigating the surviving defects after the damage cascade or determining a phase 
transformation [21-23]. This experiment probes the evolution of ion implantation defects during 
the damage cascade, in-situ, which are ultimately responsible for the surviving defects so often 
under investigation. 
 

5.2.2 Methods and sample preparation used to study non-equilibrium radiation point defects in Si 
 
Commercially available n-type Si wafer defect free crystals were used to increase the contrast 
between defects induced via ion irradiation. VEPAS measurements were performed at the 
positron facility in the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) in Dresden, Germany. 
Doppler broadening variable energy positron annihilation spectroscopy (DBS) measurements 
have been conducted at the apparatus for in-situ defect analysis (AIDA) [9, 10, 11] of the slow 
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positron beamline (SPONSOR) [9]. Positrons were implanted into each sample with discrete 
kinetic energies Ep in the range between 0.05 and 10 keV, which allows for depth profiling from 
the surface down to about 650 nm. Before performing any experiments with the ion beam, a 
characterization of the bulk Si was done with VEPAS, using positron energies from 0.5 – 10 keV. 
These results were compared after the beam cycling experiment and subsequent sample 
exposure to oxidation to characterize overall changes in sample structure during the experiment. 
A schematic of the experimental setup is given in Figure 5.5. 
 
In order to measure the non-equilibrium vacancy defect survival, VEPAS was performed before 
and during ion irradiation for 30-minute intervals. This irradiation-measurement iteration pattern 
was performed 3 times to allow for relaxation of non-equilibrium defects. The objective was to 
observe how the open-volume defects from radiation damage change the S-parameter during 
and after ion irradiation. Depth-resolved positron measurements were taken for 30-minute 
intervals at Ep=2.45 keV (about 200 kcnts at 511 keV peak) before (bi) and during (di) Si irradiation, 
where i is the irradiation iteration step. The ion irradiation implanted 5 keV He+ with Iion = 100 nA. 
3 irradiation steps were performed. After the last irradiation, a DB-PAS measurement was taken 
at Ep=2.45 keV, labeled “after” (a). 
 

 
 

 
 

Figure 5.5: Schematic of the experimental setup featuring coincident ion and positron beams 
with HPGe detector. 

 
Thermalized positrons have very small momentum compared to the electrons upon annihilation, 
a broadening of the 511 keV line is observed mostly due to momentum of the electrons, which is 
measured with one or two high-purity Ge detectors (energy resolution of 1.09 ± 0.01 keV at 511 
keV). This broadening is characterized by two distinct parameters S and W defined as a fraction 
of the annihilation line in the middle (511 ± 0.70 keV) and outer regions (508.56 ± 0.30 keV and 
513.44 ± 0.30 keV), respectively. 
 
The He+ ion gun used for irradiation was a Kaufman type with defocused beam area to about 5 
mm beam diameter and the ion current up to 1 mA. The highest ion implantation energy available 
was used, 5 keV, in order to drive the ions as deep into the sample as possible as to minimize 
surface effects. The positron implantation energy was chosen to be at the maximum of the ion 
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implantation depth. Unfortunately, as of today no higher energy ion source is available at the 
positron facility. 
  
Ideally, all implanted positrons would sample defects created by incoming ions, so both the ion 
and positron implantation profiles were simulated to find maximum overlap. The ion 
implantation depth profile was simulated using SRIM [6]. The beam fluence to damage 
conversion is based on SRIM Monte Carlo code simulations using the K-P mode with a 
displacement threshold energy of 40 eV for all the elements involved. The Mahkov positron 
implantation profile was simulated for positron energies (Ep) from 2.45 keV in Si. Figure 5.6 shows 
the overlapped ion and positron implantation profiles. A small maximum at Ep ≈ 3 keV was found 
after irradiation overlaps with ion damage distribution, so Ep = 2.45 keV was chosen for the in-
situ measurements, as seen in Figure 5.6. 
 

  

 
Figure 5.6: Ion implantation damage profile calculated from SRIM (shaded in gray) and 
positron implantation profile at 2.45 keV (black). The maximum overlap between positron 
implantation and ion damage was found at Ep = 2.45 keV, which determined the positron 
energy for the in-situ measurements. 

 
After in-situ DBS, variable energy positron annihilation lifetime spectroscopy (PALS) 
measurements were conducted on two Si samples at the Mono-energetic Positron Source (MePS) 
beamline at HZDR, Germany [9, 10, 11]: one pristine and the post-irradiation Si sample. The MePS 
beamline is the end station of the radiation source ELBE, (Electron Linac for beams with high 
Brilliance and low Emittance) at HZDR (Germany) [10, 11] featuring a digital lifetime CrBr3 
scintillator detector 51 mm diameter (2”) and 25.4 mm length (1”) coupled to a Hamamatsu 
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R13089-100 PMT with a µ-metal shield and housed inside a solid Au casing with a homemade 
software employing a SPDevices ADQ14DC-2X with 14 bit vertical resolution and 2GS/s horizontal 
resolution and with a time resolution function down to about 0.205 ns. [24] The resolution 
function required for spectrum analysis uses two Gaussian functions with distinct intensities 
depending on the positron implantation energy, Ep, and appropriate relative shifts. All spectra 
contained at least 107 counts. For discussion on sources of uncertainty in data acquisition and 
analysis, please refer to the previous Section 4.1.1.  
 

5.2.3 Results of PAS study of non-equilibrium radiation point defects in Si 
 
DB-PAS measurements were recorded during each irradiation iteration step with the ion beam 
either on or off. The results are shown in Figure 5.7, featuring S-parameters from each 30-minute 
DBS VEPAS acquisition at Ep = 2.45 keV (about 200kcnts at 511 keV peak) before (bi) and during 
(di) irradiation, where i, is the irradiation iteration step. The relative increase of S-parameter 
during irradiation steps suggests development of defects. Furthermore, monovacancies have 
been found to be unstable in Si, so the formation of more stable divacancies [25] was assumed, 
then further confirmed by PALS. The most important finding is the increased S-parameter values 
during each irradiation step with the ion beam on (di) compared to the measurements before an 
irradiation step (bi) with the ion gun disabled, which visualizes most probably small fraction of 
non-equilibrium vacancies. 
 

 
Figure 5.7: S-parameters from 30-minute DBS VEPAS acquisition at Ep=2.45keV (about 200kcnts 
at 511keV peak) before (bi) and during (di), where i, is the irradiation iteration step. For all 
irradiation steps, Iion=100nA. 

 
Previous DBS measurements at Ep = 2.45 keV sampled the peak ion damage from irradiation, but 
other damaged regions in the sample were assessed with VEPAS after last irradiation iteration 
step i = 3. Figure 5.8 shows an increase in S-parameter after irradiation was seen at each positron 
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energy from 0.5 – 10 keV. For comparison in the following discussion, the S-parameter values in 
Figure 5.8 have been normalized to the bulk S-parameter value (SB) for bulk silicon. 

 

 
Figure 5.8: DBS measurements before (black squares) irradiation and after the last irradiation 
iteration step i=3 (red circles). The measurements used a range of positron energies from 0.5 – 
10 keV, and the expected depth from the sample surface sampled is shown as well. The S-
parameter values have been normalized to the bulk S-parameter value for silicon. 

 
For PALS analysis, a typical lifetime spectrum N(t) is again described by Equation 2.11: 
 

 𝑁ሺ𝑡ሻ = σ ቀ
1

𝑖
ቁ Ii exp ቀ−

𝑡

𝑖
ቁ    (2.11) 

 
where 𝑖 and Ii are the positron lifetime and intensity of the i-th component, respectively (ΣIi=1). 
All the spectra were deconvoluted using the non-linearly least-squared based package PALSfit 
fitting software [8] into few discrete lifetime components, which directly evidence few different 
defect types (sizes) [see Figure 5.9]. The corresponding relative intensities reflect to a large 
extend concentration of each defect type (size). In general, positron lifetime is directly 
proportional to defects size, i.e., the larger is the open volume, the lower is the probability and 
longer it takes for positrons to be annihilated with electrons [12, 13, 14]. Positron lifetimes and 
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intensities were measured as a function of positron implantation energy, Ep, or mean 
implantation depth, 〈𝑧〉. 
 

[a] 
 

 

[b] 
 

 
Figure 5.9: PALS analysis for pristine (closed symbols) and He+ irradiated (open symbols) Si 
substrate. [a] The first τ1 (squares) and the second τ2 (circles) lifetime component as a function of 
positron implantation energy and mean positron implantation depth, <z> as well as [b] the lifetime 
components’ relative intensities I1 and I2, respectively. 

 
From PALS results in Figure 5.9, the first 40-50 nm region of the pristine sample is dominated by 
larger vacancy clusters (>5 vacancies [27]), since only a single lifetime component is detected, τ1 
≈ 385 ps (I1 ≈ 99 %). This region likely consists of amorphous native SiO2. In the deeper parts of 
the sample, two lifetime components have been detected, where τ1 is the so-called reduced one 
and τ2 represents a defect component. In this case, the defect component originates in fact from 
the oxide layer, because of a long Si positron diffusion length. Hence, implanted positrons can 
experience partial back diffusion to the surface. It is visible by monotonic change of relative 
intensities: the deeper the implantation, the more (less) intense is the first (second) component. 
Within the measured range, no full bulk annihilation was achieved. After irradiation, the 40-50 
nm depth region is changed completely. The vacancy cluster size increases (τ2 > 400 ps; vacancy 
clustering), and a large number of most likely monovacancies (V1 in Figure 5.9) is introduced τ1 ≈ 
262 ps [28]. It is possible that the oxide layer still exists, but it is likely much thinner. The profiles 
of relative intensities resemble the ion damage profile, especially the τ2 profile. Deeper in the 
irradiated sample, a signature of divacancies (V2) or slightly larger defects is found [27]. This 
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divacancy signature found in PALS agrees directly with the DBS results in which divacancies are 
also observed as the major defect fraction. 
 

5.2.4 Discussion of PAS study of non-equilibrium radiation point defects in Si 
 
Even though the incoming positrons only sample a small fraction of defects in the material, the 
difference in defects present with the ion beam off (bi) versus on (di) is detectable and 
measurable, as seen in Figure 5.7. In addition to the increase in S-parameter after each 
irradiation, the difference in S-parameter between beam on/off seems to decrease with each 
iteration step, suggesting buildup of defects in the Si-bulk. This apparent defect buildup brought 
concerns of Si amorphization, that is, the additional dose received might have affected the 
underlying Si bulk crystal structure. 
 
Note the dose per 30-minute irradiation is 9.8*1014 ions/cm2. Figure 5.7 shows the S-parameters 
of each irradiation step as a function of dpa delivered, but the total dose delivered to the sample 
is an order of magnitude less than the figure cited by molecular dynamics study as the threshold 
for Si amorphization at 8*1016 ions/cm2. [29]. An experimental Si amorphization study also 
suggests expecting limited amorphization because of recombination of point defects and surface 
annihilation from doses with light ions at low energies. [29-32] From SRIM, this incoming dose 
can be used to calculate overall dpa level. From each 30-minute irradiation, about 0.11 dpa was 
calculated to be expected. 
 
Considering the existing DFT calculations (local-density approximation scheme with the Boronski 
and Nieminen enhancement) [28] of defect states in Si a change of the S-parameter with respect 
to its bulk value (SB) corresponding to a monovacancy is S/SB ≈ 1.018. For a divacancy S/SB ≈ 1.045 
is expected. The final in-situ S value after irradiation from the experiment lays between these 
two defect states indicating that the maximum cluster size is divacancy. In addition, the PALS 
divacancy signature agrees directly with the DBS results in which divacancies are also observed 
as the major defect fraction. 
 
This study was limited to in-situ DBS due to the fact that the in-situ capability is only available at 
HZDR today, which can only measure relative changes in defect concentration, as opposed to 
PALS, which can quantify absolute changes. Future experiments should investigate the changes 
in absolute non-equilibrium defect population under irradiation and annealing. In-situ 
investigation under combination of extreme environments will promote understanding of non-
equilibrium defect contribution to extended deformation effects of materials under corrosion, 
pressure, or stress. 
 
The study was also limited by the range of ion implantation (peak range of approximately 100 
nm) due to experimental limitations. Shallow ion implantations complicate analysis because of 
surface effects that are present within 100 nm, especially the positron implantation distribution 
superimposed with at least partial back diffusion of positrons to the surface. In the future, deeper 
ion implantations must be performed in order to combat the effect of diffusion and formation of 
positronium or other surface effects. 



 
 

92 

 

5.2.5 Conclusion 
 
The effect of non-equilibrium defects from radiation damage in Si was investigated by in-situ 
depth-resolved DBS measurements during ion irradiation. Cycling the ion beam on and off 
allowed for investigation of non-equilibrium defect population during and after irradiation with 
positron spectroscopy. Significant increases in the defect population were observed as S-
parameter values during irradiation (ion beam ON) were higher compared to after irradiation 
with the ion gun disabled (OFF), which indicates the presence of small fraction of non-equilibrium 
vacancies. The decreases in S-parameter after turning the ion beam off highlighted the 
importance of in-situ measurements for capturing relaxation of the non-equilibrium vacancies 
induced by irradiation.  
 
From the absolute S-parameter increase the defect states were evaluated as mixture of mono- 
and bi-vacancies. Shallow ion implantation and DBS measurements limited this study to relative 
investigation of defect population, but in the future, in-situ PALS with irradiation could quantify 
true defect populations of non-equilibrium vacancies. Further in-situ studies are needed to 
understand the true defect concentration of materials during irradiation, as that will drive the 
materials’ response in a number of contexts, including irradiation environments with added 
corrosion, pressure, or stress. 
 
At the time of writing, only Los Alamos’s Ion Beam Materials Laboratory and Dresden’s HZDR 
facility are completing construction and testing of in-situ PAS beamlines, with schematics shown 
in Figures 5.10 and 5.11. Their designs feature coincident ion and positron beam in which 
positrons are incident on a sample that is simultaneously bombarded with an ion beam, providing 
non-destructive quantification of non-equilibrium and transient defects as they are produced. 
The experimental capabilities of these facilities needs to be expanded upon in order to verify 
theory, measurements, and simulations of the radiation damage cascade. 
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Figure 5.10: Los Alamos in-situ positron annihilation spectroscopy (iPAS) beamline built 
featuring the VARIAN and TANDEM ion accelerators. The final design will have 3 beams 
converging on a single target chamber. [33] 

 
 

 
Figure 5.11: HZDR in-situ positron annihilation spectroscopy beamline under construction 
featuring an ion source with a 4-point resistance probe (for resistivity measurements). [34] 
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6. Discussion 
 

6.1 Impact 
 
To date, most studies used ex-situ testing methods to evaluate defects, which limited 
understanding of the nonequilibrium defects present during irradiation. Chapter 2 reviewed the 
current understanding of radiation-induced and oxidation-driven defects, which concluded that 
ex-situ experiments lack a direct relationship to the damage cascade from irradiation and rarely 
investigate fundamental point defects. This prevents truly predictive modelling and informed 
decision-making for material design in nuclear environments. In recent years, efforts have been 
made to analyze defect formation in-situ, allowing for direct, nondestructive observation of 
atomic-scale, short-lived nonequilibrium defects via PAS. The work in this dissertation looked 
comprehensively at the small, vacancy-type point defects responsible for radiation damage 
effects in different reactor environments. As for oxides defects, other modelling and 
experimental techniques have tried to capture defect behavior during oxidation, but 
experimental verification of small point defect behavior remained elusive. This dissertation also 
looked comprehensively to identify oxidation defects which are responsible ultimately for 
controlling the rate of corrosion in nuclear structural materials. A summary of the experimental 
and modelling efforts on point defects in this dissertation is described below. 
 

6.1.1 Rate Theory 
 
First, combining rate theory and PAS simulation allowed for observation of small monovacancies 
associated with ion irradiation. Monovacancy concentration was shown in simulation to increase 
in-situ with increasing dpa; however, surviving monovacancies ex-situ are difficult to detect. In 
MATLAB [1], the simulation combined in-situ Fe2+ ion beam irradiation and positron annihilation 
spectroscopy on pure Fe with Wiedersich rate theory [2] and a K-P model [3] of radiation damage 
in SRIM [4]. The nonequilibrium monovacancy defects were simulated to be observable with 
PALS, and in-situ vacancy concentration showed an increase with increasing dpa. Furthermore, a 
follow-up ex-situ PAS experiment on irradiated Fe confirmed the instability of monovacancies 
outside the damage cascade. Irradiation of single crystal and polycrystal Fe revealed only a small 
fraction of surviving monovacancies ex-situ. The two defect lifetimes measured after irradiation 
corresponded to large vacancy clusters and another lifetime component in between the bulk and 
monovacancy concentration – but close to the dislocation lifetime [5,6]. This confirmed the 
instability of the Fe monovacancy outside of the damage cascade, and how these vacancies do 
coalesce to form rather large vacancy clusters (> 15 vacancies) in Fe [6]. These two studies 
together started to probe at rate theory considerations, but an in-situ experiment was still 
necessary to probe the damage cascade and rate theory predictions directly. 
 
The ion beam cycling experiment was the most direct test of rate theory considerations among 
the work presented in this dissertation. Cycling ion beam irradiation onto a silicon wafer led to 
detectable changes in positron trapping signal. Significant increases in the defect population 
were observed as S-parameter values during irradiation (ion beam ON) were higher compared to 
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after irradiation with the ion gun disabled (OFF), which indicates the presence of small fraction 
of non-equilibrium vacancies. This experiment confirmed two things. First, nonequilibrium 
defects present during a radiation cascade should be measurable and detectable with PAS. This 
is in line with previous experiments by Iwai and Tsuchida et al. on in-situ ion beam irradiation in 
Ni. [7] The investigation showed these nonequilibrium vacancies are indeed unstable, and they 
could be annihilated at strong defect sinks such as grain boundaries or via recombination with 
freely migrating interstitials during irradiation. Second, rate theory predications of 
nonequilibrium defect population can also be tested with PAS. However, the type of positron 
spectroscopy used in the study, Doppler-broadening, does not allow for quantitative 
measurements of the absolute defect concentration. Lifetime spectroscopy needs to be utilized 
as a measurement tool in order to directly make comparisons to or verify rate theory. 
 

6.1.2 Oxidation 
 
Defect behavior during irradiation and corrosion was also investigated on structural nuclear 
reactor materials with PAS, namely Fe and Cr, albeit ex-situ. The second aspect of this dissertation 
was to expand the capability of PAS to study nuclear material structural oxides. Doppler 
broadening spectroscopy can be developed to infer overall vacancy-type defect concentrations 
from oxidation. PAS is extremely helpful when investigating irradiated oxides, especially in 
isolating the effect of oxidation versus irradiation on vacancy-defect population. In this way, 
novel PALS observations of aged oxide layers were developed to measure predominant defect 
types and defect dynamics from irradiation on oxidized materials. While this dissertation 
references prior knowledge about oxide layers from literature electrochemical studies of 
semiconductors, this work is primarily focused on point defect behavior during oxide growth, not 
the corrosion mechanism or defect transport within different layers of the oxide. 
 
Chapter 5 showcases the usefulness of PAS characterization to evaluate defects’ evolution during 
growth of Cr and Fe oxide layers. Combining defect analysis from positron annihilation 
spectroscopy with electrochemical techniques such as Mott-Schottky analysis allows a 
comprehensive view on the defects in thermally grown oxides. 
 
In chromium, it was found that, while the oxide layer grown in air at 700oC increases in thickness 
as a function of oxidation time, the defect density is greatly reduced. Figure 6.1 shows the Cr-
oxide growth process and the vacancy clusters. PAS observed lower defect densities in 5 days air 
oxidized chromium than in the 24-hour sample, indicating annealing of defects in the oxide layer 
as the oxide layer grows. 
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Figure 6.1: Schematic of Cr-oxide layer growth and large oxide defects annealing over time. 
 
 
By interpreting PAS results with prior electrochemistry results, the most likely predominant 
defects were identified as oxygen interstitials or chromium vacancy cluster complexes. This 
confirms the growth process for Cr2O3 is dependent on the transport of oxygen interstitials and 
chromium vacancy clusters. This is important because chromium is a major alloying element in 
stainless steel, often utilized for its passivating oxide layer’s corrosion protection. The identify 
and nature of predominant point defects in Cr2O3 has been debated for decades in contrasting 
results from theory, modelling, and experiment efforts. This effort sought to shed light on the 
nature of vacancy-type defects with PAS and is supported by other previous electrochemical 
efforts [8-13] and MD simulations of point defect migration energies [14-17]. 
 
In Fe-oxide, the nature of point defects is more complicated than chromium oxide because of the 
stoichiometric and microstructural differences in the Fe-oxide series, relative to single phase, 
corundum structure Cr2O3. Again, the basic oxide structure is important to passivity, the defects 
inside the oxide films also play a critical role for its protective properties [18, 19].  
 
Two major variables were tested for oxide defect behavior: oxidation temperature and oxidation 
time. Different oxidation temperatures result in different oxides, as well as overall differences in 
positron trapping behavior. Oxidation at 400oC yields mainly Fe3O4, but 600oC and 800oC yield 
mixed oxides with α-Fe2O3/FeO/Fe3O4. [20, 21] On the other hand, oxidation time increases show 
a consistent decrease in defects, measured in decreases in the S-parameter and average positron 
lifetime. This suggests the annealing of large defects from older oxide layers, as shown in Figure 
6.2 below. 
 

 
 
Figure 6.2: Schematic of Fe-oxide layer growth and large oxide defects annealing over time. 
Oxides were grown in air at 600oC. 

 
There is a pronounced increase in S-parameter (and defect level) in the sample at the Fe3O4/Fe 
metal-oxide interface in the irradiated 400oC oxide. Thus, it is very likely that vacancies may 
accumulate at metal/oxide interface, but this requires further corroboration by other techniques, 
such as TEM and APT. 
 
In addition, irradiated oxides allowed for investigation of the coupled effects of irradiation and 
oxidation. The coupled impacts of irradiation and oxidation are directly relevant to the coupled 
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radiation and oxidizing environments experienced by nuclear reactor materials. Overall, PAS 
suggests that 0.06 dpa proton irradiation at room temperature increases the average vacancy 
concentration for all irradiated materials. Furthermore, the rise in vacancy concentration for the 
irradiated oxides may be partially related to the accumulation of vacancies at the metal/oxide 
interface. Irradiation also has an impact on the defect sizes in the oxide. At lower temperatures 
400oC, irradiation reduced the size of vacancy clusters, whereas an opposite effect was observed 
at 600oC and 800oC with evidence on the formation of vacancy clusters. This suggests it may be 
easier to form vacancy clusters from irradiation depending on the grown oxide. At the same 
irradiation level, Fe3O4 vacancy clusters in 400oC form less readily than Fe3O4 vacancy clusters at 
600oC and Fe2O3 vacancy clusters in 800oC. This is shown in a comparison schematic in Figure 6.3. 
 

[a]

 
[b] 

 
[c]

 
 
Figure 6.3: Schematic of Fe-oxide layer defects after irradiation at different temperatures. At 
400oC, irradiation reduced the size of vacancy clusters; whereas an opposite effect was 
observed at 600oC and 800oC with evidence on the formation of vacancy clusters. 

 
Oxide defects are primarily determined by which oxide is grown at what temperature, because 
as the oxide grows thicker with time and closer to thermal equilibrium, there are not large 
changes in relative defect concentration. The main effect of ageing oxides is the stabilizing of 
defect sizes. However, irradiation seems to dominate thermal oxide defects, introducing an 
overall number of nonequilibrium defects that then dominate and stabilize within the oxide.  
This suggests it may be easier to form persistent, surviving vacancy clusters from oxide 
irradiation nonequilibrium defects rather than metal/oxide interface nonequilibrium defects. 
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6.1.3 Conclusion 
 
Radiation damage induces a state in matter that is far from equilibrium. The addition of corrosion 
increases the complexity of the nonequilibrium problem. Chemical species from corrosion couple 
with defects produced under irradiation, leading to different microstructural responses from the 
multitude of competing transport rates from nonequilibrium defects in the material. Thus, there 
is a continual need to advance understanding of these coupled effects to ultimately predict 
material response and enable the design of new materials that can better withstand these 
combined extreme conditions. The work in this dissertation advances toward a predictive 
understanding for how point defect transport can drive radiation damage and corrosion. 
 
Positron spectroscopy is a useful tool to probe the size and distribution of small defects as a 
function of dose or oxidizing environment, and consequently, PAS was chosen as the primary 
investigative tool in this dissertation. PAS can detect monovacancies that are too small for ex-
situ TEM studies and unstable outside of the radiation damage cascade. Investigating 
monovacancy evolution in-situ is highly important, because they are embryos for larger, stable 
extended defects during and after irradiation such as vacancy clusters or voids. PAS can also 
investigate point defects as a complementary technique to electrochemical techniques or APT 
studies in oxides.  
 

6.2 Gaps and Future Work 
 
The experiments and discussion thus far have provided unique insight to defect studies on 
materials in reactor environments using PAS. However, there are still several ways for 
improvement and expansion of the resolved findings. The following list explores these 
considerations. 

● All PALS results benefit from supporting modelling work to estimate lifetimes of 
investigated defect states. In order to fully characterize the defects under observation, it 
has been suggested before to develop an advanced trapping model and to create of a 
database of positron parameters. With an advanced model, one could consider extracting 
more quantitative information about the defect density and defect size in conventional 
and novel materials from previous PALS experiments. [22, 23] 

● All test cases would also benefit from continued defect characterization. Alternative 
methods such as TEM, Raman spectroscopy, and XRD could be useful to further quantify 
larger extended defects. Additionally, in-situ TEM [24] can be employed to replicate the 
efforts of in-situ PAS and quantify the evolution of larger defect populations, including 
not just dislocations and vacancy-type defects. 

● In systems in which the predominant point defect population is positively charged or 
driven by interstitials, PAS is a limited investigation technique. For example, models of 
oxide growth in nuclear materials have centered on anion/cation mobility. In complex 
environments like these featuring interstitials or cations, PAS may only provide 
supporting evidence rather than a deciding argument on which point defect population 
drives film growth. [22, 23] 
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● There is significant opportunity for the advancement and expansion of PAS methods to 
other composite and alloy systems as well as varying environmental conditions. The work 
in this dissertation was limited to simple oxides, but future work could consider 
investigating point defects in Fe-based alloys such as steels. As for environmental 
conditions, In-situ PAS measurements during combined irradiation corrosion conditions 
(simulating the coupled conditions in a reactor environment) can reveal the combined 
effect of irradiation/corrosion on the material microstructure on an atomic scale that 
cannot be obtained from even current in-situ TEM investigations. 

● To further improve the time scale of in-situ measurements, it is critical to develop 
positron facilities with higher beam intensities to enable data collection on the 
nanosecond time scale and develop in-situ measurements of atomic defects on nanoscale 
time scale. Advancing positron detection would also enhance the spectroscopy accuracy 
at determining defect type and behavior in nuclear materials research. For instance, 
further improvements in the timing resolution of PALS spectrometers would greatly 
advance PAS capability in defect sampling and characterization. 

● Lastly, the development of more in-situ radiation damage positron facilities around the 
world would dramatically improve the understanding of the radiation damage cascade. 
At the time of writing, only Los Alamos’s Ion Beam Materials Laboratory and Dresden’s 
HZDR facility are completing construction and testing of in-situ PAS beamlines. Their 
designs feature coincident ion and positron beam in which positrons are incident on a 
sample that is simultaneously bombarded with an ion beam, providing non-destructive 
quantification of non-equilibrium and transient defects as they are produced. The 
experimental capabilities of these facilities need to be expanded upon in order to verify 
theory, measurements, and simulations of the radiation damage cascade. 
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7. Summary and Conclusion 
 
Positron annihilation spectroscopy (PAS) techniques including both Doppler broadening 
spectroscopy (DBS) and positron annihilation lifetime spectroscopy (PALS) were employed to 
study irradiation and oxidation effect on vacancies point defects and vacancy clusters. PAS 
provides the ability to directly observe defects, nondestructively with great, versatile control of 
material parameters. The work in this dissertation features ex-situ PAS and in-situ irradiation PAS 
work, although the in-situ experiment was limited to DBS. For future work, it would be 
advantageous to expand the capability of in-situ PAS to utilize more quantitative defect 
characterization with PALS. Nevertheless, the work performed in this thesis contributes to the 
ever-growing applications of PAS for assessing nuclear engineering materials. The key findings 
are summarized as follows: 
 

● With only one major oxide formed, Cr2O3, oxidation growth on chromium in air is 
suggested to be dependent on the transport of oxygen interstitials and chromium vacancy 
clusters. Cr2O3 oxide layer increases in thickness as a function of oxidation time, but the 
defect density is greatly reduced. (Chapter 4) 

● Proton irradiation increases defect concentration in all oxides because irradiation 
introduces non-equilibrium defects into the oxides. (Chapter 4) 

● Defects in an Fe-oxide layer are primarily determined by which oxide is grown at what 
temperature, because as the oxide grows thicker and closer to thermal equilibrium, there 
are not large changes in relative defect concentration. The main effect of ageing oxides is 
the stabilizing of defect size, as irradiation seems to dominate thermal oxide defects. 
(Chapter 4) 

● Irradiation is known to create stable vacancy clusters in Fe, but grain boundaries prevent 
vacancy clusters from forming as monovacancies annihilate with existing grain 
boundaries. Grain boundaries prevent large vacancy clusters from forming in polycrystal 
Fe. (Chapter 4) 

● Combining rate theory and PAS simulation allowed for observation of small 
monovacancies associated with ion irradiation. Monovacancy concentration was shown 
in simulation to increase in-situ with increasing dpa; however, surviving monovacancies 
ex-situ may not directly be detected as Fe monovacancies are unstable and often highly 
mobile unless trapped at impurities. (Chapter 5) 

● Cycling the He+ ion beam on and off allowed for investigation of non-equilibrium Si defect 
population during and after irradiation with positron spectroscopy. Significant increases 
in the defect population were observed as S-parameter values during irradiation (ion 
beam ON) were higher compared to after irradiation with the ion gun disabled (OFF), 
which indicates the presence of small fraction of non-equilibrium vacancies. (Chapter 5) 
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