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ABSTRACT: Grounded in the technology–organization–environment (TOE) frame-
work, we develop a research model for assessing the value of e-business at the firm
level. Based on this framework, we formulate six hypotheses and identify six factors
(technology readiness, firm size, global scope, financial resources, competition in-
tensity, and regulatory environment) that may affect value creation of e-business.
Survey data from 612 firms across 10 countries in the financial services industry were
collected and used to test the theoretical model. To examine how e-business value is
influenced by economic environments, we compare two subsamples from developed
and developing countries. Based on structural equation modeling, our empirical analy-
sis demonstrates several key findings: (1) Within the TOE framework, technology
readiness emerges as the strongest factor for e-business value, while financial re-
sources, global scope, and regulatory environment also significantly contribute to
e-business value. (2) Firm size is negatively related to e-business value, suggesting
that structural inertia associated with large firms tends to retard e-business value.
(3) Competitive pressure often drives firms to adopt e-business, but e-business value
is associated more with internal organizational resources (e.g., technological readi-
ness) than with external pressure to adopt. (4) While financial resources are an impor-
tant factor in developing countries, technological capabilities become far more
important in developed countries. This suggests that as firms move into deeper stages
of e-business transformation, the key determinant of e-business value shifts from
monetary spending to higher dimensions of organizational capabilities. (5) Govern-
ment regulation plays a much more important role in developing countries than in
developed countries. These findings indicate the usefulness of the proposed research
model and theoretical framework for studying e-business value. They also provide
insights for both business managers and policy-makers.

KEY WORDS AND PHRASES: business value, cross-country comparison, electronic
business, electronic commerce, financial services industry, firm performance, in-
formation technology investment, technology diffusion, technology–organization–
environment framework.

IN RECENT YEARS, ELECTRONIC BUSINESS1 (e-business) has emerged as one of the
most controversial research areas. Despite the burst of the dot-com bubble, many
companies continue to deploy e-business extensively in their enterprise value chains.
Firms such as Dell, Wal-Mart, Charles Schwab, and Capital One have achieved tan-
gible improvements in operational efficiency and customer intimacy by integrating e-
business into their business models. At the same time, many firms, concerned about
falling behind on the technology curve, engage in e-commerce initiatives without
deriving any business value [4]. Indeed, firms face a series of obstacles in adopting



INFORMATION TECHNOLOGY PAYOFF IN E-BUSINESS ENVIRONMENTS     19

e-business, particularly their ability to transcend significant technical, managerial,
and cultural issues [59]. Puzzled by the mixed evidence, researchers and practitioners
are struggling to determine whether e-business delivers value to firm performance,
and if so, what factors contribute to e-business value.

Although showing recent signs of advancement, much of the existing e-business
literature still relies heavily on case studies and anecdotes, with few empirical data to
measure Internet-based initiatives or gauge the scale of their impact on firm perfor-
mance [39], partly because of the difficulty of developing measures and collecting
data [79]. A more fundamental issue is the lack of theory to guide the empirical work
[75]. So far, the literature has been weak in making the linkage between theory and
measures, let alone subjecting the proposed measures to empirical validation for reli-
ability and validity [64]. Hence, there is a need for theoretical development. In par-
ticular, what is missing in the existing literature is: (1) a solid theoretical framework
for identifying factors that shape e-business value, (2) a research model for studying
the relationships of these factors to e-business value, and (3) empirical assessments
based on a broad data set instead of a few isolated cases.

Our study seeks to reduce these gaps. Key research questions that motivated our
work are: (1) What theory can be used to study e-business value? (2) What factors can
be identified within this theoretical framework? and (3) How would the patterns of
e-business value creation vary across different economic/organizational environments
(e.g., developed versus developing countries)? In particular, prior research argued
that theories developed in the context of mature markets and industrialized countries
need to be reexamined in the context of developing countries [2] because these coun-
tries may have very different economic and regulatory environments [20, 38]. De-
spite the fact that the Internet is a global platform and e-business is an international
phenomenon, most of the existing studies in this area have focused on one country,
predominantly the United States [72]. So far, no international studies have been con-
ducted based on firm-level data from multiple countries. We believe it is important to
add an international dimension to the investigation of e-business value, extending
beyond the United States to encompass the experience of organizations in other de-
veloped and developing countries.

To better understand these issues, we developed a conceptual model incorporating
six factors for assessing e-business value based on the technology-organization-envi-
ronment (TOE) framework [70]. Then we tested this model using survey data from
612 firms in the financial services industry from 10 countries (both developed and
developing). We chose the financial services industry because it was one of the first to
adopt the Internet technologies and to innovate with e-business applications such as
online brokerage, banking, and mortgage lending. The data analysis was performed
by structural equation modeling (SEM). The results identified significant factors shap-
ing e-business value in general, but demonstrated varying patterns across different
economic environments.

Broadly speaking, our study relates to the continued debate on information tech-
nology (IT) payoffs. The amount of empirical research on the business value of IT,
and e-business in particular, has been diverse and yet limited both conceptually and
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methodologically [79]. Kohli and Devaraj [40] and Dedrick et al. [17] have pointed
out opportunities for future IT payoffs research. These include: (1) gathering data
from primary sources; (2) increasing sample size for increased statistical power, and
including small and medium-sized enterprises, which are not included in many major
studies; (3) capturing the actual usage of IT—that is, how IT investment is converted
into assets, resources, and firm performance; and (4) developing process-oriented
dependent variables, especially for studies on the e-business phenomenon. Our study
has incorporated these suggestions into the research design.

Theoretical Foundations

The Technology–Organization–Environment Framework

To gain a comprehensive view on what factors may shape the value of e-business, we
adopt the TOE framework developed by Tornatzky and Fleischer [70].2 The TOE
framework identifies three aspects of a firm’s context that influence the process by
which it adopts and implements a technological innovation: technological context,
organizational context, and environmental context. Technological context describes
both the internal and external technologies relevant to the firm. These include exist-
ing technologies inside the firm, as well as the pool of available technologies in the
market. Organizational context is defined in terms of several descriptive measures:
firm size and scope; the centralization, formalization, and complexity of its manage-
rial structure; the quality of its human resources; and the amount of slack resources
available internally. Environmental context is the arena in which a firm conducts its
business––its industry, competitors, access to resources supplied by others, and deal-
ings with government [70]. These three groups of contextual factors influence a firm’s
intent to adopt an innovation, and affect the assimilation process and eventually the
impacts of the innovation on organizational performance.

Swanson [65] examined the three contexts of the TOE framework and contended
that adoption of complex IT innovations requires a facilitating technology portfolio,
certain organizational attributes such as diversity and sufficient slack resources, and a
strong emphasis on the strategic environment. We extend this theoretical argument to
the e-business environment: e-business is enabled by technology development [39],
requires organizational enablers and may entail necessary business and organization
reconfiguration [7], and may shape (and be shaped by) the strategic environment [41].

The TOE framework has been examined by a number of empirical studies in vari-
ous information systems (IS) domains. In particular, electronic data interchange (EDI),
an antecedent of Internet-based e-business, has been studied extensively in the past
decade. Iacovou et al. [36] developed a model formulating three aspects of EDI adop-
tion––technological factors, organizational factors, and environmental factors—as
the main drivers for EDI adoption, and examined the model using seven case studies.
Their model was further tested by other researchers using larger samples. For ex-
ample, Kuan and Chau [44] confirmed the usefulness of the TOE framework for
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studying adoption of complex IS innovations. After carefully reviewing the academic
literature on IS innovations published in major IS journals, we summarize the rel-
evant studies based on the TOE framework in Table 1. Although specific factors iden-
tified within the three contexts may vary across different studies, the TOE framework
has consistent empirical support. Drawing upon the empirical evidence combined
with the literature review, we believe that the TOE framework is an appropriate theo-
retical foundation for studying e-business.

Our review indicates that the existing literature is mainly focused on technology
adoption. Only a few studies have been done to directly examine how TOE factors
affect the impact of an IS innovation on firm performance. Iacovou et al. [36], using
the TOE framework, found that the impact of EDI on performance was directly af-
fected by its level of integration with other IS and processes. Ramamurthy et al. [57]
posited the impact of EDI on firm performance as the consequence of technological,
organizational, and environmental factors. Their empirical results indicated that the
impact of EDI on operational and market-oriented performance was significantly af-
fected by these factors. Given the relative paucity of research linking TOE factors to
firm performance, we have developed a research model to examine the factors that
may affect e-business value at the firm level. As mentioned earlier, our focus is the
financial services industry, which has received limited attention in the e-business value
literature.

E-Business and the Financial Services Industry

The financial services industry differs in important ways from industries such as
manufacturing or retailing, and its use of IT and e-business technologies reflects those
differences [54]. Financial institutions are linked to customers and each other in an
extensive network of interrelationships that is more complex, reciprocal, and less
linear than traditional manufacturing and retailing industries [52]. There is a primary
market in which customers interact with financial institutions such as retail banks,
insurance agencies, real estate agencies and stock brokers. There is also a larger sec-
ondary market in which those institutions interact with each other and with others
such as mortgage brokers, commercial banks, insurance companies, and investment
bankers [34].

These industry characteristics influence the use of IT. In manufacturing and retail-
ing, IT is used mainly to coordinate the processing and movement of physical goods,
to manage supporting functions such as human resources, accounting and sales and
marketing, and in some cases to buy and sell goods. By contrast, in financial services,
there are no inherently physical goods; even cash, checks, contracts, and other docu-
ments are just forms of information that can be represented digitally. IT is used di-
rectly to store, process, and transport the “goods” in which the industry trades—for
example, loans, stocks and bonds, insurance policies and claims, and real estate trans-
actions [52]. Given its information intensity, the financial services industry is the
largest user of IT among industry sectors; U.S. firms in this industry on average spend
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8 percent of their revenues on IT, compared to 2 percent in retail and 3 percent in
manufacturing [37]. This pattern is similar in other countries as well [42].

The nature of IT in this industry is complex and heterogeneous. On the front end,
IT is used to execute and record customer transactions, whether they are handled in
person, by phone, by electronic funds transfer, or on the Internet. On the back end,
funds are transferred among institutions via electronic transfer systems, such as
Fedwire, CHIPS, and Swift, which handle hundreds of trillions of dollars in transac-
tions yearly. Financial EDI systems are used to support information flows among
institutions. Internal IT systems include a mix of packaged and custom applications
that maintain account records and support internal financial and managerial func-
tions. There is little standardization within and among firms’ internal systems, and
limited use of enterprise resource planning (ERP) systems that are rather common in
manufacturing and retailing industries.3 Some financial firms use ERP modules in
narrow functional areas such as human resources, financial ledgers, and nonfinancial
asset management.

E-business technologies have the potential to add significant value in all of these
areas. Most striking is the potential for Web-based applications to improve customer
service. Loan applications and insurance forms can be filled out, stock trades initi-
ated, bills paid, and funds transferred online with no human interaction required.
Research tools such as mortgage calculators or retirement planning applications can
be made available, and account information can be accessed online. On the back end,
applications based on common Internet standards can enable data sharing across firms
in an industry marked by limited standardization of IT systems. Internally, e-business
applications can likewise improve integration of various proprietary systems to move
toward “straight-through processing,” improving the links between decision (swap,
credit extension, trade) and execution (funds transfer, account updates, settlement
finality).4

To realize the full potential of e-business for value creation, Internet innovations
need to be embedded into existing back-office databases and systems, such as enter-
prise applications and electronic fund transfer (EFT). For example, financial firms
can use Web-based, graphical interfaces to improve the user friendliness of propri-
etary enterprise systems. They also can implement middleware and XML-based stan-
dards to make EDI connections more flexible and to increase the ability of exchanging
invoice and payment documents online with check clearing centers and other bank-
ing institutions.

The financial services industry already has benefited from network-enabled con-
nectivity and interactivity for more efficient information exchange [23] and has expe-
rienced improvement in operating efficiencies and reduction in operating costs.5

Clemons and Hitt [12] demonstrated significant cost savings, owing to electronic
business, in product origination processes and operational activities, such as billing
and document processing, for a variety of sectors ranging from brokerage, mortgage,
and insurance to credit cards. However, adoption of e-business technologies and prac-
tices has been gradual, limited by security concerns, lack of standards, regulations,
and the very complexity of the industry’s network structure [52].
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The Research Model and Hypotheses

A Research Model for E-Business Value

BASED ON THE DISCUSSIONS ABOVE, we believe that the three contexts in the TOE
framework are well suited for studying e-business value. To identify specific factors
within this framework, we conducted a literature review of major IS journals. We
found 51 articles that investigated factors shaping organizational usage of IT and the
consequences. Among these articles, technology infrastructure and competence, firm
size, financial resources, and competition intensity are four of the most commonly
studied independent variables and thus are included in our model.

In addition, we posited two more independent variables—global scope and regula-
tory environment. Although not widely examined in the prior literature, they are criti-
cal for the e-business phenomenon. First, the great connectivity of the Internet enables
firms to operate on a wide scope. This is particularly the case for the financial ser-
vices industry, where most products can be digitized. Leveraging the Internet, firms
in this industry are capable of operating in more markets and providing more services
than before [35]. Second, since transactions in the financial services industry often
involve very sensitive information, an adequate regulatory environment in which
e-business activities can be conducted smoothly and securely is deemed vital [59].
Also, our research design is cross-country in nature, which enables a comparison of
government regulations in different countries. Hence, these two factors are included
in our research model.

Our research model for studying e-business value (see Figure 1) includes six fac-
tors within the three contexts of the TOE framework: technology readiness (as a sur-
rogate for e-business–related infrastructure and organizational capabilities), firm size,
global scope, financial resources, competition intensity, and regulatory environment.
These six factors are hypothesized to affect the impact of e-business on firm perfor-
mance, which has been conceptualized, from a process orientation, as consisting of
three dimensions—impact on commerce with customers, impact on internal opera-
tion efficiency, and impact on coordination with business partners [40].

These three dimensions of e-business value are grounded in the value chain analy-
sis of Porter [55], which has been broadly used in the IS literature to study the busi-
ness value of IT. For instance, Mahmood and Soon [49] developed a comprehensive
model for measuring the potential impact of IT. Their model suggests that IT can help
firms to improve performance along the value chain, on downstream dimensions (e.g.,
by developing products more suited for market demand, and offering better postselling
services), internal dimensions within the organization (e.g., enhancing internal pro-
cess efficiency and employee productivity), and upstream dimensions (e.g., improv-
ing interorganizational efficiency and coordination with suppliers). Following
Mahmood and Soon [49], Tallon et al. [66] decomposed IT business value into down-
stream dimensions (sales support, customer services, and market expansions), inter-
nal dimensions (internal process, internal operation, and staff productivity), and
upstream dimensions (coordination with suppliers and business partners).
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Our study extends these notions to the e-business environment, as e-business may
have impacts on all three value chain processes. With richer information about down-
stream markets, e-business can improve firms’ responsiveness to market dynamics
[68] and help firms to expand sales channels and improve customer relationships
[45]. Inside the organization, e-business has the potential to improve staff productiv-
ity and operational efficiency when complementary resources exist [10, 12]. Upstream,
the broad interactivity and connectivity of the Internet can facilitate firms’ coordina-
tion with business partners and reduce transaction costs [50]. In particular, major
value chain activities in the financial services industry feature information transac-
tions (with customers and business partners) or information processing (within firms),
both of which can be enhanced and made more efficient by the Internet [12, 23].
These prior studies motivated us to theorize e-business value on these three dimen-
sions along the value chain. The operationalization of this construct will be discussed
in the empirical section. Next, we will form hypotheses corresponding to the six TOE
factors.

Hypotheses

Technological Context

Given its technology-driven nature, whether e-business can create value would heavily
depend on the extent to which firms efficiently use the Internet technologies, and
more importantly, on their ability to effectively convert the Internet technologies into

Figure 1. A Research Model for E-Business Value Based on the TOE Framework
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capabilities [19]. We develop a construct—technology readiness—to capture the ac-
tual usage of the Internet by financial firms. This construct incorporates three dimen-
sions: (1) technologies in use, (2) Web site functionality at the front end, and
(3) back-office integration within and beyond the firm’s boundary.

On the front end, customer-facing Web site functionalities help firms provide real-
time information to consumers, update product/pricing offerings, and facilitate self-
service via online account management and research tools, thereby improving customer
services and expanding revenue sources (called the “single customer view” in the
financial services industry). Certain unique sources of e-business value, such as nov-
elty and lock-in [61], originate from initiatives at the front end.

On the back end, while financial service firms have been using various ITs for a
long time, the connectivity and open-standard data exchange of the Internet help
improve compatibility of the legacy systems and achieve data integration among vari-
ous databases so as to provide integrated accounts for customers (“single-customer
view” in the financial services industry). Given the information-intensive nature of
the financial services industry, it is particularly critical for firms to pursue informa-
tion integration on the back end, thereby unleashing the hidden value of disparate
information sources.

Hence, front-end functionality and back-end integration are important for e-busi-
nesses to create value, yet they have to be built on common technologies in use such
as intranet, extranet, EDI, and EFT. E-business is often built upon existing enterprise
systems (such as ERP) and transaction databases inside the firm and fund transfer
systems among financial institutions. Therefore, combined together, the three dimen-
sions—technologies in use, Web site functionality, and back-end integration—reflect
the extent to which the firm’s technologies are ready to create value for conducting
financial services. These three dimensions are significantly linked with each other
and are consistent with our earlier definition of e-business. That is, Web site function-
ality represents ways to conduct transactions and offer services; back-end integration
enables information processing within the firm and coordination with business part-
ners; and the Internet-related technologies in use provide the means to support
e-business initiatives on the front end and back end.

Technology readiness is critical for e-business value in the financial services indus-
try. We have pointed out earlier that firms in this industry are required to offer person-
alized and integrated customer services [59]. A tight connection between front-end
data generated via Web applications and back-end processes can result in streamlined
data integration and consistent customer services [12]. Conversely, offering integrated
services requires frictionless connections among heterogeneous databases and tech-
nologies serving various business processes. This discussion leads to the following
hypothesis:

H1: Technology readiness is positively associated with e-business value.

Organizational Context

Firm size is one of the most commonly studied factors in the innovation literature
(see Damanpour [14] for a meta-analysis). In our study, firm size is defined by the
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number of employees in the firm, which is deemed appropriate for the financial ser-
vices industry [58, 69]. Different opinions exist as to the role that firm size plays in
the process of innovation implementation. On one hand, large firms often possess
resources that can facilitate implementation [60, 70]. On the other hand, large firms
tend to be less agile than small firms. The possible structural inertia associated with
large firms may entail more effort and cost for innovation implementation [32]. By
contrast, smaller firm size is expected to facilitate innovation implementation, as small
firms “require less communication, less coordination, and less influence to gather
support” [53, p. 18]. To improve profitability through e-business, financial firms need
to offer hybrid (i.e., cross-boundary), personalized, and integrated financial services
that are different from traditional services [12, 59]. This may require radical change
in firms’ business strategies, organization structure, and daily operations, which might
be retarded by the structural inertia associated with firm size. Since our model has
controlled for certain organizational resources (technological and financial) that large
firms may possess, the notion of structural inertia leads us to expect that large firm
size may deter e-business transformation and value creation. This leads to the fol-
lowing hypothesis:

H2: Firm size is negatively associated with e-business value.

Scope is another commonly studied organizational factor in the IS literature [21,
30]. In this study, scope is defined as the geographical extent of a firm’s operations in
the global market; hence it is termed global scope. The role of global scope in shap-
ing e-business value can be explained from a transaction-cost perspective. In general,
companies may face a steep rise in transaction costs when they expand into heteroge-
neous market segments [30]. For instance, firms operating in different geographic
regions need to locate the target market and form channels in every region, resulting
in higher search costs (for both consumers and business partners). E-business may
help reduce such transaction costs [26, 50], including “the time spent by managers
and employees searching for customers and suppliers, communicating with counter-
parts in other companies regarding transaction details . . . the costs of travel, physical
space for meetings, and processing paper documents” [46, pp. 56–57]. In addition to
these direct costs, indirect costs of transactions could also be reduced, such as the
costs of adverse selection, moral hazard, and holdup, due to increased information
transparency facilitated by e-business [78]. The reduction of transaction costs is of
particular importance for the financial services industry, because this industry is in-
tensively transaction based [73]. Financial firms with greater scope would face higher
transaction costs, and thereby may realize more value from e-business, because e-
business helps financial firms to lower transaction costs [12, 59]. This leads to the
following hypothesis:

H3: Global scope is positively associated with e-business value.

Prior research has shown that financial resources are an important factor for tech-
nology implementation [57]. Adopting e-business requires investment in hardware,
software, system integration, and employee training. Sufficient financial resources
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help companies to obtain these necessary IT resources and develop them into supe-
rior e-business functionalities, so as to realize the potential e-business value [10]. In
addition to technology costs, marketing costs for online banking amount to between
$150 and $300 per customer [71]. Thus, firms that devote greater financial resources
to IT and Web-based development are more likely to achieve successful e-business
implementation and to realize more e-business value. Hence, we have the following
hypothesis:

H4: Financial resources are positively associated with e-business value.

Environmental Context

Competition intensity has long been recognized as an important factor in the adop-
tion literature [29, 36]. Competitive intensity refers to the degree that the company is
affected by competitors in the market. Porter and Millar [56] analyzed the strategic
rationale underlying the relationship between competition intensity and IT innova-
tions. They suggested that by adopting IT, firms might be able to alter the rules of
competition, affect the industry structure, and leverage new ways to outperform ri-
vals, thus changing the competitive environment. Therefore, firms facing more in-
tense competition in the market tend to attribute more value to IS innovations. We
apply this argument to the Internet domain, and hypothesize the following:

H5: Competition intensity is positively associated with e-business value.

Within the TOE framework, the regulatory environment has been recognized as a
critical environmental factor affecting innovation diffusion. For example, Williamson
summarized two ways in which government regulation could affect innovation diffu-
sion: “One is to take specific actions to increase or decrease payoffs—by taking tax
and other measures to encourage research and development. . . . The second way of
influencing innovations is by altering the climate in which they are received” [76,
p. 126]. Accordingly, governments could help financial services providers to imple-
ment e-business by regulating the Internet to make it a trustworthy business platform
(e.g., dealing with fraud and credit card misuse) and establishing supportive business
laws to protect e-business transactions [71]. Recent empirical studies indicate that
regulatory environment plays an important role in e-business diffusion [42].

Given that financial transactions often involve very sensitive information, an ad-
equate regulatory and institutional framework is deemed more critical for the finan-
cial services industry than for others. Sato et al. [59] posited that regulatory
environments, together with communications platform, are supporting infrastructures
for e-business, highlighting the importance of regulatory environment in the financial
services industry. These theoretical assertions and empirical evidence suggest the
following hypothesis:

H6: A supportive regulatory environment is positively associated with e-business
value.
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Research Methodology

Data and Sample

TO TEST THE CONCEPTUAL MODEL in Figure 1 and the associated hypotheses pro-
posed above, we designed a questionnaire and conducted a multicountry survey. The
survey questionnaire was designed on the basis of a comprehensive literature review
and interviews of managers and was refined via several runs of pretests and revisions.
Each item on the questionnaire was reviewed by an expert panel for its content, scope,
and purpose (content validity). After the questionnaire was finalized, the survey was
executed by International Data Corporation (IDC), a professional survey firm that
specializes in large-scale survey research and has accumulated considerable experi-
ence and a well-connected network of corporate executives.

To have a broad representation of both developed and developing economies, the
survey was conducted in the United States and nine other countries (Brazil, China,
Denmark, France, Germany, Japan, Mexico, Singapore, and Taiwan)6 during the Feb-
ruary–April 2002 period.7 The establishment (physical location or site) was the sam-
pling unit and is the unit of the database. The sampling was a stratified sample by size
(large—250 or more employees, and small—between 25 and 250 employees), with
sites selected randomly within each size cell. The sample frame was obtained from a
list source representative of the entire local market.8

A predetermined number of interviews were completed in each establishment-size
category to ensure an adequate sample for each size group. Interviews were con-
ducted only with those companies that make use of the Internet in conducting their
business. Target completes were about 65 interviews per country (except for 100
interviews in the United States), equally divided by size (large/small).

Eligible respondents were the individuals at each site best qualified to speak about
the site’s overall computing activities. For medium/large sites, the respondent was the
CIO, an IT director, or IT manager. For small sites, it was an IT manager or owner.
The response rate ranges from 8 percent in Germany and 38 percent in Taiwan, with
an average rate of 13 percent. Our final data set contains 612 respondents.9 Table 2
shows the sample characteristics. Distribution of firm size measured by employee
number reflects a balance of large and small businesses. We also examined nonresponse
bias, and no statistically significant differences were found in terms of revenue and
firm size.

All of the firms in the sample belong to the financial services industry (banking,
securities, brokerage, credit institutions, insurance, and real estate). This industry has
long been recognized as an information-intensive sector that is at the forefront of IT
applications [13]. IT investment was about $5,000 per employee in an average finan-
cial firm from 1995 to 1999; the rest of the private sector spent just $440 per em-
ployee [54]. This trend continues into the Internet era, in which firms in this industry,
on average, spend 8 percent of their revenues on IT, compared to 2 percent in retail
and 3 percent in manufacturing [37]. Associated with the heavy IT investment is the
wide adoption of e-business. Macro-level statistics published in 2002 by the United
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Nations show that Internet banking represents 5 percent to 10 percent of the total
volume of retail banking in the United States and in Europe, much higher than overall
business-to-consumer e-business, which represents less than 2 percent of total retail
transactions [71]. Given the early adoption and extensive use of e-business in the
financial services industry, value creation from e-business is probably more likely in
this industry than others. These facts make the financial services industry an appro-
priate testing field for our research model. From an empirical perspective, concen-
trating on a single industry also allows us to control for extraneous industry factors
that could otherwise confound the analysis, thereby enhancing internal validity.

Operationalization of Constructs

The development of the measurement model included successive stages of theoreti-
cal modeling, statistical testing, and refinement, as suggested by Straub [63]. Mea-
surement items were developed on the basis of a comprehensive review of the literature
as well as expert opinion. We then tested multi-item constructs using confirmatory
factor analysis (CFA).10 Based on the CFA assessment, the measurement model was

Table 2. Sample Characteristics (N = 612)

Observations Percent

Country
Brazil 50 8.2
China 63 10.3
Denmark 56 9.2
France 62 10.1
Germany 62 10.1
Japan 59 9.6
Mexico 51 8.3
Singapore 62 10.1
Taiwan 57 9.3
United States 90 14.7
Total 612 100

Number of employees
< 100 185 30.2
100–199 97 15.8
200–499 200 32.7
> 499 130 21.2

Respondent title
CEO, president, managing director 26 4.2
CIO, CTO, VP of IS 110 18.0
IS manager, director, planner 207 33.8
Other manager in IS department 136 22.2
COO, business operations manager 23 3.8
CFO, administration/finance manager 51 8.3
Others (IS analyst, marketing VP, other manager) 59 9.6
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further refined and then fitted again. Constructs and associated indicators in the mea-
surement model, as well as prior research support, are listed in the Appendix and
discussed below.

Dependent Variable

Consistent with the theoretical arguments made earlier, we operationalize e-business
value as a second-order construct manifested in three related dimensions—impact on
commerce (increasing sales, improving customer services, and widening sales chan-
nels); impact on internal efficiency (increasing employee productivity and internal
processes efficiency); and impact on coordination (reducing transaction costs with
business partners, and improving coordination with business partners or suppliers).
As shown in Figure 2, indicators for the three dimensions were drawn from prior
research measuring IT impact [49, 66]. Recognizing the fact that many factors other
than e-business may affect firm performance, we asked firms to evaluate, using a
five-point Likert scale, the net impacts of e-business on the three dimensions. These
three dimensions should not be considered in isolation from each other; rather, they
should be viewed as mutually reinforcing elements of value creation along the value
chain. Hence, the e-business value construct represents an integrative measure of the
level of Internet-enhanced business performance along these three dimensions. Pre-
vious research notes that this operational perspective represents a theoretically strong
basis for capturing complex measures [62].

Figure 2. A Specification of E-Business Value
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Technological Context

Consistent with the conceptualization in the theoretical section, we examined tech-
nology readiness along three dimensions: (1) technologies in use, such as intranet,
extranet, EDI, and EFT, that form basic e-business–related technology infrastructure;
(2) front-end Web site functionalities, such as online services and account manage-
ment; and (3) back-end integration—the extent to which various information sources
and databases in the back office are connected within and beyond a firm’s boundary.
These items were designed on the basis of the e-commerce metrics proposed and
tested by Zhu and Kraemer [80]. Combined together, these three dimensions reflect
the extent to which the firm’s technologies are ready to create value. That is, they
serve as indicators of technology readiness in the sense that it is reflected by signifi-
cant technologies in use, capable functionalities on the front end, and well-integrated
back-office systems. They tend to be linked with each other. Both front-end function-
ality and back-end integration have to be built upon a strong technology infrastruc-
ture. This is especially true in the financial service industry, where online transactions
and online account management require smooth interactions and data exchange with
the back-end systems.

Organizational Context

Firm size is measured by the number of employees in the entire organization, log-
transformed to reduce data variance [58]. Global scope in our study mainly measures
geographic scope (e.g., having multiple establishments and conducting business trans-
actions with other countries), which has been shown to be a significant factor for
studying e-business usage in prior research [81]. Financial resources are measured
by annual IT spending and Web-based spending as percentages of total revenue, which
serves as a measure of e-business–related spending [48].

Environmental Context

Competition intensity is measured by the degree of rivalry among existing competi-
tors, based on one of Porter’s [55] concepts of five competitive forces. Such opera-
tionalization has been used in the IT literature [22, 69]. The survey items assess the
degree to which firms’ business activities were affected by existing local, nationwide,
and worldwide competitors. Drawing upon a previous e-business study examining
national environment and policies [42], we designed four items to measure regulatory
environment. These items include e-business usage incentives provided by the gov-
ernment, requirements for government procurement, legal protection of consumers’
Internet purchases, and supportive business and tax laws for doing e-business.

Instrument Validation

To empirically assess the constructs theorized above, we conducted CFA using AMOS
4.0. We chose the algorithm of maximum likelihood estimation (MLE), which has
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been shown to be robust to departures from normality assumptions [6]. We assessed
construct reliability, convergent validity, discriminant validity, and validity of the sec-
ond-order construct. The measurement properties are reported in Tables 3 and 4.

Construct Reliability

Construct reliability measures the degree to which items are free from random error
and therefore yield consistent results. In our measurement model (Table 3), most
constructs have a composite reliability over the cutoff of 0.70, as suggested by Straub
[63], while three constructs have a reliability close to this cutoff (0.67 for technology
readiness, 0.65 for global scope and regulatory environment).

Convergent Validity and Discriminant Validity

Convergent validity assesses the consistency across multiple operationalizations. As
shown in Table 3, all estimated standard loadings are significant (p < 0.01), suggest-
ing good convergent validity. To assess the discriminant validity––the extent to which
different constructs diverge from one another––we used the criterion suggested by
Gerbing and Anderson [27]: testing whether the correlations between any two con-
structs are significantly different from unity. Such test can be performed by compar-
ing an unconstrained measurement model that “freely” estimates the correlation
between two constructs of interest with a constrained model with that correlation
fixed as unity. To satisfy discriminant validity, the χ2 between these two models should
be significantly different [45, 62]. In all paired comparisons, we found that the χ2

difference was highly significant (p < 0.001), suggesting that constructs in our mea-
surement model are distinct in nature.11

Validity of the Second-Order Construct

Table 4 shows the estimation of the second-order construct, e-business value. Its struc-
ture is illustrated in Figure 2. The paths from the second-order construct to the three
first-order factors are significant and of high magnitude, greater than the suggested
cutoff of 0.7 [9]. We evaluated the efficacy of the second-order model by the target
coefficient (T-ratio) with an upper bound of one [62]. Our model has a very high
T-ratio of 0.98, implying that the relationship among first-order constructs is suffi-
ciently captured by the second-order construct [62]. Therefore, on both theoretical
and empirical grounds, the conceptualization of e-business value as a higher-order,
multidimensional construct seems justified.

In summary, our measurement model satisfies various reliability and validity criteria.
Furthermore, we used bootstrapping to examine the robustness of our measurement
model, since discrete measurement items are involved [74], although the MLE algo-
rithm is robust to violations of the normality assumption. It turns out that the measure-
ment results reported in Tables 3 and 4 are consistent with the bootstrapping results.
Thus, constructs developed by this measurement model are robust and could be used to
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Table 4. Measurement Model: Second-Order Construct of E-Business Value

Target
Second-order First-order Composite coefficient
construct constructs Loadings t-statistic reliability (T-ratio)

E-business value Impact on
  commerce 0.89a — 0.87 0.98
Impact on
  internal efficiency 0.76*** 11.73
Impact on
  coordination 0.85*** 12.94

Notes: *** p < 0.01; ** p < 0.05; * p < 0.1; a loadings are specified as fixed to make the model identified.

test the conceptual model and the associated hypotheses proposed earlier. We show
descriptive statistics in Table 5 and discuss empirical tests in the following section.

Empirical Analysis

BEFORE FORMALLY TESTING THE HYPOTHESES, we examined whether there exists
survey bias in our data set, since respondents in our survey include both IS and non-
IS managers. One might suspect that IS managers tend to have positive bias when
rating the impacts of e-business on firm performance. For this reason, it is worthwhile
to conduct formal tests to examine whether answers offered by IS managers to items
measuring e-business value (see Figure 2) differ significantly from those offered by
non-IS managers.

We split the whole sample into two groups: IS managers (CIO, CTO, VP of IS, IS
manager, IS director, IS planner, and other manager in IS department) versus non-IS
managers (CEO, president, managing director, COO, business operations manager,
CFO, administration/finance manager, and other managers). We used the Mann-
Whitney U-test to compare the means between the two groups, given that the data are
ordinal in nature. We further computed the Kolmogorov-Smirnov test statistic to test
the null hypothesis that the sample distribution of the IS manager group is equal to
that of the non-IS manager group [5]. The results are shown in Table 6. The p-value
associated with each test statistic on each item is insignificant (p ≥ 0.10), with only
one exception—the Mann-Whitney U-test on the item of “international sales increased.”
Hence, we conclude that responses from the two groups do not differ significantly, in
terms of both the sample mean and the sample distribution.12 With this concern ad-
dressed, we will pool the two groups together for hypotheses testing.

Analysis of the Full Sample

We tested the research model shown in Figure 1 by SEM. Again, covariance-based
SEM, as implemented in AMOS 4.0, was chosen primarily because its emphasis is on
the overall variance-covariance matrix and on the overall model fit, making it more
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model analytic and more suited for testing the theory as a whole [67]. Given that the
nature of our study is theory testing and development, covariance-based SEM is the
preferred technique [24].

Standardized paths and various model-fit indices are shown in Figure 3.13 To assess
model fit, normed χ2, the ratio of χ2 to the degree of freedom, is a standard measure. A
normed χ2 with value between one and five implies a good model fit and no evidence
of overfitting [1]. Our model has a normed χ2 of 3.377, indicating a good model fit. In
addition, we examined five incremental fit indices—normed fit index (NFI), relative
fit index (RFI), incremental fit index (IFI), Tucker-Lewis index (TLI), and compara-
tive fit index (CFI)—and one parsimonious fit index—root mean square error of ap-
proximation (RMSEA). The incremental fit indices are all above the conventional
cutoff of 0.9 [31], indicating an excellent model fit compared to a baseline model.
Our model also has an acceptable RMSEA of 0.058. In summary, using the normed χ2

and various indices, we have verified that our model has a good fit with the empirical
data.

Our model was also evaluated in terms of statistical power, which refers to the
ability to reject a poor model specification. Power analysis should be included in
model evaluation and hypotheses testing, as advocated by researchers in social sci-
ence and the IS field [3]. Following the RMSEA-based procedure developed by
MacCallum et al. [47], we find that our model has a statistical power greater than
0.99, far above the conventional threshold of 0.8, as suggested by Baroudi and
Orlikowski [3].

Figure 3. Empirical Results—Full Sample.

Notes: *** p < 0.01; ** p < 0.05; * p < 0.10; normed χ2 = 3.377; NFI = 0.967; RFI = 0.957;
IFI = 0.977; TLI = 0.969; CFI = 0.977; RMSEA = 0.058; a loadings are specified as fixed to
make the model identified; ns: p > 0.10.
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The dependent variable, e-business value, has a significant R2 of 58 percent, mean-
ing that 58 percent of the variance can be explained by the six factors. The three first-
order constructs also have high values of R2 (80 percent for impact on commerce, 70
percent for impact on internal efficiency, and 57 percent for impact on coordination).
Thus, we believe that the six TOE factors have significantly explained data variations
for e-business value and its underlying dimensions.

Technology readiness, global scope, financial resources, and regulatory environ-
ment have positive and significant paths (p < 0.01 for technology readiness and regu-
latory environment; p < 0.05 for global scope and financial resources) leading to
e-business value. Firm size has a significant but negative path (–0.274, p < 0.01)
leading to e-business value. The path from competition intensity to e-business value
is insignificant. Thus, all hypotheses, except H5, are supported.14 Implications of these
results will be discussed soon.

Sample Split: Developed Versus Developing Countries

Given the fact that e-business is a global phenomenon and the multinational nature of
our survey, we believe it is important to add an international dimension to the study of
e-business value. Specifically, within the environmental context of the TOE frame-
work, we wanted to understand the differences of e-business value across countries,
as each country has its own unique national environment for e-business. A national
environment embeds many environmental factors (economic, legal, cultural, busi-
ness, and consumer markets), as suggested by Watson et al. [72]. We were particu-
larly interested in differences between developed and developing countries. It has
been argued that most theories were developed in the context of industrialized coun-
tries, and that these theories need to be reexamined in the context of developing and
newly industrialized countries [2]. Several environmentally imposed obstacles that
managers face in implementing IT in less-developed countries have been identified,
including a scarcity of managerial, technical, and financial resources at the firm level
[16]; the inadequacy of basic infrastructure at the national level [20, 71]; and other
institutional factors such as culture and politics [38]. In addition, our data show that
developing and developed countries differ significantly in terms of e-business use.
This theoretical and empirical evidence motivated us to investigate how different eco-
nomic environments shape e-business value.

As shown in Table 2, our survey covered developing countries, newly industrial-
ized countries (NICs), and developed countries, which enabled us to examine the role
of national environment on e-business impact. We split the full sample into two
subsamples: (1) developing countries and NICs (Brazil, China, Mexico, Singapore,
and Taiwan), N = 283; and (2) developed countries (Denmark, France, Germany,
Japan, and the United States), N = 329. We then ran SEM on each subsample, respec-
tively. Figure 4 shows estimated paths for the developed-country subsample and the
developing country subsample (reported in parentheses).

Again, we evaluated our model on subsamples in three steps: (1) in each subsample,
our model showed a good fit with the empirical data, as suggested by normed χ2
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(below 3.0), incremental fit indices (all above 0.9), and acceptable RMSEA; (2) we
calculated the RMSEA-based statistical power, with a value over the suggested cutoff
of 0.8 in each subsample [3]; and (3) the R2 was deemed significant (R2 for e-business
value is 64 percent in the developed-country subsample and 48 percent in the devel-
oping-country subsample).

In the developed-country subsample, three of the six TOE factors were found to be
significant (technology readiness, firm size, and financial resources). Thus, only H1,
H2, and H4 are supported. Global scope and regulatory environment, which are sig-
nificant in the full sample, turn out to be insignificant (p > 0.10). Competition inten-
sity remains insignificant.

In the developing-country subsample, three of the six TOE factors were found to be
significant (technology readiness, financial resources, and regulatory environment),
while firm size, global scope, and competition intensity are insignificant (p > 0.10). It
is surprising that global scope, which is a significant factor in the full sample, be-
comes insignificant in each subsample, and that competition intensity is not signifi-
cant in the full sample and in each subsample.

We summarize these results of hypotheses testing in Table 7. Explanations for these
results and their implications are discussed in the next section.

Figure 4. Empirical Results—Sample Split (estimates on the subsample of developing
countries and NICs are listed in parentheses).

Notes: *** p < 0.01; ** p < 0.05; * p < 0.10. Developed countries: normed χ2 = 2.289; NFI
= 0.957; RFI = 0.944; IFI = 0.975; TLI = 0.968; CFI = 0.975; RMSEA = 0.056. Developing
countries and NICs: normed χ2 = 2.340; NFI = 0.958; RFI = 0.945; IFI = 0.976; TLI =
0.967; CFI = 0.976; RMSEA = 0.069. a Loadings are specified as fixed to make the model
identified; ns: p > 0.10.
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Discussion

To understand e-business value (i.e., its impact on firm performance) and contextual
factors, we have empirically tested the TOE framework, as well as six hypotheses
within that framework, in the full sample and two subsamples across developed and
developing countries. Empirical analysis demonstrated several key findings, which
are discussed below.

Major Findings and Interpretations

Finding 1: Within the TOE framework, technology readiness emerges as the stron-
gest factor for e-business value, while financial resources, global scope, and
regulatory environment also significantly contribute to e-business value.

As shown by the empirical results in Figure 3, four factors within the TOE frame-
work—technology readiness, global scope, financial resources, and regulatory envi-
ronment—are significant facilitators of e-business value. Among these, technology
readiness appears to be the strongest factor, as indicated by the magnitude and sig-
nificance of its path loading (0.552, p < 0.01). This suggests that financial firms with
stronger technological capability and greater devotion of financial resources to IT are
more likely to realize e-business value. Moreover, wider scope allows financial firms
to capture more benefits from the connectivity of the Internet. Finally, regulatory
support is an environmental factor facilitating value creation in e-business.

Finding 2: Large firms are less likely to realize the impact of e-business on their
performance than small firms, which seems to suggest that structural inertia as-
sociated with large firms may retard e-business value creation.

The significant but negative path (–0.274, p < 0.01) suggests that firm size has a
negative effect on e-business value creation. Previous research on insurance compa-
nies suggested that large firms were not leaders in realizing the full potential of the
economic benefits of IT investments [33]. Our findings with regard to e-business are
consistent with these findings. In the financial services industry, e-business value
creation demands timely responses to market changes, and necessitates tighter inte-
gration of IT applications within and across firm boundaries so as to provide inte-
grated financial services [59]. This may also require transformation of a firm’s business
processes and organizational structure [11]. Although our data did not provide enough
details, we suspect that large firms may have more fragmented IT legacy systems
(built over a long period of time), and change is often further complicated by com-
plex business processes, entrenched organizational structure, and hierarchical deci-
sion-making [53]. These factors translate into structural inertia that may slow down
the digital transformation of large firms.

Finding 3: Competitive pressure often drives firms to adopt e-business, but
e-business value is associated more with technological integration and organi-
zational resources than with external competition.
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Previous literature has shown that competitive pressure is an important factor driv-
ing firms to adopt a new technology in order to avoid competitive decline [36, 67]. It
is even more so in the e-business domain, as many firms jump onto the Internet band-
wagon driven by competitive pressure [41]. Yet it is somewhat surprising to see that
competition intensity turns out to be an insignificant factor in all of our samples (the
full sample and the two subsamples). The extent to which e-business actually im-
proves firm performance tends to be less tied to competition intensity. This seems to
suggest that e-business value originates more from internal organizational resources
and technological capability than from external pressure. This finding demonstrates
the different role of competitive pressure in the two stages of e-business transforma-
tion—adoption and value realization.

Finding 4: While financial resources are an important factor in developing coun-
tries, technological capabilities become far more important in developed coun-
tries. This seems to suggest that, as firms move into deeper stages of e-business
transformation, the key determinant for e-business value shifts from monetary
spending to real capabilities.

The empirical results on sample splits shown in Figure 4 demonstrate the differing
significance of various e-business resources across developed versus developing coun-
tries. In developing countries, technology readiness and financial resources have similar
importance, as suggested by path magnitude (0.381 versus 0.330); whereas in devel-
oped countries, technology readiness emerges as a far more important factor than
financial resources (0.717 versus 0.207). Developed countries and developing coun-
tries seem to be at different stages of e-business development [71]. The difference
across the two subsamples seems to suggest that, as e-business evolves, the key deter-
minant of its value shifts from monetary spending to organizational capabilities (es-
pecially technology readiness that helps to leverage existing IS and databases).15

Finding 5: The importance of firm size and regulatory environment differs across
developed versus developing countries. In developing countries, problems with
structural inertia associated with size tend to be offset by the resource advan-
tages associated with large firms. Also, in developing countries, government regu-
lation plays a more significant role than in developed countries.

This result might be explained as follows. First, in developed countries, firm size has
been shown to retard e-business value, reflecting the negative effect of structural iner-
tia associated with large firms. This negative effect of structural inertia, in contrast,
seems to be neutralized by the resource advantages associated with large firms in de-
veloping countries. Large firms tend to enjoy a pronounced advantage over small firms
in developing countries, where human and financial resources are more limited and
likely to be concentrated in larger firms [71]. Drawing upon our earlier argument that
size effect is a mix of resource advantages and structural inertia, this result implies that
in developing countries these two effects seem to cancel each other out; hence we see
the insignificant path from firm size to e-business value in the developing-country
subsample. However, as e-business develops, more sophisticated e-business resources
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and capabilities are required (e.g., technological integration tailored to strategic con-
texts), which large firms seem slow to develop. As a consequence, the impact of struc-
tural inertia outweighs resource advantages and negatively affects e-business value, as
shown by the developed-country results.

Second, regulatory environment is a significant factor in developing countries, but
not in developed countries. Such differences could be explained by the distinct mar-
ket environments of developed and developing countries. Markets in most develop-
ing countries are characterized by information asymmetry and immature institutional
structure [20]. Thus, government regulation (e.g., regulating monopoly power and
dealing with e-business fraud) tends to play a greater role in developing countries.
Furthermore, government interventions are in general more frequent in developing
countries and NICs, such as China, Singapore, and Brazil [77], which makes finan-
cial firms in these countries regard government regulation as a more important factor.

Together, Findings 4 and 5 demonstrate the significant role that economic environ-
ments play in shaping e-business value. These findings further confirm the useful-
ness of the proposed research framework for assessing e-business value, as economic
environment is an important factor within the environmental context of the TOE
framework.

Managerial Implications

These results have several important implications for management. First, they offer a
useful framework for managers to assess the technological conditions under which
e-business is launched to better pursue business value. Our study sheds light on ways
to achieve such benefits—customer-facing Web functionalities on the front end, and
tight integration on the back end. Meanwhile, successful launching of online func-
tionality and back-end integration relies on necessary organizational reconfiguration
and business processes reengineering [18]. As Internet technologies diffuse and be-
come necessities, these organizational and industry-specific capabilities become even
more critical. This urges executives to put a high priority on integrating fragmented
technologies and linking those “islands of automation” built over time in many enter-
prises. This is especially important in the financial services industry, where firms
have been building various legacy systems and using multiple platforms.

Second, managers in financial firms need to assess the appropriateness of e-busi-
ness to certain organizational characteristics (e.g., firm size, scope) as suggested by
our empirical findings. This implies that the potential value of e-business investment
could be affected by structural differences. Therefore, managers in financial firms
with wider scope should pursue e-business transformation more proactively, given
the greater potential for such firms to achieve benefits from e-business. This implica-
tion should be of special interest for firms seeking geographic expansion (into differ-
ent regions and market segments) and product diversification (e.g., banking, trading,
loan, mortgage, and credit cards). Such diversification means that firms would face
greater coordination tasks, and could leverage e-business initiatives to facilitate coor-
dination and achieve resource integration.
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Third, many financial services firms jump onto the Internet bandwagon driven by
environmental factors such as competitive pressure. Yet our results show that e-busi-
ness value originates more from internal organizational resources and technological
capability than from external pressure. As financial firms move into deeper stages of
e-business transformation, the key determinant of e-business value will further shift
from IT spending to organizational capabilities. This urges managers to convert in-
vestments to real capabilities in their organizations by leveraging existing IS and
databases and improving technology readiness.

Our study also offers implications for policy-makers. The regulatory environment
has emerged as an important factor shaping e-business value. It is even more impor-
tant in developing countries. Companies frequently cite significant obstacles of doing
e-business, including inadequate legal protection for online business activities, un-
clear business laws, and security concerns. This points to the need for establishing a
legal and institutional framework supporting e-business and online transactions. Gov-
ernments, therefore, could accelerate e-business transformation by establishing sup-
portive business and tax laws to make the Internet a trustworthy business platform
(e.g., dealing with transaction fraud, promoting credit card use, and protecting sensi-
tive financial data). This is particularly important at the early stages of e-business
development in an economy.

Limitations and Future Research

Our methodology required tradeoffs that may limit the use of the data and interpreta-
tion of the results. We believe that the key limitations of this study are as follows.
First, because our data set is cross-sectional in nature, we can only show associations,
not causality, and we cannot analyze longitudinal processes, such as the evolution of
e-business functionalities and their business value in a dynamic context. Second, this
study focuses on one industry—the financial services industry. While concentrating
on one industry allows us to control for extraneous industry factors that could con-
found the analysis, we do not know whether these results would carry over to other
industries. Especially, given that the financial service industry tends to be an early
adopter of e-business, it is possible that the impact of e-business in this industry is
higher than in other industries. Third, like many survey studies in the IS literature,
measurement instruments are not “set in stone.” Instead, developing solid instruments
in the e-business domain is still an ongoing procedure of development, testing, and
refinement [64]. Although reliability, convergent validity, and discriminant validity
were empirically tested in our data set, further confirmatory studies are necessary to
determine the external validity of the results. Particularly, as discussed earlier, the
construct global scope in our study mainly captures geographic scope, which needs
to be enriched in further research to include product scope and functional scope.

These limitations suggest avenues for further research. We plan to refine our mea-
sures of key variables (e.g., technology readiness, scope) in the next round of data
collection. We will ask more specific questions about how a firm integrates the Internet
with its existing internal IS (such as ERP and customer relationship management
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[CRM]). To capture more characteristics of a firm’s scope, we plan to use entropy
measures [21]. Apparently, this requires a different research design involving the
merging of subjective survey results with firm-level accounting data. More impor-
tantly, e-business is a dynamic capability [75] that requires firms to build and then
dynamically reconfigure in order to align with changing technology and business
environments. To investigate the dynamic nature of e-business adoption and impact,
we plan to enhance the database over time to pave the way for a longitudinal study. In
addition, it would be valuable to conduct a study comparing the subsectors within
financial services (i.e., banking, brokerage, insurance, and real estate), as they may
be heterogenous and, consequently, value creation could be different. We were un-
able to examine this question in the current study, as the subsector codes were not
retained in data collection. Finally, we also plan to expand our study into other indus-
try sectors (e.g., retail and manufacturing). We expect that the longitudinal and cross-
sectional research designs may enable us to cross-check the external validity of the
findings in the current study. While this study provides a base upon which future
research can build, there is clearly much more work to be done.

We hope this study offers implications for other researchers as well. First, our study
has developed a conceptual model that advanced the theoretical basis of the TOE
framework. Our results demonstrated the usefulness of this conceptual model for
identifying factors affecting e-business value. This framework could be used by other
researchers for studying IS impact in the Internet domain (such as Web services and
wireless mobile commerce). Second, we have developed several multi-item constructs,
including technology readiness and e-business value. These instruments have passed
various reliability and validity tests, and they could be used in future studies. Third,
grounded in theory and empirical data, we demonstrated varying relationships be-
tween the TOE factors and e-business value in different economic environments. These
associations found in our large-scale survey might be useful for other researchers to
develop their own models and hypotheses.

Concluding Remarks

THE RECENT HIGHS AND LOWS OF THE E-COMMERCE phenomenon have renewed and
increased the urgency for understanding the relationship between IT spending, e-busi-
ness, and firm performance. With the recent poor performance of IT firms and the
burst of the dot-com bubble, there has been a trend toward downplaying the effect of
IT and e-business, as evidenced by a recent report stating that IT investments have no
positive effect on economic productivity [51]. This conclusion may have far-reaching
implications for firms’ investment decisions in new generations of IT and e-business.

Our study finds that IT investment has a positive contribution to firm performance,
as evidenced by the significant path loadings from IT spending to e-business value.
Although our variable for IT and Web spending did not capture full details of e-business
investment, it does show that there is a relationship between investment and e-busi-
ness value. More important, this relationship should not be considered in isolation. It
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would have to be understood in a bigger picture incorporating the contextual factors
related to the technology, the organization, and the environment. Our results show
that some of these factors indeed positively contribute to e-business value creation.
On the other hand, the relationships are not uniform, indicating that the relationships
are indeed moderated by organizational and environmental contexts.

Based on data collected from a multicountry survey, this study has developed and
empirically tested a theoretical model for assessing the impacts of technological, or-
ganizational, and environmental factors on e-business value at the firm level. Through
instrument development and hypothesis testing, our study has identified six factors
within the TOE framework. Some of these factors (e.g., firm size and regulatory envi-
ronment) play different roles across different economic environments. This finding
shows that economic environment may shape e-business transformation. In addition,
the empirical results highlight the importance of technological integration. Linking
this to the ongoing debate over sources of value creation of e-business, our results
provide empirical evidence that points to innovative front-end functionality and tight
back-end integration as such sources.

Unlike most of the studies in the literature, our data were not limited to a single
country. The broad data set of 612 firms from 10 countries allowed us to examine
how economic environments influence the impact of e-business on firm performance.
Because the sample included developed, developing, and newly industrialized coun-
tries, the generalizability of our model and findings is strengthened. As far as we are
aware, this is the first time that such a rich database has been assembled for assessing
factors affecting e-business value. We see this research as but a first step toward un-
derstanding the complex relationships among IT, business environments, and organi-
zational performance. We hope that these initial results will stimulate others to engage
in more research in this important area.
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NOTES

1. Drawing upon the existing literature [82, 79], we define e-business as conducting busi-
ness transactions, offering customer services, sharing information, and coordinating processes
with business partners by using the Internet in combination with other ITs.
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2. The TOE framework was actually developed by DiPietro, Wiarda, and Fleischer in chap-
ter 7 of Tornatzky and Fleischer [70], but in keeping with other papers that utilize the model,
we cite Tornatzky and Fleischer [70].

3. Rob Kauffman, personal communication, 2003.
4. Bruce Weber, personal communication, 2003.
5. Sato et al. [59] refer to studies that show the cost per transaction of Internet banking to be

$0.01 versus $1.07 for branch banking.
6. Strictly speaking, our sample contains nine countries, because China and Taiwan belong

to one country [71]. We initially believed that there might be some differences in their IT
infrastructure and economic environments, yet the differences turned out to be statistically
insignificant.

7. The questionnaire was administered in English for the United States and Singapore,
where English is the language of business. The questionnaire was administered in Chinese for
China and Taiwan, in German for Germany, in French for France, in Spanish for Mexico, in
Portuguese for Brazil, in Danish for Denmark, and in Japanese for Japan. The questionnaires
were translated into the local language by a translation service institution, which worked with
IDC (the survey firm) for many previous IT surveys. The translations were sent to IDC’s ex-
perts in each country to check whether the translations were accurate. In addition, we sent the
translations to the academics (country experts) working with our project from each country
(two to four persons depending on the country) to check the translation. All of the comments
were collected and sent to the translation service that produced the final questionnaires. These
were reviewed again by national experts associated with IDC and our project to further ensure
the translation accuracy.

8. Dun & Bradstreet was used for the United States, Denmark, France, and Germany. Kompas
was used for Brazil, Mexico, Taiwan, and Singapore. The Census of Enterprises and Yellow
Pages was used for China. The Teikoku Data Bank was used for Japan.

9. After we received the data set, which contained 695 cases, we used a two-step approach to
identify and exclude outliers whose values diverge sharply from the mean of all data points, as
suggested by West et al. [74]. Univariately, the exclusion of outliers was accomplished by visual
examination of histograms of variables that represent key firm characteristics (including sales,
number of employees, and financial resources), identifying cases that are severely deviated from
the mean of the distribution and not close to others. Multivariately, a leverage statistic, Mahalanobis
distance, was utilized to identify extreme cases in multivariate space. The Mahalanobis distance
was computed based on all variables used in our measurement. These two steps resulted in the
final sample of 612 observations, after 83 deviant cases were excluded.

10. In order to test the robustness of our measurement model, we also ran exploratory factor
analysis on all indicators. Principal component analysis with equamax rotation yielded a con-
sistent grouping with CFA.

11. We also used an alternative method to check discriminant validity: average variance
extracted (AVE) for each construct should be greater than the squared correlation between
constructs [25]. All of our constructs met this criterion.

12. Similar results were found in prior studies. For instance, in Chau and Tam’s [8] study, re-
spondents also included both IS and non-IS managers, and no apparent statistical difference be-
tween the two groups was found. In addition, Tallon et al. [66] suggested that both senior executives’
and IT executives’ perceptions of IT payoffs tend to be highly correlated with each other.

13. To avoid a crowded graph, we did not show indicators for each construct in Figures 3 and
4, but listed them in the Appendix.

14. To test whether the removal of outliers changed the results, we also fitted the structural
model on the original sample (N = 695). It turns out that all relationships remain qualitatively
the same: no paths gain or lose statistical significance, and no significant paths change in sign.
Yet the normed χ2 is 3.612, greater than the normed χ2 of 3.377 based on the final sample with
outliers dropped. Thus, excluding outliers did not affect the relationships estimated among
model constructs, but helped to improve the overall model fit. The results based on the original
sample are available upon request.

15. An unexpected result is that global scope, which is significant in the full sample, turns
out to be insignificant in each subsample. This may be due to the reduced data variation in
subsamples. We found that firms in developed countries tended to have greater scope than
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their counterparts in developing countries. Consequently, data variation in each subsample
would shrink when these two clusters were separated. The reduced data variation, to a certain
extent, blurs the effect of scope on e-business value.
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