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Abstract: There still exists a crucial need for new thermoelectric materials to 
efficiently recover waste heat as electrical energy. Although metal phosphides are 
stable and can exhibit excellent electronic properties, they have traditionally been 
overlooked as thermoelectrics due to expectations of displaying high thermal 
conductivity. Based on high-throughput computational screening of the electronic 
properties of over 48,000 inorganic compounds, we find that several metal 
phosphides offer considerable promise as thermoelectric materials, with excellent 
potential electronic properties (e.g. due to multiple valley degeneracy). In addition 
to the electronic band structure, the phonon dispersion curves of various metal 
phosphides were computed indicating low-frequency acoustic modes that could lead
to low thermal conductivity. Several metal phosphides exhibit promising 
thermoelectric properties. The computed electronic and thermal properties were 
compared to experiments to test the reliability of the calculations indicating that the
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predicted thermoelectric properties are semi-quantitative. As a complete 
experimental study of the thermoelectric properties in MPs, cubic-NiP2 was 
synthesized and the low predicted lattice thermal conductivity (~1.2 W m-1 K-1 at 
700 K) was confirmed. The computed Seebeck coefficient is in agreement with 
experiments over a range of temperatures and the phononic dispersion curve of c-
NiP2 is consistent with the experimental heat capacity. . The predicted high 
thermoelectric performance in several metal phosphides and the low thermal 
conductivity measured in NiP2 encourage further investigations of thermoelectric 
properties of metal phosphides.

1. Introduction

More than half of the energy produced worldwide is lost as waste heat and 
recovering even a fraction of that energy would have an enormous impact. 
Thermoelectrics (TEs) can harvest waste heat by converting thermal energy to 
electrical. While TE materials have been known for almost a century and have been 
applied in diverse areas such as space exploration and the automotive industry, 
they are not widely used due to their low efficiency and relatively high cost. 
Therefore, exploration for new TE materials remains important. 

The TE efficiency is related to the dimensionless figure of merit,  

zT=
S2T

ρ (κe+κp)
(1)

where ρ is the electrical resistivity, S is the Seebeck coefficient, T is the absolute 
temperature, and κe and κp are the electronic and phononic contributions to the 
thermal conductivity, respectively.[1] The electronic properties are closely related to 
the carrier concentration and the electronic band structure. For enhanced TE 
performance, multiple valley degeneracy in the electronic band structure and an 
optimization of the carrier concentration are required.[2] In addition to enhanced 
electronic properties, κp has to be minimized. Although several strategies can be 
applied to reduce the thermal conductivity (including nanostructuring,[3] point defect
scattering, and alloy scattering[4]), the thermal conductivity is limited by the 
amorphous limit of the material.[5,6] A reduction in κp due to increased scattering 
from such external mechanisms usually results in an increase of ρ, and thus low 
intrinsic thermal conductivity is preferable for TE. Some families of compounds with 
large unit cells and disordered structures can display low intrinsic thermal 
conductivities, e.g., clathrates,[7,8] Zintl pinictides,[9,10] or skutterudites,[11] but the 
discovery of new materials with low intrinsic κp and enhanced electronic properties 
is challenging.

A potential way to uncover new high-performance TE materials is using first-
principles calculations, which have already revealed promising new materials for 
batteries[12], photocatalysts[13], and solar cells.[14] Computational studies of different 
TE families, e.g., half-[15] and full-Heusler compounds,[16] zinc antimonides,[17,18] 
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transition metal silicides,[19] and sulfides,[20] have been performed to predict the 
electronic properties; however, due to the complex interdependencies of TE 
properties, further investigations with a larger database with the inclusion of 
thermal properties are required. In a high-throughput screening within the Materials 
Project (www.materialsproject.org) we initially computed the electronic band 
structures and TE properties of over 9,000 compounds using a semi-classical 
Boltzmann transport theory with constant relaxation time.[21] In this screening, a 
novel class of high-performance TE materials, XYZ2 (X,Y: rare earth or transition 
metals; Z: group VI element), was identified leading to an experimentally-measured 
zT up to 0.75.[21 ,22] Recently, we extended the screening of electronic properties to 
over 48,000 inorganic compounds.[23,24]  

In the present study, we reveal a potential class of high-performance TE 
materials with enhanced electrical properties from this screening: metal phosphides 
(MPs). Although MPs are known to be stable and have excellent electronic properties
[25,26,27,28] and therefore are of interest for PV/optoelectronics,[29] they are less 
frequently considered as potential TEs due to their expected high thermal 
conductivity. For instance, phosphide skutterudites (e.g. CeFe4P12) have high 
experimental power factors, but the TE performance is limited by the high thermal 
conductivity.[28]  Similar behaviour was found in a theoretical study of two-
dimensional black phosphorous which has an estimated high thermal conductivity 
leading to low zT.[30] Conversely, some MPs have low experimental thermal 
conductivity but with high ρ limiting zT, such as Zintl phases.[31] A lower ρ was 
measured for phosphide clathrates, which have also exhibited low thermal 
conductivities due to rattling mechanisms of the guest atoms [32,33]. In a recent study,
the TE properties of Ag6Ge10P12 were investigated indicating relatively high zT (~0.6).
Ag6Ge10P12 displays low thermal conductivity due to its complex crystal structure and
enhanced electronic properties suggesting that phosphides can show promising TE 
performance.[34]

To search beyond these previous studies, the TE properties of several 
subclasses of MPs, which have not considered yet for TE materials, are investigated 
in this study: XP, XYP, XP2, and X3P2, where X is a metal and Y is an alkali metal. For 
a more complete prediction of the TE performance, in addition to the electronic 
properties, we estimated κp by different methods. The theoretical lowest limit (κmin) 
was computed using the Cahill-Pohl model[5,6] and a recent developed model to 
explain ultralow thermal conductivity. In this model the phonon mean speed is 
averaged over the entire phonon dispersion curve and the phonon mean free path is
frequency-independent and limited by static disordering, i.e. atomic distribution in 
the unit cell.[35] The latter model was modified in this study using a frequency-
dependent phonon mean free path limited by dynamic disordering, i.e. Umklapp 
scattering. For more crystalline samples, κmin underestimates κp and thus, a semi-
empirical approach was used as described by Miller et al.[,36] While the semi-
empirical approach shows more an average thermal conductivity of the material, κp 
approaches κmin at high temperatures or small grain sizes and should be considered 
as a lower bound. The computed electrical and thermal properties revealed that 
several MPs indicate high TE performance. In particular, XYP compounds have high 
predicted power factors and low thermal conductivity, regardless of the thermal 
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conductivity model used to calculate the TE performance. As a proof of concept for 
the prediction of MPs, the computed electronic and thermal properties are compared
to literature. The reported experimental electronic properties of various XP2 
compounds (e.g., CuP2, IrP2 and RuP2) and X3P2 (e.g., Cd3P2 and Zn3P2) indicate good 
agreement with the computed values. In particular, IrP2 and Cd3P2 have high 
experimental power factors at room temperature, despite their low carrier 
concentration. The high power factor of Cd3P2 is especially interesting as low thermal
conductivity was measured in a separate study. Recent studies have even 
demonstrated that κp in Zn3P2 can be dramatically reduced by nanostructuring, even 
below the predicted κmin, and that ρ is not affected by the crystallinity in Zn3P2 thin 
films. [37,38] Herein, we present that the low thermal conductivity in Zn3P2 can be 
delineated with the phonon dispersion curve using no fitting parameters. Most of the
published studies, however, reported the electronic or thermal properties only in a 
small temperature range and coherent data is necessary to avoid discrepancy 
between samples. For a complete thermoelectric study, we synthesized the cubic-
phase of NiP2 (c-NiP2) which has an experimental κp below κmin while ρ remains low 
over a wide temperature range. Although c-NiP2 has low predicted TE performance, 
due to its isotropic properties and small band gap, no doping is required and the 
intrinsic properties can be compared to computations indicating good agreement 
with the temperature-dependent Seebeck coefficient and lattice thermal 
conductivity. 

2. Computational and Experimental Details

2.1. Electronic Band Structure and Phonon Dispersion Curve 
Calculations

The electronic band structures and electron localization function (ELF) were 
computed using the Vienna ab initio Simulation Package (VASP)[39] with the Perdew–
Burke–Ernzerhof (PBE) generalized gradient approximation (GGA)[40] and projector 
augmented-wave (PAW)[41] method to model core electrons. For an improved 
prediction of the band gap energy, the electronic band structures also were 
computed with the hybrid functional HSE06.[42,43] The electronic transport properties 
were calculated using the PBE and HSE band structures and the BoltzTraP code[44] 

with a constant relaxation time of τ = 10-14 s and a carrier concentration of 1020 cm-3 
in the temperature range between 300 K and 1300 K. These assumptions were also 
applied in our previous study where a strong correlation was found between 
predicted Seebeck coefficient and experiments.[23] All computations and data 
analyses were performed using the high-throughput calculation software developed 
in Python: pymatgen,[45] FireWorks,[46,46] and atomate [47]. Further details regarding 
the computations are described in references [21,23].

The elastic properties, including the 6×6 elastic tensor, shear and bulk 
moduli, were calculated using DFT. Perturbations were applied to the lattice vectors,
allowing for relaxation of the ions, then the resulting stress tensor was calculated 
from DFT. Finally, linear elasticity relations were used to fit the elastic tensor using 
the Green-Lagrange strain tensor. More details on the elastic properties calculations 
and tested results are available elsewhere 
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(https://materialsproject.org/docs/calculations).[48] The stretching force constants 
were obtained using the Alloy Theoretic Automated Toolkit (ATAT) code.[49]

To calculate the Bader charges, we used the code developed by Henkelman 
group.[50] This method implements a grid-based algorithm method that follows the 
steepest ascent path in the charge density gradient between the grid points to 
determine an atom’s Bader volume. It then calculates the charge of the atom by 
integrating the charge density computed via DFT. Further information can be found 
in reference [51]. 

Phonon dispersion curves and thermodynamic properties were computed 
using the ABINIT package[51] within the framework of density functional perturbation 
theory (DFPT).[52,53,54] Norm-conserving pseudopotentials were employed [55] and 
exchange correlation interactions were taken into account using the PBE-GGA 
approximation.[41] The Grüneisen parameter was calculated using the following 
definition:

γ=√
∑

q
∑

i

ℏωiq<k BθD

γ iq
2 C iq

∑
q

∑
i

ℏωiq<k BθD

C iq

      (2)

where γ iqare the Grüneisen parameters for each band and q point, obtained as the 
finite difference derivative of the phonon frequencies. These have been calculated 
at different volumes. C iqis the mode heat capacity and the sums are limited to the 
modes with an energy lower than the one corresponding to the Debye temperature,
θD.[56,57]

2.2. Sample Preparation

The cubic phase of nickel diphosphide, c-NiP2, which is stable at low temperatures 
and high pressures, was synthesized using high-energy ball milling. Elemental Ni 
(0.97 g, <150 micron, 99.99%, Sigma Aldrich) and red P (1.153 g [6 mass% more 
than the stoichiometric requirement], 99.7%, Sigma Aldrich) were placed in a 
hardened steel vial with six ½ inch hardened steel balls (~33 g) under argon 
atmosphere. The milling time was set to 6 hours and 15 minutes in an SPEX model 
8000-D and the vials were opened in argon atmosphere. The product was a black 
powder, yield >90%. The powder was consolidated to a pellet using a pressure of 
~1.1 GPa for 15 minutes at room temperature and under air atmosphere. For the 
low-temperature transport property measurements, the consolidated pellets were 
sealed in an evacuated glass tube and heated to 600 °C for 2 hours, followed by 
slowly cooling to room temperature.

2.3. Sample Characterization

The crystal structure was investigated using a Rigaku Ultima IV diffractometer, 
equipped with a Cu Kα (λ = 1.541 Å) X-ray source, a graphite monochromator, and a) X-ray source, a graphite monochromator, and a
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scintillator. The lattice parameters were refined using the software package Rietica.
[58] The density was determined with the Archimedes’ principle. To investigate the 
microstructure, a Hitachi S4700 cold-field emission scanning electron microscope 
with an Oxford Inca energy dispersive X-ray analysis system was used. The thermal 
decomposition was determined with a Netzsch TG 209F3 under constant argon flow 
using a sample mass of ~13 mg and a scanning rate of 10 K min-1. The heat capacity
(2 to 300 K: 27.82±0.01 mg; 0.4 to10 K: 21.01±0.01 mg) was determined using a 
Quantum Design Physical Property Measurement System (PPMS) from 0.4 K to 300 K
under high vacuum (10-7 bar). The relaxation calorimetry technique for both 4He and 
3He cooling is described in detail elsewhere.[59]

2.4. Measurements of Transport Properties

The low-temperature transport properties were measured under steady-state 
conditions from 2 K to 325 K with a PPMS under high vacuum. The thermal transport 
option was used to measure the electrical resistivity, Seebeck coefficient, and 
thermal conductivity simultaneously. A consolidated pellet (diameter = 5.10 ± 0.04 
mm, thickness 1.12 ± 0.04 mm, and density of 4.04 ± 0.2 g cm-3) was adhered 
between two gold-plated copper disks with silver epoxy (Tra-Bond 2902) and fixed 
on the thermal transport stage. While ρ and thermal conductivity [60,61] were 
determined from the geometry dimensions and the electrical resistance and thermal
conductance, respectively, the S was measured from the voltage drop by applying a 
temperature gradient. The thermal conductivity was corrected assuming an 
emissivity of one due to blackbody radiation.

For the transport properties from 300 K to 725 K, a different consolidated 
pellet (diameter = 5.10 ± 0.04 mm, thickness = 1.12 ± 0.04 mm, and density 4.04±
0.2 g cm-3) of the same powder was used. The electrical resistivity and the Hall 
coefficient (magnetic field of 2 T) were measured with the van der Pauw technique 
and pressure-assisted molybdenum electrodes, as described elsewhere.[62] The high-
temperature S measurements were performed using chromel-niobium 
thermocouples by applying an oscillated temperature gradient of ±7.5 K.[63] The 
thermal diffusivity, α, was determined using a Netzsch LFA 457 laser flash apparatus
and the thermal conductivity was calculated from κ=α ∙d ∙Cp, where d is the mass 
density and Cp is the heat capacity under constant pressure. For Cp, we used the 
computed heat capacity together with the electronic contribution to the heat 
capacity determined from experiments.

3. Results and Discussion

3.1. Electronic Band Structure and Computed Electrical Properties

From the high-throughput screening, it was observed that several metal phosphides 
(MPs) are predicted to have high PFs (see Table S1 and S2). Here, we present further
computational investigation on 26 compounds. These compounds can be separated 
into different subclasses: XP, XYP, XP2, and X3P2, where X is a metal and Y is an alkali
metal. The PBE-GGA electronic band structures, not shown here, can be obtained in 
the open database of the Materials Project (http://www.materialsproject.org).[64] The 
computed electronic properties of 48,000 inorganic compounds including MPs have 
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been recently published.[24] All electronic properties here were calculated with a 
universal constant relaxation time of τ = 10-14 s and for a carrier concentration of 
1020 cm-3.

Within the XP group, both the p-type PF (p-PF) and n-type PF (n-PF) of GaP (

F 4́3m, mp-2490) and BP (F 4́3m, mp-1479) stand out in the computational 
screening. The power factors (using a constant relaxation time) are relatively high 
within the class of isotropic band structures due to the parabolic band curves. The 
strongly curved valence bands in BP and GaP, as also discussed by Varley et al.,65 
are multi-valley degenerate at Γ, resulting in a high p-PF (Figure 1 (a)).  GaP exhibits
multiple band degeneracy in the conduction bands with a valley degeneracy of 4 at 
L (conduction band minimum) and a second minimum along Γ-X at 0.054 eV above 
the conduction band minimum with a multiplicity of 6 (Figure 1 (b)). Together with 
the low predicted ρ (0.96 mΩ∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at cm for GaP and 1.3 mΩ∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at cm for BP, respectively, at 
600 K and assuming a carrier concentration of n = 1020 cm-3 and relaxation time of τ
= 10-14 s) the predicted n-PFs in GaP and BP are relatively high (6.45 and 4.19 mW 
m-1 K-2, respectively). InP, on the other hand, exhibits only high p-PF due to multi-
degeneracy at the Γ-point. The n-PF is limited due to a low Seebeck coefficient 
resulting from a single-degenerate band at the Brillouin zone center whereas ρ is as 
low as GaP and BP.  Low ρ is typical for most III-V semiconductors where the Fermi 
surface is often spherical resulting in uniformly low effective mass.[66] However, a 
high electrical conductivity also leads to a high electronic contribution of the thermal
conductivity at high temperature (κe > 1 W m-1 K-1) which could limit the 
performance as TE materials.

Figure 1: Calculated electronic band structure of (a) BP (F 4́3m, mp-1479), (b) 
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GaP (F 4́3m, mp-2490), (c) ZnNaP (P4 /mmm, mp-4842), and (d) BaLiP (P 6́m2,
 mp-10615) computed with DFT-PBE.

One of the most interesting characteristics of XYP compounds, including SrLiP 
(P 6́m2,mp-10614), BaLiP (P 6́m2,mp-10615), and SnNaP (P63mc ,mp-29529), is 
their highly anisotropic conduction, especially at valence band maxima (see Figure 1
(c) and (d); Table S3) resulting in relatively high predicted p-PF. Anisotropy in the 
present MPs leads to high PF due to distorted electron/hole pockets.[67] Although the 
density of states effective mass varies by less than a factor of two in different 
directions, leading to a small anisotropic Seebeck coefficient , the band effective 
mass varies by more than an order of magnitude in different directions, i.e. 
increasing the electrical conduction and improving PF in certain direction(s). 
Furthermore, we calculate that for XYP compounds at higher temperatures multiple 
valleys in the electronic band structure may contribute to the carrier transport, 
making S as extreme as -400(-370) and 394(365) µV K-1 in LiBaP(ZnNaP), 
respectively, at a carrier concentration of 1020 cm-3 and a temperature of 1300 K 
while the curvature of the bands results in a low effective mass and low ρ. 

The XP2 compounds reveal high calculated PFs for both phases of NiP2, the 
cubic phase (Pa 3́ ,c-NiP2, mp-22619) and the monoclinic phase (C 2/c, m-NiP2, mp-
486) as indicated by Fermi surface in Figure 2 (a) and (b), and the electronic band 
structures in Figure S1 in Supplementary Information. Whereas c-NiP2 has several 
pockets in the conduction band, the conduction band in m-NiP2 exhibits several 
pockets near the Brillouin zone center at elevated temperature (>600 K) enhancing 
the TE performance. Furthermore, the valence bands in m-NiP2 have eight pockets at
the Brillouin zone edge. Calculations estimate that these phases will generally 
exhibit a low ρ at low temperature except n-type for the monoclinic phase. In terms 
of the Seebeck coefficient, we expect that the zero band gap calculated in PBE-GGA 
results in an enhanced bipolar effect: although c-NiP2 has several pockets (Figure 2 
(a)) the predicted magnitude of the Seebeck coefficient is relatively small (~50-80 
µV K-1) between 400 K and 1300 K. Conversely, m-NiP2 has a relatively high 
calculated Seebeck coefficient (~360 µV K-1) at low temperature (500 K) and high 
carrier concentration (1020 cm-3) demonstrating that it is a potential candidate for 
low-temperature thermoelectrics. Other XP2 monoclinic materials, including BeP2 (
C 2/c, mp-27148) and PdP2 (C 2/c, mp-28266), also possess a multi-valley band 
structure. However, the PdP2 band structure is much more anisotropic than that of 
BeP2 and predicts a larger n-PF and p-PF in certain directions than BeP2. PdP2 
crystallizes in a layered structure resulting in an anisotropic band structure similar 
to NiP2 whereas BeP2 has a more symmetric bulk crystal structure. 

It should be noted that the conduction bands of CoP2 (P21/c, mp-14285) and 

AgP2 (P21/c, mp-8200) as well as the valence bands of CuP2 (P21/c, mp-927), IrP2 (

P21/c, mp-10155) and RhP2 (P21/c, mp-1413) are calculated to be multi-valley 
degenerate, leading to higher n- and p-PF, respectively. The Fermi surfaces at the 
conduction bands of AgP2 and IrP2 are flat in one dimension and dispersive in the 
other two directions (Figure 2 (c) and (d)). Whereas the two hole pockets of AgP2 are
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dispersive near the center of the Brillouin zone increasing the electronic 
performance (PF = 3.40 mW m-1 K-2 at 1100 K and 1020 cm-3), the four hole pockets 
of IrP2 are dispersive in-plane enhancing the electronic performance due to a higher 
degeneracy (PF = 5.23 mW m-1 K-2 at 1100 K and 1020 cm-3). Furthermore, both 
valence and conduction bands in ZnP2 (P4121 2, mp-2782; P4321 2, mp-11025) and 

the valence in FeP2 (Pnnm, mp-20027) are multi-valley degenerate. Unfortunately, 
the flatness of the bands increases the band effective mass in the conduction band 
limiting the thermoelectric performance due to relatively high computed ρ (>5 mΩ 
cm at low temperatures).

Most of the X3P2 compounds have a direct band gap and a high degeneracy in 
the valence bands at the Γ-point. In particular, Zn3P2 (P42/nmc, mp-2071) exhibits 
curved bands with some slightly lower-energetic valleys leading to high calculated 
p-PF at ambient temperatures (4.4 mW m-1 K-2 at 900 K and 1020 cm-3). The 
conduction bands, on the other hand, however, are generally parabolic resulting in 
low ρ while at high temperature multi-valleys contribute to the electrical properties 
and hence high calculated n-PF, e.g. 5.4 mW m-1 K-2 for Mg3P2 (Pn 3́m, mp-8085) at 
1300 K and 1020 cm-3. 
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Figure 2: Fermi surfaces of (a) c-NiP2 (Pa 3́ ,. mp-22619 (b) m-NiP2 (C 2/c, mp-

486), (c) AgP2 (P21/c, mp-8200), and (d) IrP2 (P21/c, mp-10155) computed with 
PBE-GGA using a cut-off energy of 0.05 eV.  Multiple pockets at the VBM (blue) are
mostly at the Brillouin zone edge while the pockets of the CBM (red) are at the Γ 
point.

We note that band structures were calculated with the PBE-GGA exchange 
functional which typically underestimates the experimental band gap energies.[67,68] 
Some of the band structures (see Tables S1 and S2) were also calculated using the 
more accurate HSE06 exchange functional, and an increase in the band gap 
energies was observed. The average increase in band gap energy of semiconducting
MPs using the HSE functional as compared to PBE-GGA was 0.76 eV. This is 
consistent with the study by Chan and Ceder which reported that the PBE-GGA 
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exchange functional underestimated the band gap energy on average by 0.73 eV 
compared to experimental determined band gap energies.[69] The HSE06 exchange 
functional typically overestimates slightly the band gap energies compared to 
experiments and a smaller discrepancy between the present study and the study by 
Chan and Ceder is expected. Furthermore, Setyawan et al. found a relative 
uncertainty of 42% in large band gap energy systems, which is consistent with the 
relative error of MPs (48%), although the band gap energies are in the range of 0.3 –
1.6 eV (1.1-2.2 eV with HSE).[70] For most compounds investigated here, the 
underestimation of the band gap energy makes only a slight change in the predicted
thermoelectric performance at 600 K. While the p-PF and n-PF increases for ZnP2 
(mp-2782, mp-11025) at 600 K with the inclusion of HSE a reduction of the PFs in 
AgP2 (mp-8200) was predicted for p-and n-type, as shown in Table S4. In other 
materials, an increase in the PF was observed for p-or n-type, whereas the PF of the 
opposite type decreases.

3.2. Phonon Dispersion Curve and Computed Thermal Conductivity

In addition to the electronic band structures, the phonon dispersion curves of 10 MPs
were computed to provide basic information about the thermal conductivity. The 
phonon dispersion curves indicate that more complex unit cells have low-frequency 
acoustic phonons that are suppressed by optical modes and avoided band crossing, 
as illustrated for AgP2 and Zn3P2 in Figure 3 (a) and (b), leading to a reduction in the 
phonon mean speed. The phonon dispersion curves of BP and GaP (Figure 3 (c) and 
(d)) are similar to that of diamond structure (Si, Ge)[71] and III-V semiconductors, 
e.g., GaAs,[72] where a large split of the longitudinal and transverse acoustical 
phonons appears. Although the transverse modes have zero group velocity at the 
Brillouin zone edge, all three acoustic phonons have similar speed of sound at the 
Brillouin zone center, increasing the thermal conductivity for materials with long 
phonon mean free paths. High thermal conductivity of the XP compounds is also 
expected from the split of the acoustic and optical phonons. Because of the large 
phonon band gap, the acoustic phonons are less coupled to the optical phonons and 
therefore the scattering of the acoustic phonons is reduced, increasing the phonon 
mean free path.[73,74,75] It is important to note that all optical modes are nearly flat in 
the calculated MP phonon dispersion curves, i.e., the optical modes do not 
contribute substantially to the thermal conductivity. 

Although phonon dispersion curves can be computed with high-throughput 
approaches, the added computational costs for the calculation of third-order force 
constants currently limits first-principles determination of the thermal conductivities 
(with exceptions for simple crystal structures).[76,77,78] Therefore, the thermal 
conductivity was estimated with approximate and semi-empirical models enhancing 
the prediction of novel high-performance thermoelectric materials.[5,6,37,37] For 
example, the thermal conductivity has been tested with models for the amorphous 
limit of the thermal conductivity. The most established model to determine the 
amorphous limit is the Cahill-Pohl model [5,6] where the speed of sound was 
calculated from the bulk and shear moduli of the materials (see Supplementary 
Information). In addition to the elastic properties, the minimum thermal conductivity
was also calculated using the linear slope of the acoustic phonons at the Brillouin 
center and the Cahill-Pohl model where the speed of sound was averaged from the 
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longitudinal and transverse phonons (see Supplementary Information Equation SI-4).
In an earlier study, it was found that the computed κmin has a strong correlation with 
the experimental κp.[23]  However, several materials exhibited lower thermal 
conductivity than the predicted amorphous limit; the thermal conductivity in these 
materials is defined as ‘ultralow’.[79] In a recent study, the origins of the ultralow 
thermal conductivity of [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) were 
delineated.[36] The thermal conductivity in this model is limited by an average 
phonon mean speed over the entire Brillouin zone and the atomic density. While a 
constant phonon mean free path can represent the limit for disordered structure, 
i.e. static disordering (referred as ‘static’), a frequency-dependent mean free path 
can most likely describe the thermal conductivity where dynamical disordering is the
limiting factor (referred as ‘dynamic’). (Details about the models are given in the 
Supplementary Information). The static and dynamic model exhibit lower κmin than 
the Cahill-Pohl model (Table S5). In particular, κmin in XP compounds is significantly 
decreased due to the reduced phonon mean speed at the Brillouin zone edge, as 
shown in Figure 3 (c) and (d).

Figure 3: Calculated PBE-phonon dispersion curve of (a) AgP2, (b) Zn3P2, (c) GaP, 
and (d) BP. Note that the scale of the y-axis in (d) is twice that of the other band 
structures. Although GaP possesses a simple crystal structure, the calculated 
minimum thermal conductivity using the average phonon mean speed is low due 
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to splitting of the longitudinal and transverse acoustic modes.

In addition to the amorphous limit, the thermal conductivity of the MPs was 
computed with a semi-empirical model as recently reported by Miller et al.[37] In this 
approach, the thermal conductivity equation contains information of the lattice 
stiffness and crystal structure computed with DFT and was fitted to experimental 
data at 300 K. The Grüneisen parameter used for the prediction of the thermal 
conductivity is solely dependent on the coordination number.[37] A similar trend was 
observed by Zeier et al. [80] While the amorphous limit describes the lower bound of 
the thermal conductivity, the semi-empirical approach provides an average thermal 
conductivity more suited for crystals limited by acoustic phonons. For a better 
comparison of the MPs, the semi-empirical approach at 300 K was compared to the 
amorphous limit using the Cahill-Pohl model (computed thermal conductivity data in 
Table S6). 

As shown in Figure 4, the thermal conductivity from the semi-empirical model 
(κSE) is exponentially related to the amorphous limit for most of the MPs, i.e., low κmin

would also result in a low κSE for most compounds. However, based on the semi-
empirical model some MPs have a higher thermal conductivity (such as GaP and BP 
(κSE = 48 and 244 W m-1 K-1, respectively)), or similar thermal conductivity (BeP2) 
compared to the amorphous limit. It is important to note that for κp in MPs only the 
acoustic phonons were considered. The semi-empirical approach has two terms, a 
temperature-dependent term and temperature–independent term which represents 
the amorphous limit. While XP compounds have relatively high thermal 
conductivities at 300 K, e.g., κSE = 47.74 W m-1 K-1 for GaP, a lower thermal 
conductivity was predicted for XP2 (~5-15 W m-1 K-1), X3P2 (2-4 W m-1 K-1) and XYP 
compounds (~2 W m-1 K-1) at 300 K. In particular, the low thermal conductivities of 
XYP compounds are in the range of PbTe suggesting promising TE performance.
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Figure 4: Thermal conductivity computed using the Cahill-Pohl model (κmin)  [5,6]  
and a semi-empirical approach (κSE) at 300 K of various MP classes.[37] Computed 
thermal conductivities are given in Table S6.

3.3. Thermoelectric Performance

The electronic and phonon properties of the MPs were summarized in a theoretical 

figure of merit (zT calc=
S2T

ρ (κp+κe )
 ) and compared to the current-best TE materials 

(Bi2Te3 and PbTe). For the prediction of κp we use κmin and κSE as the optimum and 
the average case. zTcalc is different from the TE figure of merit, zT. Although the 
defining equation of zTcalc is nearly the same as for zT (if κp is set to κmin or κSE), 
several assumptions were employed to quantify the transport properties. For 
instance, the electronic properties were computed with the Boltzmann transport 
equations with the relaxation time was set to τ = 10-14 s. This value is typical for 
metals at room temperature and has the advantage of providing a power factor, PF, 
for comparison with experiment. In the constant relaxation time approach, the 
Seebeck coefficient is treated as independent of the relaxation time, while both the 
electrical conductivity and the electronic contribution to the thermal conductivity 
scale linearly with the relaxation time. However, it is important to note that the 
relaxation time can differ between materials/samples as it depends on diverse 
scattering mechanisms such as grain boundaries, electron-phonon interactions, and 
impurities. In particular, electron-phonon scattering can have a large influence on 
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the relaxation time. Furthermore, the relaxation time is neither independent of 
temperature nor energy. Thus, the reported predicted PFs and zTcalcs using a 
constant relaxation time should be treated with due caution. This is consistent with 
our recent study in which a significant overestimation of the computed mobility was 
observed compared to the literature.[23]

Both zTcalcs (with κmin [zTcalc(κmin)] and κSE [zTcalc(κSE)]) indicate higher predicted 
n-type thermoelectric performance for various XYP than the computed zTcalc of state-
of-the-art TE materials, i.e., PbTe and Bi2Te3 (Figure 5). As discussed above, XYP 
compounds have high Seebeck coefficient at elevated temperatures due to multiple 
band degeneracy with the assumption of a carrier concentration of 1020 cm-3 and a 
low predicted κmin/κSE. The thermal conductivity is only slightly reduced using the 
semi-empirical approach compared to the lowest limit of the thermal conductivity. In
particular, BaLiP exhibits high theoretical p- and n-type thermoelectric performance 
with a predicted zTcalcsimilar to that of PbTe and higher than that of Bi2Te3 for both 
types. For the electronic properties of the XYP compounds, the average of the 
electrical conductivity was considered for the calculation of PF. Due to the high 
anisotropic behavior of XYP compounds (Table S3), the predicted zTcalc can 
dramatically increase in certain crystallographic directions and an experimental 
study of single crystalline XYP is desirable. 

Enhanced electronic properties were also observed in XP (except FeP due to 
its zero band gap) , if n can be >1020 cm-3. However, although the choice of thermal 
conductivity model has only minor influence on the qualitative ranking of predicted 
zTcalc of XYP compounds, the thermoelectric performance of GaP  and BP decreased 
by a factor of five and 10, respectively, from zTcalc(κmin) to zTcalc(κSE) (Figure 5). n-type 
zTcalc(κmin) of GaP is in the range of the best XYP compounds and nearly twice that of 
PbTe and Bi2Te3. However, with the inclusion of κSE the TE performance decreased 
below PbTe and Bi2Te3. zTcalc(κSE) should be considered as a better approximation of 
the TE performance because the scattering mechanisms of phonons and electrons 
are related. Assuming the lowest limit of thermal conductivity would decrease the 
electron relaxation time and hence, the electrical conductivity. The predicted PFs in 
BP is similar high for both p- and n-type, however, the high predicted lattice thermal 
conductivity which is consistent with the phonon dispersion curve limits the TE 
performance.

Enhanced TE performance was also found for several XP2 (e.g., AgP2, CuP2, 
PdP2, and IrP2) and X3P2 (e.g., Mg3P2 and Zn3P2) compounds. For instance, Mg3P2 has 
parabolic conduction bands which are multi-valley degenerate, enhancing S and 
reducing ρ, whereas AgP2 has several pockets at the conduction edge. Both MPs 
have relatively low thermal conductivity (κSE ~ 3 W m-1 K-1 above 1000 K).  It is 
important to note that the electronic properties were calculated from the PBE-GGA 
functional and a decrease in the electronic properties was determined for AgP2 using
the HSE functional.
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Figure 5: Comparison of computed zT of (a) p-type and (b) n-type MPs sorted by 
sub-classes. Thermoelectric figures of merit with electronic properties computed 
using the constant relaxation time (τ = 10-14 s) and thermal conductivity was 
estimated by the minimum thermal conductivity by Cahill and Pohl (κmin) and the 
semi-empirical approach by Miller et al. (κSE) at the temperature where the 
predicted zTcalc is maximum. Computed data are given in Tables S7 and S8.

3.4. Comparison to Literature

Our study indicates that MPs exhibit enhanced predicted electrical properties 
and low lattice thermal conductivity, but several assumptions (e.g., 
relaxation time of 10-14 s, temperatures up to 1300 K, dopable p- and n-type 
up to a carrier concentration of 1020 cm-3, minimum thermal conductivity, 
etc.) were used for the calculations. To determine the reliability of our 
assumptions, we compared the predicted electronic properties to 
experimental resistivities and Seebeck coefficients of various MPs using the 
reported carrier concentration and temperature; experimental and computed
electrical properties are given in Table 1. 

XP compounds indicate high predicted PFs due to the curved bands and
multi-degeneracy at the Γ–point. However, common XP compounds such as 
BP, GaP, and InP can exhibit very high thermal conductivities, making them 
poor candidates for thermoelectric materials. For example, at room 
temperature, the thermal conductivities of BP, GaP, and InP are 
approximately 150 W m-1 K-1,[81] 77 W m-1 K-1,[82] and 70 W m-1 K-1.[83] Our 
computations using a semi-empirical lattice thermal conductivity are 
qualitatively in-line with these observations: our calculations yield a total 
thermal conductivity of 245 W m-1 K-1 (243.5 W m-1 K-1 for the lattice portion) 
for BP, 49 W m-1 K-1 (47.8 W m-1 K-1 for the lattice portion) for GaP and 28 W 
m-1 K-1 (27.1 W m-1 K-1 for the lattice portion) for InP at room temperature, 
using a carrier concentration of 1020 cm-3 for κe. Furthermore, our calculations
correctly reproduce that PbTe and Bi2Te3 possess much lower thermal 
conductivities: 4.2 W m-1 K-1 (2.3 W m-1 K-1 for lattice contribution) and 2.6 W 
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m-1 K-1 (0.6 W m-1 K-1 for the lattice contribution) for PbTe and Bi2Te3, 
respectively, highlighting the usefulness of these calculations for qualitative 
screening purposes. On the other hand, a dramatic decrease in thermal 
conductivity in XP compounds is predicted using κmin. This is also consistent 
with the low thermal conductivity of XP compounds reported in literature. For
instance, Kumashiro et al. reported a thermal conductivity of 7.5 W m-1 K-1 for
BP at room temperature.[84] An even lower thermal conductivity of BP, as low 
as 0.4 W m-1 K-1 at 1000 K, was reported by Yugo et al.[85] The reported 
experimental thermal conductivity is only half the lowest predicted thermal 
conductivity (Table S5). The low thermal conductivity in BP leads to the 
highest experimental thermoelectric figure of merit reported for MPs (zT = 
0.8 at 1000 K).[86] The experimental electrical properties of BP are in the 
range of the computed values (Table 1). The computed electrical resistivity 
and Seebeck coefficient are also compared to experiments as a function of 
temperature as displayed in Figure S2. The calculated resistivity is 
overestimated at room temperature and approaches the experimental value 
at elevated temperature, whereas the computed Seebeck coefficient is up to 
35% higher than experiments. However, due to the large band gap BP was 
doped which can have a significant effect on the experimental TE properties.
[85,86]

Table 1: Comparison of computed and experimental electrical properties at 
300 K. Electrical properties were calculated using the Boltzmann transport 
equation, the PBE-GGA and HSE electronic band structures, a fixed relaxation
time of 10-14 s and the same carrier concentration as in experiments. 

Compoun
ds

Carrier 
Concentrat
ion / cm-3

Resistivit
y        / 
mOhm 
cm

Resistivity
/ mOhm 
cm

Seebe
ck       
/ µV K-1

Seebeck   
/ µV K-1

Ref.

Exp. Exp.
HSE 
(GGA) Exp. HSE (GGA)

BP 5.0∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1018 91 43 (43) -300
-413 (-
395)

86

BP 3.8∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1017 138 303 (308) -468
-636 (-
617)

85

m-NiP2 8.7∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1017 390 99 (88) -392
-432 (-
419)

91

ZnP2 1.2∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1013 3∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1010
2∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 108 
(9∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 108) n/a

1723 
(1593)

86

CuP2 4.3∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1017 126 (433) 692 (652) 91
RuP2 7.4∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1017 90-260 (367) -170 (-568) 90
IrP2 6.9∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1018 7-10 (21) 250 (322) 90

Zn3P2 1.6∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1017 2200
1243 
(902) 1000 724 (603)

88
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Cd3P2 1.3∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1017 120 305 (13) -300 -408 (-38) 88
Cd3P2 5.8∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1017 9-25 57 (12) -200 -259 (-45) 89

c-NiP2 1.7∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1021 9
0.17 
(0.15) -38 -29 (-31)

Prese
nt

The very high thermal conductivities of common binary phosphides 
such as GaP may form the exception rather than the rule of MPs. The thermal
conductivities of the binary and ternary phosphides investigated in this work 
are in general calculated to be 5-10 times lower than that of GaP. As one 
example, the total thermal conductivities of Cd3P2 and Zn3P2 (isostructural, 
space group P42/nmc) in our study are 7.6 W m-1 K-1 (1.8 W m-1 K-1 for the 
lattice portion) and 3.6 W m-1 K-1 (2.6 W m-1 K-1 for the lattice portion), 
respectively, and both are computed to have overall favourable TE 
properties. The band structures of both Zn3P2 and Cd3P2 indicate a 
convergence of 3 valence bands at the Γ-point as well as a secondary peak 
between the A and Z points that likely contribute to the favourable TE 
performance. For these compounds, previous experimental measurements 
confirm the possibilities of these compounds. Both Cd3P2 and Zn3P2 have been
shown experimentally to possess moderately low thermal conductivities of 
2.4 W m-1 K-1.[87] The same study has further shown that a solid solution of 
these phases can reduce the thermal conductivity to as low as 1.2 W m-1 K-1.
[88] An extremely low thermal conductivity was recently reported for Zn3P2 
(0.49 W m-1 K-1) due to nanostructuring.[88] We tested the ultralow thermal 
conductivity using the various models for κmin. The longitudinal and 
transverse speeds of sound for the Cahill-Pohl model were determined from 
the bulk and shear modulus (vL = 5406 m s-1, vT = 3155 m s-1). Lower phonon 
mean speeds for the acoustic phonons (vL = 2755 m s-1, vT1 = 1951 m s-1, and
vT2 = 2097 m s-1) were calculated from the Zn3P2 phonon dispersion curve 
(see Figure 3 (b)), resulting in lower predicted minimum thermal 
conductivities (see Supplementary Information Equations SI-4 to SI-7). The 
experimental thermal conductivity of Zn3P2 (κ = 0.49 W m-1 K-1) is lower than 
the amorphous limit described by Cahill-Pohl (Figure S3).[89] However, the 
minimum thermal conductivity using a frequency-dependent phonon mean 
free path agrees well with the experimental data, although the reason for the
low thermal conductivity is most likely the small grain size. As stated earlier, 
the static disorder approach assumes that the phonon mean free path is 
limited by the atomic density which is smaller than the grain size. The grain 
size in Zn3P2 can be most likely further reduced leading to an even lower 
thermal conductivity, similar to the limit of static disordering. Therefore, it is 
not clear if the low thermal conductivity is due to dynamic or static 
disordering.
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However, although Zn3P2 has extremely low thermal conductivity and is
particularly interesting in the computational study;  prior experiments 
indicate that a major challenge will likely be in achieving high enough carrier 
concentration to overcome a fairly high intrinsic resistivity (2200 mΩ∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at cm).[88] 
A better route may be to start with Cd3P2 due to its small band gap: a 
previous report has shown experimentally that at 650 K, the resistivity should
be less than 5 mΩ∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at cm and the Seebeck coefficient should be approximate 
250 µV K-1, i.e., PF = 1.25 mW m-1 K-2 at 650 K.[89] If one conservatively 
assumes the measured room temperature thermal conductivity of 2.4 W m-1 
K-1 [88](which would likely be reduced further at 650 K), the expected zT is 
already above 0.3. While the computed Zn3P2 also indicated a low TE 
performance due to the low carrier concentration, the enhanced TE 
properties of Cd3P2 were also predicted in our calculations. As the example of 
Cd3P2 depicts, the electronic band structures of small-band gap 
thermoelectrics have to be calculated with the HSE functional. While the 
Seebeck coefficient of Cd3P2 using the PBE-GGA electronic band structure are 
significantly are underestimated, the computed Seebeck coefficient using the
HSE band structure are slightly overestimated (which is consistent with the 
slight overestimation of the band gap energy using the HSE functional). Thus,
the Cd3P2-Zn3P2 system could be promising for future investigations.

 Amongst binary compounds, IrP2 has the second-highest p-PF in our 
study and also has its electrical properties previously characterized by 
experiment.[90] The band structure of IrP2 indicates that the valence band 
maximum occurs with two bands at the E points (degeneracy = 1) with 
potentially other peaks contributing at the Z (degeneracy = 1) and C points 
(degeneracy = 1). Thus, this material possesses moderate valley 
degeneracy. A previous experimental report has determined 6.9∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1018 cm-3 
carriers at room temperature with a Seebeck coefficient of 250 µV K-1 and a 
resistivity as low as 7 mΩ∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at cm – i.e., PF = 0.89 mW m-1 K-2 at room 
temperature.[90] A high PF was also predicted in our computational study (PF 
= 0.49 mW m-1 K-2). It is plausible that more dedicated studies of doping as 
well as higher temperature measurements could yield competitive PFs. 
Unfortunately, IrP2 not only contains the extremely rare element Ir but is also 
computed in our study to have a moderately high thermal conductivity of 
14.2 W m-1 K-1 using the semi-empirical model, making it an impractical as a 
TE material for widespread use. However, κSE decreases with temperature, 
approaching the sum of κmin (= 1.24 W m-1 K-1) and κe. 

A more reasonable solution would be established by replacing Ir with 
Cu. The electrical properties of CuP2 have been previously measured and 
despite the high reported electrical resistivity (ρ = 126 mΩ∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at cm at 300 K) due
to a low carrier concentration, the experimental p-PF is in the range of a good
TE material due to a large Seebeck coefficient.[91] The reported electrical 
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properties even exceed the computed values (Table 1). In addition to the 
favourable predicted electrical properties, the thermal conductivity of CuP2 is 
reduced by a factor of two compared to IrP2, enhancing the TE performance 
(Table S6). These results should encourage TE groups to investigate the TE 
properties further by optimizing the carrier concentration. 

The ternary systems NaZnP, SrLiP, BaLiP, and NaSnP are highly 
interesting as either p-type or n-type thermoelectrics from a computational 
standpoint. Currently, these materials remain largely unexplored, although 
NaZnP was previously identified as a potential thermoelectric target based on
calculations similar to those performed in this work.[92] Similarly, n-type Mg3P2

in the Pn 3́m structure could be interesting due to a convergence of multiple 
conduction bands at the Γ point.

We note that our screening for new phosphide thermoelectrics 
represents a “best-case” scenario in that we freely allow for both n and p 
carrier types, for the carrier concentration to reach as high as 1020 cm-3, and 
assume high temperature stability up to 1300 K. Certainly, these conditions 
are not achievable for most phosphides. However, some materials such as 
InP come close: InP can be both p and n-doped beyond 1020 cm-3 and has a 
melting point of 1335 K.[93] The spirit of our study is to identify whether 
potentially promising systems exist assuming that other factors line up very 
well (which they very well might not). Thus, the screening is better used as 
tool for filtering poor thermoelectric candidates (even under optimistic 
conditions) rather than unambiguously identifying good candidates.

Overall, we find many possibilities within the phosphide systems, 
including interesting band structure characteristics (e.g., high valley 
degeneracy in several systems) as well as potentially low thermal 
conductivities. Further exploration through chemical substitution and alloying
could potentially uncover even more promising phosphides. It should be 
further noted that a recent study of Ag6Ge10P12 (thermal conductivity is 
approximately 1.5 W m-1 K-1 at room temperature) has provided another 
experimental data point confirming low thermal conductivity and a zT as high
as 0.6 within a phosphide system.[35] Our calculations indicate that many 
more phosphides might exhibit low thermal conductivity as well as 
interesting band structure characteristics for TE applications and are 
interesting candidates for further exploration by theorists and 
experimentalists alike.

3.5. Experimental Study of c-NiP2

Because most studies reported in the literature focussed only on the 
electronic or thermal properties or are heavily doped, the cubic phase of nickel 
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diphosphide was synthesized in the present study to experimentally determine the 
intrinsic electrical and thermal transport properties on the same sample (Details 
about the synthesis and characterization are given in the Supplementary 
Information). The selection of NiP2 was based on our aim for a simple (in this case 
binary) MP with excellent intrinsic properties (thereby avoiding the matter of doping 
for better comparison between computed and experimental properties), that would 
be readily accessible by solid-state synthesis and, preferably, stable in oxidative 
conditions for ease of handling. Furthermore, in contrast to m-NiP2

[91] the electronic 
or thermal properties of c-NiP2 have not been reported. 

3.4.1. Electronic Properties

Our DFT-PBE calculation predicted that the c-NiP2 is more stable (13 
meV/atom) than m-NiP2 (T = 0 K; P = 0). The PBE exchange correlation 
functional indicates bang gap energies of 0 eV and 0.53 eV for c-NiP2 and m-
NiP2, respectively (Figure S1), but the values are 0.13 eV and 1.15 eV, 
respectively, when using the more accurate HSE functional. Both functionals 
indicate high PFs for p-and n-type (Table S1 and S2), with the HSE results 
showing even higher maximum PFs. Furthermore, m-NiP2 has a highly 
anisotropic layered structure with pseudo-planes of Ni2P4 along the c-axis 
connected through Ni-Ni bonds, leading to highest PFs along the b-axis 
(5.7/6.7 mW m-1 K-2 for p-/n-type, respectively) (Table S3). The pyrite c-NiP2 

structure, on the other hand, is isotropic with three degenerate valleys in the 
conduction band and twelve valleys in the valence band (Figure 2 (a) and 6 
(a)) contributing to the electrical properties resulting in high p-and n-type PFs
(3.8/2.8 mW m-1 K-2, respectively). However, κe is significant, which limits the 
TE performance.

Figure 6: Computed (a) HSE-electronic and (b) PBE-phonon dispersion curve of c-
NiP2. The electronic structure in (a) shows good p- and n-PFs, while in (b) the 
optical phonons (blue) have relatively low frequencies and suppress the acoustic 
phonons (red).
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While the electronic properties of single-crystalline m-NiP2 were 
previously measured by Odile et al. showing a high resistivity and Seebeck 
coefficient (Table 1),[91] the electronic properties of c-NiP2 were unknown. In 
the present study, the transport properties of c-NiP2 were determined from 2 
K to 725 K (experimental data are listed in Tables S13, S14, and S15 in 
Supplementary Information). The low-temperature transport properties were 
measured with the thermal transport option using a steady-state method in a
Quantum Design PPMS. This has the advantage of measuring the transport 
properties simultaneously. However, the contact resistance between the 
sample and the contacts can influence ρ and thermal conductivity, in 
particular if the values are low. While the low-temperature ρ was measured 
with a two-probe method (2Ω), the high-temperature ρ was determined by 
the van der Pauw method. The latter method is preferable to determine low ρ
because the measurement avoids contributions from the contact resistance. 
At room temperature, a difference in resistance of 10 mΩ (resistivity 
difference of 24 mΩ cm) was observed between the low and high 
temperature measurements and attributed to the contact resistance. The 
low-temperature electrical resistivity measurements were empirically 
adjusted to the van der Pauw measurement at T = 312 K, assuming the 
contact resistance to be independent of temperature. The resistivity 
decreases with increasing temperature over the entire temperature range, 
indicating intrinsic semiconducting behavior (Figure 7 (b) and S7 (a)). From 
the curved conduction bands at the band gap a high mobility, µ, is possible 
due to their low effective mass (Figure 6 (a)). However, µ is reduced due to 
the nanoporous structure and the small grains resulting in nearly T-
independent behavior (Figure 7 (a)). Another reason for the low mobility can 
be the high carrier concentration (~1.7∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at 1021 cm-3) which can be related to 
the low band gap energy (~0.13 eV with HSE) leading to an enhanced ionized
impurity scattering. Furthermore, we also have calculated the resistivity 
using the AMSET model which takes into account various scattering 
mechanisms, such as optical phonon scattering and ionized impurity 
scattering rather than assuming a constant relaxation time.[94] Taking these 
scattering mechanisms into account we calculated resistivity in the range of 
0.60-0.74 mΩ∙cm for GaP and 1.3 mΩ∙cm for BP, respectively, at cm, still considerably lower than the measured conductivity, 
reinforcing the hypothesis that the low measured mobility is due to nanosized
pores and scattering from small grains.

Because of the low effective mass, small Eg, and the high n (>1021 cm-

3), |S| is relatively low (Figure 7 (c) and S7 (b)) for c-NiP2, as is the case for 
most small band gap TEs.[95] The magnitude of S increases to 57 µV K-1 from 2
K to 600 K; above 600 K the excited minority carriers reduce |S|. The 
negative value of S indicates that electrons are the dominant charge carriers,
consistent with the negative Hall coefficient and the monoclinic phase (Table 
1). While the magnitude of the Seebeck coefficient at 650 K is only slightly 
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lower than at 600 K, the magnitude drops at 700 K, most likely due to a 
dramatic increase in carrier concentration (Figure 7 (a)). The Goldsmid-Sharp 
band gap energy (Eg ,GS=2|S|max Tmax=0.07 eV) is lower than the HSE band gap
energy (Eg,HSE = 0.13 eV). However, the Goldsmid-Sharp equation is not valid 
for narrow band gaps (Eg ≤ 6 kBT).[96] 

The experimental electrical properties of the monoclinic and cubic 
phase of NiP2 are compared to the calculated values from the Boltzmann 
transport equations using a constant relaxation time approach and a 
constant (experimentally determined) doping level, n = 1.7±0.2·1021 cm-3 
(see Figure 7). While the computed electrical resistivity of both phases is 
dramatically underestimated, the experimental Seebeck coefficient is similar 
to the computation (Table 1). The electrical resistivity in c-NiP2 is more than 
one order of magnitude underestimated than m-NiP2. The larger discrepancy 
between experiments and computation in c-NiP2 is most likely a result of the 
microstructure effects (nanosized pores and small grain size; see Figure S5 
(b)). This is consistent with the mobility results which are low and nearly 
temperature-independent from 300 K to 650 K (Figure 7 (a)). Furthermore, 
the higher carrier concentration results in an increase in ionized impurity 
scattering and hence, limits the relaxation time. However, although the 
monoclinic phase is single-crystalline and the carrier concentration is low, it 
exhibits about four times higher resistivity than our computed values at room
temperature (Table 1) and thus, the intrinsic relaxation time of NiP2 is most 
likely shorter than 10-14 s. The overestimation of the relaxation time is not 
consistent within the metal phosphites as several compounds have a lower 
experimental resistivity than our calculated values and thus, further 
investigations of the intrinsic relaxation time in materials are recommended. 

In contrast to ρ, the computed S agrees well with experiments (Figure 7
(c)). In particular, the computed S from the HSE band structure are within the
uncertainty of the experimental results up to approximately 600 K. The 
discrepancy at high temperatures might be the result of increased carrier 
concentration and/or differences in band gap.
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Figure 7: (a) Experimental Hall carrier concentration, nHall, and Hall 
mobility, µHall, of c-NiP2. Red lines indicate the carrier concentration used for
the computational study. Comparisons of the computed and experimental 
results for (b) the electrical resistivity, ρ, (c) Seebeck coefficient, S, and (d) 
the phononic contribution of the thermal conductivity of a fully dense solid, 
κbulk show that S and κbulk from the computations agree remarkably well with
the experiments (especially given the set relaxation time of 10-14 s in the 
calculations) while the computed ρ is lower than experiments. Most likely 
the nanostructure (Figure S5) and high carrier concentration cause the 
experimental resistivity to be higher than calculated.

3.4.3. Thermal Properties

In addition to the electronic band structure, the phonon dispersion 
curve of c-NiP2 also was computed, revealing κmin ranging from 0.8 to 1.4 W 
m-1 K-1 (Figure 6 (b); Table S5). Potential reasons for the low computed κmin 
could be the voids in the crystal structure due to distorted pentagonal 
channels and/or low-frequency phonons reducing κp due to avoided crossings.
Splitting of the optical phonons assigned to the weak Ni-P bonds (force 
constant 4.63 eV/Å) X-ray source, a graphite monochromator, and a²) and strong P-P bond stretching modes (10.28 eV/Å) X-ray source, a graphite monochromator, and a²) was
observed (Figure 6 (b)). This is consistent with the Ni-P (2.29 Å) X-ray source, a graphite monochromator, and a) and P-P (2.19
Å) X-ray source, a graphite monochromator, and a) bond lengths, which are both smaller than the sum of the covalent radii (P:
1.10 Å) X-ray source, a graphite monochromator, and a; Ni: 1.23 Å) X-ray source, a graphite monochromator, and a),[97] indicating, together with the small charge transfer 
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between Ni and P, a weak interaction and low-frequency modes. These 
modes could lower both the frequency of the acoustic phonons and κmin. 

The phonon dispersion curve calculations are consistent with the 
experimental heat capacity results (see Tables S11 and S12 in 
Supplementary Information for data), when the electronic contribution of the 
heat capacity, Cp,el, is added to the computed heat capacity (Figure 8 (a)). 
The electronic contribution of the heat capacity was acquired by fitting of the 
experimental heat capacity at low temperatures with a Sommerfeld constant 
of 100 mJ mol-1 K-2 (Figure 8 (b)). Although the low-temperature experimental 
heat capacity data suggest that the low-frequency optical modes and 
acoustic modes of the calculated phonon dispersion curves should shift to 
lower frequencies, the computed heat capacity agrees well with the 
experimental results above 100 K when the electronic contribution is added 
(Figure 8 (a)). However, note that the heat capacity was computed with a 
harmonic approach and anharmonicity can play a significant role at high 
temperatures. The calculated Grüneisen parameter (γ) from 20 K to 400 K 
indicates a relatively low and nearly temperature-independent anharmonicity
(γ ~ 1). This is typical for structures containing both tetrahedral and 
octahedral local environments[81] and agrees with the computed Grüneisen 
parameter using the equation reported by Miller et al.[37] Most tetrahedral 
structures (e.g., ZnS or Si) have a Grüneisen parameter value of 
approximately 0.5 to 0.7 while binary system with octahedral environments 
have values between 1.5 to 2.[81] Furthermore, the Grüneisen parameter in c-
NiP2 is slightly higher than for GaP.[81] However, this cannot explain the low 
κmin.

Figure 8: (a) Heat capacity of c-NiP2. Experimental results agree with the 
calculated heat capacity from PBE-GGA calculations when the electronic 
contribution of the heat capacity, Cp,el, is included. (b) Cp/T ² vs T indicates 
low frequency optical modes. A discrepancy between the calculated and 
experimental heat capacity appears at low temperatures. 
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The experimental thermal conductivity at high temperature was 
determined from the measured thermal diffusivity, the mass density, and the
computed heat capacity including the electronic contribution of the heat 
capacity, whereas the low-temperature thermal conductivity was measured 
directly. The thermal conductivities from low- and high-temperature 
measurements (Figure S7 (c)) are different at room temperature but within 
their uncertainties (5% for low-temperature and 15% for high-temperature 
thermal conductivity). It is important to note that the thermal conductivity 
measurements at high temperatures have a higher uncertainty than the low 
temperature results due to the additive uncertainties of the mass density, 
thermal diffusivity, and heat capacity. However, for the low-temperature 
thermal conductivity measurements in the PPMS an emissivity of one was 
assumed and this assumption for blackbody radiation can lead to a large 
error, especially at high temperatures (T > 300 K) due to the T 4 relationship.

The phononic (i.e., experimental minus electronic) contribution of the 
thermal conductivity of c-NiP2 was compared to the minimum thermal 
conductivity models (described above). The electronic contribution of the 
thermal conductivity was calculated using the single parabolic band (SPB) 
model. [96] The resulting phononic contribution of the thermal conductivity, κp, 
was corrected to zero porosity using 

κbulk=
κp

1−
4Φ
3

(3)

where Φ = 0.18 is the porosity using the density of the pellet (4.04 g cm-3) 
and the theoretical density of c-NiP2 (4.90 g cm-3).[98] While the electronic 
contribution of the thermal conductivity of c-NiP2 increases with temperature,
κbulk has a glassy behavior where the thermal conductivity increases to 1.2 W 
m-1 K-1, followed by a temperature-independent plateau.  

κbulk determined from the experimental thermal conductivity is below 
the minimum thermal conductivity using the Cahill and Pohl model and 
agrees well with the minimum thermal conductivity using an average phonon
mean speed and a frequency-dependent phonon mean free path (Figure 7 
(d)), as also observed for Zn3P2 (Figure S3). In both cases, the phonon mean 
free path is most likely limited by the nano-sized grains which scatter the 
acoustic phonons. κSE is not shown in the figure as it is more than one order 
of magnitude higher at 300 K than the experimental value. 

The transport properties are summarized by the TE figure of merit 
which increases with temperature up to 0.03 at 650 K (Figure S7 (d)), which 
is in the range of the predicted zTcalc(κmin) ~0.17 and zTcalc(κSE) ~0.11 using the
HSE band structures. From the SPB model, it was observed that a slight 

26



reduction of the carrier concentration might increase zT to 0.04. Although 
κbulk is lower than κmin and κSE, overestimating the TE performance, the 
underestimated ρ leads to an overestimation of zTcalc which is most likely due 
to the overestimated fixed relaxation time. A better approximation for the 
relaxation time would enhance the prediction of ρ and hence, zT. Another 
potential approach to increase efficiency is reduction of porosity by further 
consolidation of the sample. A denser sample would enhance the mobility 
and most likely increase the figure of merit.

4. Conclusions

From a high-throughput screening of 48,000 compounds[23], metal phosphides
were revealed as a potential class of high-performance thermoelectric 
materials. Electronic and thermal properties were computed in which several 
MP compounds were discussed that could possibly possess moderate or high 
thermoelectric efficiency. In particular, XYP compounds show high n-type PF 
due to multi-valley degeneracy and low κp which is higher than the predicted 
thermoelectric performance for the current best TE materials (i.e. PbTe and 
Bi2Te3) within the set of approximations and assumptions (e.g., constant 
relaxation time and an estimated thermal conductivity) employed. Enhanced 
electronic properties also were found for GaP. However, due to the high 
predicted thermal conductivity using a semi-empirical approach the TE 
performance of GaP is limited. The computation was supported by 
experimental studies indicating good agreement between computed and 
experimental transport properties. In particular, three MPs (IrP2, CuP2, and 
Cd3P2) exhibit enhanced electrical properties and/or low thermal conductivity.
of c-NiP2 which demonstrates good electronic transport and thermal 
properties. While the Seebeck coefficient and thermal conductivity agree well
with the computed data, the electrical resistivity was severely 
underestimated computationally (Figure 7 (b)), most likely due to the 
nanoporous structure of the consolidated pellet and the universal constant 
relaxation time on which experiments were performed and not included in 
the models. Further studies of other MP compounds are in progress to 
investigate the effect of densification on electron transport and its influence 
on zT.

Acknowledgments 

This research used resources of the National Energy Research Scientific 
Computing Center (NERSC), a DOE Office of Science User Facility supported 
by the Office of Science of the U.S. Department of Energy. J-H. P. 
acknowledges support from Dalhousie Research in Energy, Advanced 
Materials and Sustainability (DREAMS), an NSERC CREATE program, and a 
Nova Scotia scholarship. M. A. W. acknowledges support from NSERC and the 

27



Clean Technologies Research Institute at Dalhousie University. A.J. and A.F. 
acknowledge funding from the U.S. Department of Energy, Office of Basic 
Energy Sciences, Early Career Research Program.  F. R., G. P., G. H., and G.-
M. R. acknowledge the F.R.S.-FNRS for financial support through the projects 
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