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Abstract

There is a strong interest in the neuroscience community to measure brain connectivity and 

develop methods that can differentiate connectivity across patient groups and across different 

experimental stimuli. The development of such statistical tools is critical to understand the 

dynamics of functional relationships among brain structures supporting memory encoding and 

retrieval. However, the challenge comes from the need to incorporate within-condition similarity 

with between-conditions heterogeneity in modeling connectivity, as well as how to provide a 

natural way to conduct trial- and condition-level inference on effective connectivity. A Bayesian 

hierarchical vector autoregressive (BH-VAR) model is proposed to characterize brain connectivity 

and infer differences in connectivity across conditions. Within-condition connectivity similarity 

and between-conditions connectivity heterogeneity are accounted for by the priors on trial-specific 

models. In addition to the fully Bayesian framework, an alternative two-stage computation 

approach is also proposed which still allows straightforward uncertainty quantification of between-

trial conditions via MCMC posterior sampling, but provides a fast approximate procedure for the 

estimation of trial-specific VAR parameters. A novel aspect of the approach is the use of a 

frequency-specific measure, partial directed coherence (PDC), to characterize effective 

connectivity under the Bayesian framework. More specifically, PDC allows inferring directionality 

and explaining the extent to which the present oscillatory activity at a certain frequency in a sender 

channel influences the future oscillatory activity in a specific receiver channel relative to all 

possible receivers in the brain network. The proposed model is applied to a large 

electrophysiological dataset collected as rats performed a complex sequence memory task. This 

unique dataset includes local field potentials (LFPs) activity recorded from an array of electrodes 

across hippocampal region CA1 while animals were presented with multiple trials from two main 

conditions. The proposed modeling approach provided novel insights into hippocampal 

connectivity during memory performance. Specifically, it separated CA1 into two functional units, 

a lateral and a medial segment, each showing stronger functional connectivity to itself than to the 

other. This approach also revealed that information primarily flowed in a lateral-to-medial 

direction across trials (within-condition), and suggested this effect was stronger on one trial 

condition than the other (between-conditions effect). Collectively, these results indicate that the 
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proposed model is a promising approach to quantify the variation of functional connectivity, both 

within- and between-conditions, and thus should have broad applications in neuroscience research.

Keywords

Local field potentials; Brain effective connectivity; Multivariate time series; Vector autoregressive 
model; Partial directed coherence; Bayesian hierarchical vector autoregressive model; Bayesian 
variable selection

1 Introduction

Brain electrophysiological signals, including local field potentials (LFPs) and 

electroencephalograms (EEGs), offer important insight into the neural mechanisms 

underlying learning and memory, as they capture the electrical activity of groups of neurons 

at a temporal resolution of milliseconds. Compared to scalp EEG, LFP recordings are 

typically performed in animal experiments using electrodes chronically implanted inside the 

brain. Consequently, LFPs recordings allow us to directly probe neural activity deep in the 

brain with little contamination from non-neuronal physiological activity (e.g., artifacts from 

muscle activity). While LFP recordings have been performed in many brain regions, the 

hippocampus has been a primary focus of electrophysiological studies because of its well-

established role in memory (O’Keefe [1993]; Buzsáki [1996]; McNaughton et al. [2006]; 

Eichenbaum et al. [2007]; Squire and Wixted [2011]). Accumulating evidence suggests that 

the hippocampus plays a key role in remembering the sequence of daily life events. In order 

to elucidate the neuronal mechanisms underlying the capacity, Dr. Fortin’s laboratory on 

memory and learning recently developed a complex non-spatial sequence memory task in 

rats (Allen et al. [2014]). Importantly, the task has been shown to have strong behavioral 

parallels in rats and humans (Allen et al. [2014]), and to depend on comparable brain circuits 

across species (Fortin et al. [2016]; Boucquey et al. [2015, submitted]).

Here, we focus on an electrophysiological dataset collected as rats performed this new 

behavioral task, in which they used an array of electrodes distributed within hippocampal 

region CA1 (Allen et al. [2016]; see Figure 13). Of particular interest is the fact that their 

experimental approach allows us to compare LFP activity between two main trial conditions: 

one in which stimuli were presented in the correct sequence (i.e., “in sequence” or InSeq; 

e.g., ABC…), and another in which one of the stimuli was presented in an incorrect 

sequence position (i.e., “out of sequence” or OutSeq; e.g., ABD…). Figure 1 shows example 

LFP traces recorded in one trial/epoch (here an epoch is 1 second time block) from the two 

trial conditions (InSeq and OutSeq). Very different temporal patterns of LFPs can be 

observed between the two trial conditions, suggesting potential variations in hippocampal 

LFP activity across trials and/or conditions. Therefore, this dataset offers a unique 

opportunity to investigate functional connectivity in the hippocampus, particularly its 

potential variation across trials (within-condition) and differentiation across trial conditions 

(between-conditions; i.e., InSeq vs OutSeq).

To analyze multi-trial LFPs at the condition level, Hu et al. [2017] have proposed a two-

stage modeling approach where vector auto-regressive (VAR) models are employed to 
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characterize each individual trial separately and estimate trial-specific connectivities in the 

first stage, then estimate the between-conditions variation of the estimated connectivities in 

the second stage. However, their approach has some drawbacks. First, the parameter 

estimation procedure does not take into account the similarity of connectivity structure 

within the same condition, since trials from the same experimental condition are modeled 

and estimated separately. Second, summarizing and making inference on the condition-level 

effective connectivity is accomplished via bootstrap analysis, where the random variability 

at the trial level is introduced but not accounted for by re-sampling the residuals. In this 

paper, we address those deficiencies by employing a Bayesian hierarchical vector 

autoregressive (BH-VAR) framework (Chiang et al. [2017]). By imposing condition-level 

priors on the parameters in trial-specific models, the proposed hierarchical modeling 

approach allows to take simultaneously into account both within-condition correlation and 

between-conditions variation. The prior information will help to improve the 

characterization of trial-specific and condition-level connectivity through the posterior 

distribution. Further, our proposed approach takes into account potential sparse structure in 

high dimensional parameter space of brain signals by inducing sparsity in parameters via 

“spike-and-slab” mixture priors.

To describe condition-specific effective connectivities, we propose the use of partial directed 

coherence (PDC) (Baccalá and Sameshima [2001] and Baccalá and Sameshima [2014]). 

PDC is a measure of connectivity in the frequency domain. Compared to the connectivity 

simply characterized by coefficients of VAR matrices, PDC gives a deeper characterization 

of how an oscillatory activity (at a particular frequency band) at a present time in one tetrode 

may impact oscillatory activity of the same frequency band at another tetrode at a future 

time point. With respect to other measures of connectivity typically used in the frequency 

domain (e.g., coherence, partial coherence) (Ombao and Van Bellegem [2006]; Fiecas et al. 

[2011]; Olhede and Ombao [2013]; Gorrostieta et al. [2019]), PDC is thus able to imply the 

direction of information flow between tetrodes, an information that investigators may find 

particularly useful. The remainder of this paper is arranged as follows. In Section 2, we 

present the details of proposed hierarchical Bayesian models followed by simulation studies 

in Section 3. Analysis of LFP signals is in Section 4 and the Conclusion is in Section 5.

2 A Bayesian hierarchical VAR model for differential connectivity

2.1 Single stage modeling

A P-dimensional LFP signal from trial s under condition g is said to follow a Bayesian 

hierarchical VAR model of order d, denoted as BH-VAR(d), if it can be expressed as

Xt, g
(s) ∣ ηs = g, Φl, g

(s) , Σ = ∑
l = 1

d
Φl, g

(s) Xt − l, g
(s) + εt

(s)    t = d + 1, .., T , (2.1)

where ηs is a condition indicator, s = 1, …, n, and g = 1, …, G. Since hippocampal processes 

are not identical across trials even during the same condition (Allen et al. [2016]; Ng et al. 

[2018]), we don’t assume universal deterministic part for VAR models at the condition level. 

The matrices Φl, g
(s), s ∈ ℜP × P  are the autoregressive coefficient matrices of trial s from 
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condition g, which capture lagged cross-dependence among signals from different tetrodes 

in trial s. We assume εt
(s)iidN(0, Σ) for the noise of trial s. For the sake of simplifying the 

model and reducing the number of parameters, the VAR covariance matrix Σ is assumed to 

be a diagonal matrix, diag{σ1, …, σP}, with hyper priors σj~ IG(h1, h2) (j = 1, …, P) placed 

on σj’s. Priors p Φl, g
(s) ∣ Φl, g (l = 1, …, d) are imposed to account for the between-trials 

variation on VAR matrices under condition g, where Φl, g l = 1
d  indicate the condition-

specific coefficient matrices. An illustration of condition-specific connectivity via the BH-

VAR model can be found in Figure 2. Denote the LFP recording of neurons to be u-th and v-

th tetrode. Then the entry Φl, g
uv (g = 1, 2) shows the impact of the input from v-th tetrode at 

time t − l to brain activity at u-th tetrode at the current time t under condition g. If Φl, g
uv = 0

and Φl, g
vu = 0 for all lags l then, there is no directed connectivity from node u to node v as 

determined by the BH-VAR model under condition g. Thus, the entries of Φl, g l = 1
d

contain all the information about brain connectivity between tetrodes under condition g.

Note that model (2.1) can be written in a standard multivariate linear regression form

XT , g
(s) ′

⋮
Xd + 1, g

(s) ′

Yg(s); (T − d) × P

=
XT − 1, g

(s) ′ ⋯ XT − d, g
(s) ′

⋮ ⋱ ⋮
Xd, g

(s) ′ ⋯ X1, g
(s) ′

Xg(s): (T − d) × Pd

Φ1, g
(s) ′

⋮
Φd, g

(s) ′

Bg(s):Pd × P

+
εT

(s) ′

⋮
εd + 1

(s) ′

E(s): (T − d) × P

.
(2.2)

Use the vec notation

yg(s) = vec Yg(s)

βg(s) = vec Bg(s)

e(s) = vec E(s)

where vec(Yg
(s)) stacks the columns of Yg

(s) on tops of one another. Then we must have

yg(s)

(T − d)P × 1
= ( I

P × P
⊗ Xg

(s)

(T − d) × Pd
) βg

(s)

P2d × 1

+ e(s)
(T − d)P × 1

,
(2.3)

where e(s) N(0, Σ ⊗ I). Eventually we can write model (2.1) as

yg(s) ∣ βg
(s), Σ N I ⊗ Xg

(s) βg
(s), Σ ⊗ I , (2.4)
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with βg
(s) capturing the trial-level connectivities.

Here we adopt the model in Chiang et al. [2017] and Gorrostieta et al. [2013], and propose 

to model the condition-level connectivities φg (vectorized VAR matrices at condition g). 

Multivariate normal priors are put on βg
(s):

βg
(s) ∣ φg, Ξg N φg, Ξg . (2.5)

The trial-level connectivities under condition g are modeled as random deviations from the 

baseline process of condition g, where Ξg = diag ξg, 1, …, ξg, dP2  is a diagonal covariance 

matrix to account for the variation.

In particular, we enforce sparsity in the condition-level connectivity structure by imposing 

“spike-and-slab” mixture priors (Mitchell and Beauchamp [1988]; George and McCulloch 

[1993]; George and McCulloch [1997]) on elements of φg. By weeding out less important 

parameters, the proposed approach aims to improve accuracy of estimated effective 

connectivity. Denote elements of φg by φg, k k = 1, …, dP2, we introduce binary indicators 

γg, k k = 1, …, dP2, which satisfy γg,k = 1 if φg,k is non-zero and γg,k = 0 otherwise. Then our 

“spike-and-slab” priors are defined as follows

φg, k ∣ γg, k γg, kN 0, τ0
2 + 1 − γg, k δ0 φg, k , (2.6)

where δ0(φg,k) is a point mass density at φg,k = 0, and τ0
2 is constant. Typically, τ0

2 is chosen 

large enough to allow estimating large deviations from the null hypothesis. Taking into 

account the potential difference in variation of zero and non-zero elements of trial-level 

parameters βg
(s) in Equation (2.5), we also put priors on the diagonal elements of Ξg to 

differentiate the variances conditional on zero and non-zero elements of φg. If γg,k = 1, we 

set ξg, k = cg1 IG ag1, bg
1 ; if γg,k = 0, ξg, k = cg0 IG ag0, bg

0 , where ag1, bg
1, ag0, bg

0  are constants. 

Furthermore, we impose Bernoulli priors on the variable selection indicator γg,k

γg, k ∣ pg Bern pg ,     k = 1, …, dP2 . (2.7)

pg is the probability of non-zero VAR parameters at condition-level and follows 

pg Beta αg1, αg2 . The value of αg1, αg2  is informed via prior information on the proportion of 

non-zero dependence of LFPs. The graphical structure of our proposed BH-VAR model can 

be found in Figure 3. Nodes in circles denote parameters, while nodes in squares denote 

observables based on LFPs.

2.2 Fast two-stage computation in a quasi-Bayesian approach

Since the computation of the above fully Bayesian approach is very intensive, one 

contribution of this manuscript is an alternative two-stage computation approach which still 

allows straightforward uncertainty quantification of between-trial conditions via a Bayesian 

hierarchical model and MCMC posterior sampling, but provides a fast approximate 

procedure for the estimation of trial-specific VAR parameters. In the first stage, we use least 
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squares estimation (LSE) to obtain estimated trial-specific VAR parameters βg
(s), which 

satisfy

βg
(s) = argmin

βg(s) ∈ ℜP2d
yg(s) − I ⊗ Xg

(s) βg
(s) 2 .

(2.8)

In the second stage, we consider the parameters estimated in the first stage, and apply Step 

2–6 of the above algorithm at each MCMC iteration to draw posterior samples of the 

condition-level VAR parameters φg and their corresponding binary indicators γg.

The proposed approach avoids sampling βg
(s) from high dimensional multivariate normal 

distribution (for example, dimension is P2 × d × n in this case) and computing their high 

dimensional covariance matrix. As a result, it can save the computation of P2 × d × n 
parameters at each iteration. The computational improvement comes at the cost of 

potentially underestimating the uncertainty of trial-specific parameters in Step 1. Here, one 

the one hand, we are primarily interested in identifying the non-zero connectivities by 

leveraging the information between trials and within group, and on the other hand we will 

show that the estimation results of condition-level parameters are almost not affected in a 

simulation study in Section 3.

2.3 Inference on condition-level non-zero VAR parameters

In the Bayesian VAR model (2.1), we conclude there exists no connectivity from tetrode v to 

tetrode u during condition g at lag l if Φl, g
uv = 0, which is equivalent to γg,k = 0, where γg,k 

is the corresponding binary indicator in “spike-and-slab” priors (2.6). Basically this requires 

dP2 null hypotheses H0
k:γg, k = 0 to be tested, which leads to a multiple hypotheses testing 

problem. To conduct inference on this, we adopt a Bayesian decision theoretic perspective, 

and compute marginal posterior probabilities (MPP) of p γg, k = 1 ∣ yg(s), s = 1, …, n . The 

MPP’s are estimated as the proportions of MCMC samples such that γg,k = 1 across all 

iterations after burn-in. A threshold on the MPP’s leads to an optimal decision rule under a 

loss function which is a weighted compounded linear function of false positives and false 

negatives. We further choose the threshold κg to control the Bayesian false discovery rate 

(BFDR) at a certain level 0.05, that is

BFDR κg =
∑k = 1

dP2
1 − MPPk

(g) I MPPk
(g) > κg

∑k = 1
dP2

I MPPk
(g) > κg

. (2.9)
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κg* and κg* * κg* < κg < κg* *  are selected to ensure interval BFDR κg* * , BFDR κg*

contains BFDR(κg) = 0:05. H0
k:γg, k = 0 is rejected if MPPk

(g) ≥ κg. In other words, we can 

conclude lag-specific directional connectivity between certain tetrodes at condition level if 

their corresponding MPP is above the threshold κg.

2.4 Measures of effective connectivity

In this section, we will review several frequency domain connectivity measures typically 

employed in brain imaging when using the VAR model. We start by recalling that a P-

tetrode brain signal, denoted Xt = Xt
1, …, Xt

P ′, t = 1, 2, … , is said weakly stationary if

a. E(Xt) is constant over all time t, and

b. the auto-covariance function matrix

cov Xt, Xt + ℎ = Γ (ℎ) =

γ11(ℎ) γ12(ℎ) … γ1P (ℎ)
γ21(ℎ) γ22(ℎ) … γ2P (ℎ)

⋮ ⋮ ⋱ ⋮
γP1(ℎ) γP2(ℎ) … γPP (ℎ)

does not depend on t, where γuv(ℎ) = cov Xt
u, Xt + ℎ

v  for all pairs of tetrodes u, v = 

1; …, P.

If the sequence of auto- and cross-covariance between any pair of tetrodes u and v is 

absolutely summable, i.e., ∑ℎ = − ∞
∞ γuv(ℎ) < ∞, the spectral density matrix at frequency ω 

is defined as

f(ω) = ∑
ℎ = − ∞

∞
Γ (ℎ)e−2πiωℎ,      − 1/2 ≤ ω ≤ 1/2. (2.10)

which is a P × P Hermitian non-negative definite matrix whose diagonal elements fuu(ω) are 

the auto-spectra of the tetrodes at frequency ω and the off-diagonal elements fuv(ω) are the 

cross-spectra of tetrodes u and v at frequency ω.

Coherence between the u-th and v-th tetrodes at frequency ω, is defined as

ρuv2 (ω) = |fuv(ω)|2
fuu(ω)fvv(ω) , (2.11)

which can be interpreted as how much of ω-oscillatory component in common shared by 

tetrode u and tetrode v. A large coherence value between tetrodes u and v could be due to 

direct connectivity between these two tetrodes or could be indirectly due to the intervening 

effect of other tetrode(s). Partial coherence can be used to measure the strength of 

connectivity between a pair of tetrodes controlling for the effects of all other tetrodes

Define g(ω) = f−1(ω) and gpp(ω) are the diagonal elements of g(ω). Let h(ω) be a diagonal 

matrix whose elements are gpp−1/2(ω), and C(ω) = −g(ω)h(ω)g(ω). Then, the partial 
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coherence between the u-th and v-th tetrodes is the modulus squared of the (u, v)-th element 

of C(ω) (Fiecas et al. [2010]; Fiecas et al. [2011])

ζuv
2 (ω) = Cuv(ω) 2 . (2.12)

Here we consider partial directed coherence instead (Baccalá and Sameshima [2001]; 

Baccalá and Sameshima [2014]). For a BH-VAR(d) model given by Equation (2.1), define

Ag(ω) = I − ∑
l = 1

d
Φl, gexp( − i2πωl/Ω) (2.13)

to be the transform of sequence Φl, g l = 1
d  at frequency ω, where Ω is the sampling 

frequency. The partial directed coherence from tetrode v to tetrode u at frequency ω under 

condition g is defined as

πuv2 (ω) = Ag
uv(ω) 2

∑m = 1
P Ag

mv(ω) 2 , (2.14)

which measures the direct influence from tetrode v to tetrode u conditional on all the 

outflow from tetrode v. Since the sum of πuv2 (ω) is 1 for fixed v, cross-PDC (u ≠ v) gives an 

indication of the extent to which present frequency-specific oscillatory activity at ω from a 

sender tetrode v explains future oscillatory activity at ω in a specific receiver tetrode u 
relative to all tetrodes in the network. In particular, πvv2 (ω) (auto-PDC) indicates how much 

the oscillatory activity at ω of tetrode v can be explained by its own past after adjusting for 

the other tetrodes.

Figure 4 demonstrate an example of three brain tetrodes connected in a network and the 

three different measures. tetrode 1 is connected to tetrode 2 with outflow from 1 to 2; tetrode 

2 is connected to tetrode 3 with outflow from 2 to 3; tetrode 1 and 3 are not directly 

connected. Their connectivity measured by coherence, partial coherence and partial directed 

coherence are shown in Table 1. Coherence between tetrode 1 and 3 at frequency ω is not 

zero even though they are not directly connected. Partial coherence between tetrode 1 and 3 

at frequency ω removes the intervention of tetrode 2, thus ζ31
2 (ω) = ζ13

2 (ω) = 0. Partial 

directed coherence between tetrodes only measures direct connectivity and is direction 

sensitive, consequently π12
2 (ω) = 0 and π21

2 (ω) ≠ 0.

2.5 Model selection

In the previous two-stage approach, VAR models with optimal lag order selected by AIC 

were fitted for each epoch separately (Hu et al. [2017]). Therefore the selected lag orders 

were not the same across epochs. For this Bayesian approach, we fit model (2.1) with lag 

order d ∈ {1, 2, 3} to all epochs separately, which lead to different number of parameters. 

Then we use the posterior mean of MCMC samples after burn-in to calculate BIC for each 

model based on Equation (2.4). The optimal lag order d is chosen to return the lowest BIC.
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3 Simulation study

A simulation study was conducted to investigate: (1) whether BH-VAR method can recover 

the connectivity information of multi-trial brain signals from different experimental 

conditions; and (2) whether the two-stage computation approach is able to recover the same 

connectivity inference as the full Bayesian method. In terms of assessing connectivity 

recovery, the first criterion is sensitivity - how well the estimated results identify the zero 

and non-zero structure of VAR matrices, which can be evaluated by the MPP results. The 

second criterion is specificity - how close the method can estimate the partial directed 

coherence compared to the truth, which is the comparison between the posterior mean PDCs 

and true PDCs.

3.1 Simulation setting

In order to assess the performance of the proposed procedure, we generated n = 50 trials of P 
= 12 tetrodes from G = 2 conditions (25 trials for each) using VAR(1) models. The location 

of zero and non-zero entries of the two condition-level VAR matrices was determined by a 

Bern(0.4) prior. Furthermore, we generated values of non-zero entries from Unif(−0.2, 0.3), 

and random numbers from Unif(0.3, 0.5) were added to the diagonal entries. Figure 5 

demonstrates the true VAR matrices from two conditions, where the blank cells indicate true 

zeros. Then random matrices with eigenvalues between (−0.2, 0.2) were added to the 

condition-level matrices to construct 50 trial-specific VAR matrices. The prior choice was 

informed by previous exploratory analyses of a similar datasets according to the two-stage 

procedure in Hu et al. [2017]. Finally, we added a random noise from N(0, 1) to each trial 

and 50 trials were simulated with T = 1000 from those VAR(1) matrices. Selected trials from 

two conditions can be found in Figure 6 and Figure 7, where different temporal patterns are 

observed between-conditions.

The simulated trials were then estimated by full Bayesian method and two-stage approach 

separately with: τ0
2 = 5, ℎ1, ℎ2 = (2, 1), ag1, bg

1, ag0, bg
0 = (2, 1, 2, 1) and αg1, αg2 = (0.5, 0.5). A 

sensitivity analysis on the values of the prior hyperparameter τ0
2 did not show relevant 

changes in significant results for values larger than 5. 10,000 MCMC iterations were run for 

both approaches with 5,000 burn-in. Consequently the posterior distributions of condition-

level VAR parameters were formed by the 5,000 MCMC samples.

3.2 Inference on sparse connectivity structures

To investigate whether our methods recover the sparse connectivity structure of the 

simulated data, we examined the inference on the latent indicators γg,k (Figure 8). The 

subindex k indicates the VAR parameter arranged by column. For example, γ1,20 

corresponds to the (8, 2) entry of Φ1,1. The threshold was then determined by Equation (2.9), 

and MPP exceeding the threshold implies that γg,k should be non-zero (positive) while MPP 

within the threshold implies γg,k is zero (negative). The black dots indicate true positives, 

red dots indicate false negatives, and blue dots indicate false positives. Based on the results, 

the full single-stage Bayesian approach successfully recovered most of the true non-zero 

connectivity, with few false negatives, whose true values were actually very close to 0. It 

makes sense even though there were a few false positives in the results, because of the 
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randomness that we added to the trial-specific VAR parameters and the white noise in the 

simulation setting. Compared to the inference of full Bayesian method, the two-stage 

approach tends to return lower MPP’s values. This trend is possibly due to the loss of 

information and lack of borrowing of strength in the two-step estimation process versus the 

full Bayesian method. However, the BFDR thresholding identified a similar sparse 

connectivity structure than the one recovered by the fully single-stage Bayesian approach.

As for the specificity of condition-level connectivities, Figure 9 shows the comparison 

between the truth and posterior mean estimate of Φ1,1 and Φ1,2 given by different methods, 

where non-zero posterior mean estimate was forced to zero if the corresponding MPP was 

smaller than the threshold. The results imply that the estimate obtained by the full single 

stage Bayesian method is very close to the truth, and the two-stage approach provided 

similar estimation.

The posterior standard deviation comparison between two methods can be found in Figure 

10, where dark color indicates larger values. The two-stage approach tended to capture less 

variability of condition level VAR parameters than full Bayesian approach since it used fixed 

βg
(s) in MCMC.

In addition to comparing estimated connectivity via VAR coefficients, comparisons on 

estimated PDCs were conducted to evaluate the specificity of proposed methods to the 

connectivity strength at frequency domain. Figure 11 and Figure 12 show the true PDCs and 

estimated posterior means by two approaches at different condition levels. We can see that 

both methods recovered the original PDCs.

4 Application to effective connectivity in multi-trial LFPs

In this section, we fit a BH-VAR model to LFP data recorded from multiple trials under two 

trial conditions in a non-spatial sequence memory task (InSeq vs OutSeq; Allen et al. 

[2016]). We aim at estimating the VAR parameters at condition level and the partial directed 

coherence at several frequency bands of interest. Our objective is to examine and quantify 

potential connectivity (i,.e., effective) among electrodes located in hippocampal region CA1. 

This region is clinically meaningful as this form of sequence memory shows strong 

behavioral parallels in rats and humans (Allen et al. [2014]), and depends on the 

hippocampus for both species (Fortin et al. [2016], Boucquey et al. [2015, submitted]), and 

is impaired in normal aging (Allen et al. [2015]).

4.1 Data description

In the experiment (left in Figure 13), rats were presented with repeated sequences of five 

odors in a single odor port. They were trained to identify whether each odor was presented 

“in sequence” (by holding their nose poke until the signal delivered after 1.2s) or “out of 

sequence” (by withdrawing their nose poke before the signal) to receive a water reward. The 

LFP data included here was recorded from CA1 electrodes during a session in which a well-

trained rat performed the task over 80% correctly across all trial types (Allen et al. [2016]).
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The full dataset includes LFPs from 23 tetrodes located in the hippocampus and n = 247 

trials, where n1 = 219 trials are “in sequence” (InSeq) and n2 = 28 trials are “out of 

sequence” (OutSeq). Each trial is recorded roughly 1 second with sampling frequency of 

1000 Hz and thus has T = 1000 time points (Gao et al. [2016]; Gao et al. [2018]). We 

specifically focused our analyses on LFPs from P = 12 tetrodes, a subset of electrodes that 

also recorded clear single-cell spiking activity and were confirmed to be located in the 

pyramidal layer of CA1 (see estimated tetrode locations in Figure 13). In addition, LFPs of 

trial 10 and trial 121 can be found in Figure 1. We observe that the electrodes can be 

categorized into 2 main groups based on their LFP waveforms: a lateral CA1 group (T2, T9, 

T8, and T7) and a medial CA1 group (T14, T23, T16, T22, T19 and T20). Note that, for 

clarity, the electrodes near the transition point (T15 and T13) are not included in either 

group. Tetrodes within the same group have highly similar temporal pattern, because 

tetrodes near each other are likely to behave more similarly than those that are far apart. 

Note that this division along the mediolateral axis of CA1 is consistent with previous reports 

of anatomical and functional gradients along the proximodistal extent of CA1 (Igarashi et al. 

[2014]; Ng et al. [2018]).

4.2 Data analysis

Preliminary analysis demonstrated that both auto-correlation function (ACF) and partial 

auto-correlation function (PACF) of original LFPs across all 247 trials failed to decay to zero 

even after very long lags, which suggested evidence of non-stationarity (or long-memory). 

Therefore, it’s necessary to pre-process the data by taking a first order difference. Compared 

to the raw LFPs, the ACF of pre-processed data eventually decayed to zero, looking more 

stationary. Consequently a BH-VAR(2) model was fitted to the pre-processed LFP data in 

this study, with n1 = 219 trials in condition 1 and n2 = 28 trials in condition 2. In order to 

overcome the intensive computation issue, the two-stage approach was employed, where on 

the first stage LSE was used to estimate the coefficients of VAR(2) for each epoch, then 

MCMC was applied to these trial-specific estimates on the second stage to obtain the 

posterior samples of condition-level VAR(2) coefficients and PDCs. 10,000 MCMC 

iterations were run with 5,000 burn-in, and the convergence was diagnosed with the package 

“coda” in R. The posterior mean of condition-specific VAR(2) coefficients are demonstrated 

in Figure 14.

Estimated Φ1 and Φ2 in “InSeq” and “OutSeq” condition look similar in terms of VAR 

connectivity strength. In the estimated Φ1, the recorded LFPs generally have positive 

dependence with the signal from themselves at 1 lag before (diagonal entries). Moreover, the 

signals from T2, T9, T8 and T7, which belong to the lateral group, have negative lead-effect 

on the current signals from medial tetrodes (T14, T23, T16, T22, T19 and T20). Different 

lead-lag pattern are observed in estimated Φ2. LFPs generally have negative lead-effect on 

the signal from the same tetrode at 2 lags behind, while the lateral group have positive 

leading effect on the medial group in the future. In addition, VAR coefficients under 

“OutSeq” condition tend to have more zero values compared to “InSeq” condition.

Since we are more interested in the LFP connectivity in frequency domain, the condition-

level PDCs were computed at each MCMC iteration at the following frequency bands: β 
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band (12–32 Hertz) γ band (32–50 Hertz). To estimate PDC at a specific frequency band, 

we calculate the average of estimates of PDC over all singleton frequencies in that band. 

Consequently we obtain the posterior distribution of PDCs. Figure 15 demonstrates the 

posterior mean of PDC under “InSeq” and “OutSeq” condition respectively. As we can see, 

the variability of mean PDCs across different frequency bands is very small, so we use the 

results of the β band as representative to explain the PDC.

In “InSeq” condition, tetrodes in the lateral group are functionally connected to each other, 

and so are tetrodes in the medial group. Over 80% information of tetrodes T9, T7, T15, T13, 

T14, T16 and T19 can be explained by their own past while their information flowing to 

other tetrodes is very close to 0. Tetrodes T2, T8, T23, T22 and T20 have significant amount 

of information flowing to other tetrodes. Particularly, the proportion of current tetrode T23 

that is explained by its own past is only about 47.0%, but information flowing to T22 and 

T13 is 16.7% and 22.6% respectively. These suggest that T23 was positioned in a region of 

CA1 (either in terms of the mediolateral axis or depth relative to the cell layer) in which the 

LFP signature has considerable overlap with the rest of medial CA1. Estimated PDCs from 

the medial tetrodes (e.g., T14, T23,…,T20) to the lateral tetrodes (T2, T9, T8, T7) are 

almost zero (the blank on the upper right of PDC matrix), whereas several non-zero values 

are observed in the lateral-tomedial direction (bottom-left quadrant). This suggests that, at 

least at the time lags examined (1–3 ms), information flows primarily in a lateral-to-medial 

direction in CA1 during InSeq trials.

As for “OutSeq” condition, over 80% information of tetrodes T9, T7, T15, T13, T14 and 

T19 can be explained by their own past with little information flowing to other tetrodes. 

Tetrodes T2, T8, T23, T16, T22 and T20 tend to pass information to other tetrodes as they 

have large amount of information flowing out. For example, only 54.5% of current tetrode 

T22 can be explained by its own past, while information flowing to T16 and T23 is 12.9% 

and 19.9% respectively. Notice that T2, T8, T23, T22 and T20 also have high information 

outflow in the “InSeq” condition, indicating that the LFP features they capture are not 

condition-specific. Similar to what we found in “InSeq” trials, medial-to-lateral estimated 

PDCs are almost zero (upper right quadrant) whereas lateral-to-medial estimated PDCs 

include several non-zero values (lower left quadrant). This suggests that information also 

primarily flows from lateral CA1 to medial CA1 during “OutSeq” trial presentations, though 

this effect is a bit stronger than on “InSeq” trials.

4.3 Testing the PDC difference between two conditions

To compare the difference between PDCs from “InSeq” and “OutSeq” conditions at a 

specific frequency band, we did Bayesian inference on H0 : Diffi,j = 0 vs Ha : Diffi,j ≠ 0, 

where Diffi, j = PDCi, j
InSeq − PDCi, j

OutSeq  is the difference of PDC from j-th tetrode to i-th 

tetrode between two conditions. An estimate of the difference, Diffi, j
(m), can be computed at 

each MCMC iteration m. Thus, it is possible to obtain the posterior distribution and 95% 

credible interval of Diffi,j after burn-in. If the posterior probability of the difference is 

unimodal and regularly behaved, we can use the 95% credible intervals as a guide for 

testing, i.e. we reject the null hypothesis H0 if the 95% credible interval does not include 0 

and conclude that the difference of PDC from j-th tetrode to i-th tetrode between two 
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conditions is significant during the memory task. A more complete analysis could be 

conducted in a decision theoretic framework by thresholding the posterior probabilities of 

the differences being positive or negative, but we did not see any relevant difference between 

the two approaches in this setting. The posterior mean, 95% credible interval and probability 

of Diffi,j > 0 are reported in Table 2 and Table 3.

Based on the results, we find that there is significant difference in auto-PDCs of tetrode T9, 

T7, T15, T13, T14, T23, T16, T22 and T19 between two conditions. This suggests that the 

proportion of current oscillatory activity of these tetrodes that can be explained by their own 

past activity is influenced by trial conditions (i.e., whether odors were presented InSeq or 

OutSeq). Interestingly, these tetrodes were primarily located in medial CA1, perhaps 

indicating this distinction is linked to their stronger high-frequency oscillations. However, 

the proportion of tetrodes showing stronger modulation to InSeq or OutSeq trials was 

comparable (4/8 tetrodes in each case) and did not exhibit a clear relationship with tetrode 

position. In addition, significant differences are detected in some cross-PDCs between 

“InSeq” and “OutSeq” (e.g., T2 to T13, T23 to T13, T23 to T22), which are evidence that 

the information flowing from these tetrode locations to others is also influenced by the 

InSeq/OutSeq condition of the presented odor. Interestingly, the modulation was stronger on 

InSeq than OutSeq trials (4/5 tetrodes), primarily involved electrodes in medial CA1 (T22, 

T19, T23, T14) or the transition zone (T13, T15), and included both directions along the 

mediolateral axis. Figure 16 and Figure 17 demonstrate the posterior densities of all auto-

PDC differences and some cross-PDC differences, where red line indicates the posterior 

mean and purple dashed lines indicate the bound of 95% credible interval.

5 Conclusion

We extended traditional Bayesian hierarchical vector autoregressive models in this chapter 

and applied it to LFP data. This framework incorporates within-conditions correlation with 

between-conditions variation without introducing any additional uncertainty, which 

overcomes the deficiency of commonly used two-stage approach. In addition, we 

successfully characterized both trial- and condition-level hippocampal connectivity 

simultaneously with this approach and made natural inference on the difference of 

condition-level connectivity across experimental conditions via MCMC samplers. Partial 

directed coherence was adopted to measure the directional connectivity between the tetrodes 

at condition level. It gives an indication on the extent to which present frequency-specific 

oscillatory activity from a sender tetrode explains future oscillatory activity in a specific 

receiver tetrode relative to all tetrodes in the hippocampal region. The proposed modeling 

approach provided novel insights into potential variation of hippocampal connectivity during 

performance of a complex sequence memory task. Specifically, these results allowed us to 

separate CA1 into two functional units, a lateral and a medial segment, each showing 

stronger functional connectivity to itself than to the other. This approach also revealed that 

information primarily flowed in a lateral-to-medial direction across trials (within-condition), 

and suggested this effect was stronger on OutSeq than InSeq trials (between-conditions 

effect). Collectively, these results indicate that the proposed model is a promising approach 

to quantify the variation of functional connectivity, both within- and between-conditions, 

and thus should have broad applications in neuroscience research
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Appendix

MCMC algorithm

1. Update βg
(s) for all s such that ηs = g from βg

(s) N μβ
(s), vβ

(s) , with

μβ
(s) = Σ−1 ⊗ X′(s)X(s) + Ξg−1 −1 Σ−1 ⊗ X′(s) y(s) + Ξg−1φg ,

vβ
(s) = Σ−1 ⊗ X′(s)X(s) + Ξg−1 −1

2. Jointly update (γg, φg) using a joint Metropolis-Hastings step. A new candidate 

γg* will be randomly chosen between two transition moves: a) randomly choose 

one of the P2d indices in γg and change its value from 1 to 0 or 0 to 1; b) 

randomly choose a 0 and a 1 in γg, and switch their values. If γg, k* = 0 then 

φg, k* = 0. Otherwise, sample φg, k*  from N(ρg,k, κg,k), where

ρg, k =
Zg, k − 1

2 ∑m:m ≠ kφg, mΘkm
(g) − 1

2 ∑m:m ≠ kφg, mΘmk
(g) + φg, k/τ0

2

Θkk
(g) + 1/τ0

2 ,

κg, k = 1
Θkk

(g) + 1/τ0
2 , Zg = Ξg

−1∑s:ηs = gβg
(s), Θ(g) = ngΞg

−1, and ng is the number of 

trials in condition g. Then γg*, φg*  is jointly accepted with probability

min 1,
p γg*, φg* ∣ βg(s)

s:ηs = g, Ξg

p γg, φg ∣ βg(s)
s:ηs = g, Ξg

= min 1,

∏s:ηs = g p βg(s) ∣ φg*, Ξg ∏k = 1
dP2

p φg, k* ∣ γg, k* ∏k = 1
dP2

p γg, k*

∏s:ηs = g p βg(s) ∣ φg, Ξg [∏k = 1
dP2

p(φg, k ∣ γg, k] ∏k = 1
dP2

p γg, k

3. Update cg1 from cg1 IG χg1, ψg1 , with

χg1 = 1
2ngn γg + ag1
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ψg1 = 1
2 ∑

s:ηs = g
βg γg

(s) − φg γg
T

βg γg
(s) − φg γg + bg1

where n(γg) is the number of non-zero values of γg, βg γg
(s)

 and φg(γg) are the 

values corresponding to non-zero values of γg.

4. Update cg0 from cg0 IG χg0, ψg0 , with

χg0 = 1
2ngn γgC + ag0

ψg0 = 1
2 ∑

s:ηs = g
βg γgC

(s)
− φg γgC

T
βg γgC

(s)
− φg γgC + bg0

where n γgC  is the number of zero values of γg, βg γgC
(s)

 and φg γgC  are the values 

corresponding to zero values of γg.

5. Update pg from pg Beta n γg + αg1, dP2 − n γg + αg2

6. Update ξj, j = 1, 2, …, P from ξj ~ IG(d1, d2), where d1 = n(T − d)
2 + ℎ1

d2 = ∑
s = 1

n 1
2 ∑

t = d + 1

T
Yt, j

(s)2 − ∑
k = 1

Pd
Bgk, j

(s) ∑
t = d + 1

T
Yt, j

(s)Xt, k
(s) + 1

2 ∑
k = 1

Pd
∑

k′ = 1

Pd
Bgk, j

(s) Bgk′, j
(s) V kk′

+ ℎ2

and V kk′ = X′(s)X(s).
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Figure 1: 
Local field potential (LFP) recordings from 12 tetrodes during one trial (1000 milliseconds; 

T = 1000) under InSeq and OutSeq condition respectively. Each time series indicates the 

LFP recording from one tetrode. Different temporal patterns could be indication of different 

effective connectivities between tetrodes. These LFPs have temporal patterns that can be 

separated into two main groups: a lateral CA1 group (T2, T9, T8, and T7) and a medial CA1 

group (T14, T23, T16, T22, T19 and T20). For clarity, the electrodes near the transition 

point (T15 and T13) are not included in either group. Note the difference in LFP waveforms 

between the two trial conditions (e.g., lower beta power on OutSeq trial than InSeq trial).
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Figure 2: 

LFP traces and VAR. Φl, g
uv (l = 1, 2) captures the impact of the input from v-th tetrode at time 

t − l to brain activity at u-th tetrode at the current time t from condition g.
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Figure 3: 
Graphical structure of the proposed probabilistic model in BH-VAR. Nodes in circles denote 

parameters, and nodes in squares denote observables based on LFPs.

Hu et al. Page 19

Econom Stat. Author manuscript; available in PMC 2021 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 4: 
An example of connectivity characterized by three different measures. In (c.): there is a 

direction of information flow from tetrode 1 to 2; and from tetrode 2 to 3. In (a.): indirect 

connectivity between tetrode 1 and tetrode 3 is measured by coherence, while no 

directionality is specified by partial coherence in (b.).
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Figure 5: 
The condition-level VAR matrices.
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Figure 6: 
The simulated signals from condition 1.
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Figure 7: 
The simulated signals from condition 2.

Hu et al. Page 23

Econom Stat. Author manuscript; available in PMC 2021 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 8: 
MPP’s by full Bayesian method and two-stage approach. The gray dash line indicates the 

threshold κg. MPP exceeding the threshold implies γg,k should be non-zero (positive) while 

MPP within the threshold implies γg,k is zero (negative). The black dots indicate true 

positives, red dots indicate false negatives, and blue dots indicate false positives.
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Figure 9: 
The posterior mean of estimated condition-level VAR matrices.
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Figure 10: 
The posterior standard deviation of estimated condition-level VAR matrices.
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Figure 11: 
The posterior mean of estimated condition-level PDCs at condition 1.
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Figure 12: 
The posterior mean of estimated condition-level PDCs at condition 2.
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Figure 13: 
A non-spatial sequence memory experiment in rats. Left: Rats were presented with repeated 

sequences of five odors (A,B,C,D and E) in a single odor port. Each odor presentation was 

initiated by a nose poke and rats were required to correctly identify the odor as either “in 

sequence” (InSeq; ABC…) by holding their nose poke until the signal or “out of sequence” 

(OutSeq; e.g., ABD…) by withdrawing their nose poke before the signal. Right: Estimated 

location within the hippocampus (dorsal CA1 region) of the subset of 12 electrodes 

(tetrodes) included in the analyses.
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Figure 14: 
(a)-(d) demonstrate the posterior mean of estimated VAR matrices of “InSeq” and “OutSeq” 

condition. The blank cells indicate estimated zero coefficients because we fail to reject γg,k 

= 0 based on MPP’s.
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Figure 15: 
The estimated PDC of the “InSeq” and “InSeq” condition by posterior mean.
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Figure 16: 
The posterior density of auto-PDC differences between “InSeq” and “OutSeq”. Red line 

indicates the posterior mean, while purple dashed lines indicate the bound of 95% credible 

interval. The gray dashed line is the reference at 0.
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Figure 17: 
The posterior density of some cross-PDC differences between “InSeq” and “OutSeq”. Red 

line indicates the posterior mean, while purple dashed lines indicate the bound of 95% 

credible interval. The gray dashed line is the reference at 0.
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Table 1:

A comparison of the three connectivity measures in Figure 4.

Tetrodes
Connectivity measures

Coherence Partial coherence Partial directed coherence

1 and 2 ρ12
2 (ω) = ρ21

2 (ω) ≠ 0 ζ12
2 (ω) = ζ21

2 (ω) ≠ 0
π12

2 (ω) = 0

π21
2 (ω) ≠ 0

2 and 3 ρ23
2 (ω) = ρ32

2 (ω) ≠ 0 ζ23
2 (ω) = ζ32

2 (ω) ≠ 0
π23

2 (ω) = 0

π32
2 (ω) ≠ 0

3 and 1 ρ31
2 (ω) = ρ13

2 (ω) ≠ 0 ζ31
2 (ω) = ζ13

2 (ω) = 0
π31

2 (ω) = 0

π13
2 (ω) = 0
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Table 2:

The difference of auto-PDCs between “InSeq” and “OutSeq”.

Tetrode Posterior mean 95% Credible Interval Pr(Diffi,i > 0) (%)

T2 0.002 (−0.041,0.040) 46.2

T9 0.082 (0.045,0.123) 100

T8 −0.010 (−0.045,0.027) 29.3

T7 0.070 (0.033,0.101) 100

T15 −0.054 (−0.067,−0.042) 0

T13 0.040 (0.027,0.054) 100

T14 −0.034 (−0.046,−0.021) 0

T23 −0.187 (−0.218,−0.158) 0

T16 0.063 (0.021,0.107) 99.8

T22 0.151 (0.113,0.190) 100

T19 −0.051 (−0.068,−0.033) 0

T20 −0.004 (−0.049,0.043) 42.6
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Table 3:

The difference of some cross-PDCs between “InSeq” and “OutSeq”.

Tetrode → Tetrode Posterior mean 95% Credible Interval Pr(Diffi,j > 0) (%)

T2 → T13 0.010 (0.003,0.015) 99.4

T2 → T19 0.008 (−0.015,0.027) 77.5

T9 → T8 0.009 (−0.007,0.023) 86.8

T9 → T16 −0.016 (−0.027,−0.007) 0.1

T9 → T22 −0.016 (−0.027,−0.008) 0

T8 → T9 −0.028 (−0.046,−0.008) 1.1

T8 → T14 0.007 (0.000,0.012) 97.8

T23 → T13 0.102 (0.081,0.123) 100

T23 → T22 0.067 (0.049,0.085) 100

T16 → T19 −0.024 (−0.049,−0.003) 1.5

T22 → T23 −0.089 (−0.121,−0.058) 0

T20 → T15 −0.002 (−0.013,0.007) 35.5
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