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Abstract—Many applications, including connected and au-
tonomous vehicles, would benefit from navigation technologies
reliably achieving sub-meter position accuracy. Differentially
corrected single frequency Global Navigation Satellite Systems
(GNSS) are a suitable low cost solution. Differential corrections
delivered to a roving vehicle on a nationwide scale will be subject
to latency between their time-of-applicability and their time-of-
reception at the vehicle. The main contribution of this article is a
study of the effect of this communication latency on the position
estimation accuracy. An additional contribution of this article is
a comparison, using identical measurements and corrections, of
the position estimation accuracy as a function of the estimation
algorithm. Special attention is given to the accommodation of
non-common mode errors. The article specifically focuses on the
probability of achieving sub-meter accuracy with latencies up to
600 seconds.

I. INTRODUCTION

A new generation of applications (e.g., autonomous vehi-
cles, connected vehicles, and driver’s assistance applications
[1], [2]) are placing much stricter accuracy and reliability
specifications on navigation systems than was required for
the previous generation of personal navigation devices. Over
the last several decades, Global Navigation Satellite Systems
(GNSS) has become dominant for personal navigation and
standard GNSS accuracy [3], [4] of about 10 m is typically
sufficient.

The FHWA, state DOTs, and auto manufacturers are inves-
tigating connected and autonomous highway vehicle applica-
tions which will benefit real-time, ECEF position estimates
accurate to sub-meter levels at 95% probability. Pilot projects
are ongoing in at least three locations [5]–[7]. The objectives
are to improve roadway network safety, while decreasing the
emissions impact, through connected vehicle technologies.

Commonly cited position accuracy levels derived from
differential GNSS (DGNSS) are 1-3 meters [8]. The lower
end of this range makes GNSS systems infeasible for such
applications, if this accuracy is not sufficiently reliable and if
it is not sensitive to communication latencies.

Navigation systems [9] achieving these accuracy and re-
liability specifications have not yet been demonstrated. For
a national scale of implementation, topics of interest in-
clude: communication physical layers, network design for real-
time applications, position error sensitivity to communication
latency, and estimation algorithms to achieve the accuracy
specification.

This article will study positioning error as a function of
communication latency and discuss modeling and estima-
tion algorithm choices as they affect positioning algorithm
performance. Section III presents notation and background
related to the measurement and error models for our prob-
lem statement. Section IV presents a differential correction
latency compensation approach. Section V discusses use of the
Doppler measurement especially as it relates to improving the
ability to discriminate the multipath errors. Section VI presents
experimental results that show the improvement in positioning
performance that is achieved by latency compensation; multi-
path state augmentation; and use of Doppler to enhance the
degree-of-observability.

II. RELATED WORK

Vehicle positioning by DGNSS is a well researched area
[10]–[16]. The literature presents extensive position estima-
tion theory, algorithm, and experimental results that illustrate
alternative modeling choices and their impact on performance
and reliability [17]–[19].

One important aspect of DGNSS positioning is the sensitiv-
ity of position error to baseline separation and communication
latency. References [20]–[23] present methods to construct
networked differential correction services, ultimately leading
to nationwide differential correction service (e.g., WAAS,
EGNOS). Various pre-2001 papers [13], [14], [24]–[27] char-
acterize the degradation of positioning accuracy as a function
of latency in the era of selective availability (SA). Due to the
design of SA, the correction error and hence the position error
grew rapidly over tens of seconds. Methods to compensate
for communication latency over low bandwidth channels for
real-time applications is discussed in [13], [14]. The literature
currently lacks studies of real-time positioning performance
versus correction latency in the post-SA data.

Multipath error is the dominant error source in differentially
corrected GNSS measurements. The literature provides a few
methods to address the issue. In [28], the author introduces
a narrow correlator based tracking loop system that provided
a 20 to 50 percent reduction in multipath error effects for
the L1 pseudorange measurement. In [29], [30], a multipath
error modeling is addressed using dual frequency carrier phase
measurements in a GNSS antenna array system. Choke ring
antennae [31] are another option, but are not practical for
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inexpensive on vehicle applications. Lastly, many implemen-
tations augment one (or more) multipath states per satellite
to the state vector. Use of Doppler measurement improves
positioning performance by estimating the velocity [32]–[35].
A less well understood benefit of the Doppler measurement is
that it enhances the degree-of-observability of the multipath
states. This topic will be discussed in Section V.

III. PROBLEM STATEMENT

This section introduces notation for the GNSS measurement
and error models, discusses the necessity of DGNSS technique
and delineates various issues that must be addressed to achieve
sub-meter positioning accuracy. For additional information on
GNSS, see [9], [17], [18].

The GNSS receiver provides three different types of mea-
surements: pseudorange, Doppler and carrier phase measure-
ments. At present, low-cost consumer applications do not
incorporate carrier phase. This article focuses on pseudorange
and Doppler.

The pseudorange measurement model is

ρ
s
r =̇R(Pr,Ps)+ ctr− cts + Is +T s +Ms

r +η
s
r (1)

where
R(Pr,Ps) = |Pr−Ps|. (2)

The symbol R(Pr,Ps) represents the range from receiver r to
satellite s, ctr is receiver clock bias, cts is satellite clock bias,
Is is ionospheric error, T s is tropospheric error, Ms

r is multipath
error, and ηs

r is receiver pseudorange noise.
The Doppler Ds

r measurement model is

λDs
r=̇(hs)T (vr− vs)+ cbr− cbs + ε

s
r (3)

where
hs =

Pr−Ps

|Pr−Ps|
(4)

is the line-of-sight vector from receiver r to satellite s, vr and
vs are the receiver and satellite velocity vectors, cbr and cbs

are the receiver and satellite clock drift rates, and εs
r is Doppler

measurement noise.
The pseudorange measurement has 7 different types of er-

rors. They can be classified into two categories: common-mode
and noncommon-mode. Common-mode errors (ephemeris,
satellite clock bias, ionosphere, troposphere) are common to
all receivers in nearby vicinity and can be mitigated with the
use of DGNSS corrections. Noncommon-mode errors (receiver
clock bias, multipath, receiver noise) are different for each
receiver. This paper discusses methods to manage both types
of errors to achieve sub-meter positioning accuracy.

IV. DGNSS CORRECTION APPROACH

DGNSS is the typical approach to remove common-mode
errors from pseudorange measurements [12], [17]. DGNSS
can be implemented on global or local scales. For a global
approach, network of GNSS receivers measure the GNSS
signals, estimate information to broadcast to users such that

each user can reconstruct a local correction [21], [22]. Ulti-
mately, DGNSS on a commercial scale will implement such
network DGNSS methods. In such approaches, for real-time
commercial applications on vehicles, correction convergence
times and robustness to communication latency will be critical.

A primary goal of this paper is to study the sensitivity
of positioning accuracy to communication latency. For the
purpose of this study, it is sufficient to utilize local corrections.
For the local approach used in this paper, which is a variant
of the RTCM standard [10], the correction convergence time
is zero, once the base station message is received.

The local base station algorithm used for the results herein
is designed to be robust to latency and base station multipath
error. The local base station position Pb is known.

At time t the base station algorithm computes

c̃(t) = ρ
s
b(t)−R(Pb, P̂s(t))+ ct̂b(t)− ct̂s(t) (5)

where R(Pb, P̂s) is computed using eqn. 2, ρs
b is the base

pseudorange measurement, P̂s and t̂s are the satellite position
and clock bias computed from ephemeris data, and ct̂b(t) is
an estimate of the base receiver clock bias. Typically, the
magnitude of c̃(t) is less than 20 m.

The model for c̃(t) is

c̃(t)=̇Is(t)+T s(t)+Es(t)− cδ ts(t)+Ms
b(t)+η

s
b(t) (6)

where Es = R(Pb,Ps)−R(Pb, P̂s) is satellite ephemeris error
and cδ ts = cts− ct̂s is residual satellite clock bias. The goal
is for the broadcast data to the rover should allow accurate
prediction of the common-mode errors, while being minimally
influenced by the noncommon-mode errors at the base. Eqn.
(6) shows that c̃(t) contains both common and noncommon-
mode errors; therefore, additional processing is desirable.

The noncommon-mode errors are correlated over only a
few minutes whereas common-mode errors are correlated over
several hours. Therefore, various forms of low-pass filtering
should attenuate the affects of the noncommon-mode errors.
Before filtering, it is useful to consider the ionospheric error,
which has trends that are predictable using ephemeris data
available at each base and rover. When those tends are high,
the filtered correction would either lead of lag the present value
of c̃(t). Therefore, the predictable portion of these terms is
removed prior to filtering.

Let Îs represents the ionosphere delay computed using
ephemeris and define

d̃(t) = c̃(t)− Îs (7)

The model for d̃(t) is

d̃(t) =̇ δ Is(t)+T s(t)+Es(t)− cδ ts(t)

+Ms
b(t)+η

s
b(t) (8)

where δ Is(t) = Is(t)− Îs(t). The first line of eqn. (8) contains
the desired signal for the corrections. These signals have very
small changes in rate over long periods of time (i.e., hours).
The second line of eqn. (8) contains the noncommon-mode
signals. These signals change rapidly and are zero mean over
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several minutes. Therefore, to also attain the ability to predict
corrections at future times, the form of low pass filter that we
use is line fitting to d̃(t).

At time t0, the line at0 +bt0(t− t0) is fit to the data{
d̃(τ) for τ ∈ [t0−L, t0]

}
.

The parameters [at0 ,bt0 , t0] are communicated to the rover
arriving at the rover at some time after t0. For any time t,
the rover computes the correction as

ĉ(t; t0) = at0 +bt0(t− t0)+ Îs(t). (9)

Of course, the base and rover must use the same issue of
ephemeris data.

For position computations, the rover uses the compensated
pseudorange measurement after DGNSS correction:

∆ρ
s
r (t; t0) = ρ

s
r (t)− ĉ(t; t0). (10)

The correction latency is l = (t− t0). Assuming perfect can-
cellation of common-mode errors when l = 0, the DGNSS
pseudorange model is

∆ρ
s
r (t; t0) =̇ R(Pr(t), P̂s(t))+(ĉ(t; t)− ĉ(t; t0))

+Ms
r(t)+η

s
r (t). (11)

The term (ĉ(t; t)− ĉ(t; t0)) accounts for the error in prediction
of the common-mode errors due to communication latency.

The dominant error source on the DGNSS compensated
pseudorange measurement is the rover multipath Ms

r which
can be of several meters in magnitude. Addressing this rover
multipath is necessary to achieve meter level performance.

V. DOPPLER MEASUREMENT INCLUSION

This section discusses the importance of including Doppler
measurement to overcome the unobservability issue that is
arrived with the inclusion of multipath state in the estimation
algorithm.

Suppose, x ∈ IRns denotes the rover state vector, where

x(t) = [pT ,vT ,aT , tr,dr,Ms]T . (12)

In eqn. (12) p, v, a ∈ IR3 represent the rover position, velocity
and acceleration, tr and dr are the receiver clock bias and drift,
Ms multipath error state respectively. Therefore, ns = 11+m,
where m is the number of available satellite measurements.
When both pseudorange and Doppler measurements are used,
the final observation matrix H becomes

H =

[
ĥm×3 0m×3 0m×3 1m 0m Im×m

0m×3 ĥm×3 0m×3 0m 1m 0m×m

]
. (13)

When only pseudorange is used, then the second row is
dropped. Here, ĥm = [h1 h2 . . .hm]T and each hs is calculated
using eqn. (4). Then Iq×q is the identity matrix with q rows
and columns and 0a×b is the zero matrix with a rows and b
columns. The measurement is unobservable to rover velocity,
acceleration and receiver clock drift v,a and dr.

Example. The following simplified example is intended to
clarify the observability challenges connected to multipath and

position estimation. It also clarifies how use of the Doppler
measurement enhances the ability to attenuate the effects of
multipath on the position estimates.

Consider the following 1-dimensional system with a stan-
dard position, velocity and acceleration (PVA) model [36].
The measurement model is in the form of

z = H x+η , (14)

where the white measurement noise η ∼N (0, σ2
ρ ) has σρ =

0.5 m. The multipath state is modeled as

mp(k+1) = λ mp(k)+ωm(k) (15)

where ωm ∼N (0, σ2
m). The values of λ and σm are selected

so that the correlation time and steady-state covariance Pm of
mp are realistic (i.e., λ = 0.995, σm = 2.87, and Pm = 2). The
actual state vectors concatenates the rover state vector with the
multipath state such that x = [p, v, a, mp]

>. The measurement
matrix is H = [1, 0, 0, 1].

Design Scenario 1: In this sceario, the designer makes the
naive decision to design the estimator ignoring the multipath
state, defining the estimator state as x̂ = [p, v, a]> with H =
[1, 0, 0], and defining R = 0.25 = σ2

ρ . Assuming that the actual
state vector is defined to be the same as x̂ (i.e., only the PVA
states), the designer (optimistically) predicts the steady-state
performance as indicate by the blue curve in Fig. 1.1 When
the designer tests the system in the real world (i.e., four states)
the observed performance is as indicated by the green curve
in Fig. 1.

Design Scenario 2: Disappointed with the results of Sce-
nario 1 and realizing the culprit is multipath error, the designer
decides to continue with the same three state model, but to
increase R = 4.25m2 = σ2

ρ + γ2
m, where γm = (2m)2 is the

covariance of the multipath error on the psuedorange. The
designer (optimistically) predicts the performance as indicate
by the red curve in Fig. 1. When the designer tests the system
in the real world (i.e., four states) the observed performance
is as indicated by the black curve in Fig. 1. The predicted
is better (in the sense of being closer to the actual), but still
to conservative. The predicted and actual performance do not
match because the design model is assuming that the multipath
error is white, while for the actual system the multipath error
is correlated in time.

Design Scenario 3: This scenario uses the four state model
in the design (i.e., including the multipath state). The measure-
ment noise is assumed to be white noise with R = 0.25 = σ2

ρ .
The system is aware of the fact that there are correlated
measurement errors (i.e., multipath) present and optimizes the
estimator gain for the scenario.

Because the design and actual models are the same, their
performance will match. This performance is shown by the
blue curve in Fig. 2. The performance is not as good as that

1Performance is predicted by (1) computing the steady-state Kalman
gain for the design model, (2) using that gain to compute the steady-state
covariance of the actual system, (3) extracting the position error standard
deviation, and (4) ploting the corresponding folded normal distribution. For
additional detail on the analysis approach see Ch. 6 in [9].
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Fig. 1: Position error distribution for scenarios 1 and 2.

Fig. 2: Position error distribution for scenario 3 and 4

predicted for either of the design models in Fig. 1; however, it
makes the correct prediction of the performance and its actual
performance is better that either of the actual performances in
Fig. 1.

Design Scenario 4: The system uses both the pseudorange
and Doppler measurements. The measurement vector, H ma-
trix, and measurement covariance matrix are:

z =
[

∆ρr
λDr

]
, H =

[
1 0 0 1
0 1 0 0

]
, R =

[
σ2

ρ 0
0 σ2

d

]
with σd = 0.04 m.

This performance is shown by the red curve in Fig. 2. The
performance is better than that predicted for Scenario 3. This
result should be obvious, as more information has been used
to generate the estimate in Scenario 4, the specific contribution
of the information is interesting. In Scenario 3, while the
state is observable, the position and multipath are not highly
separable. Adding the Doppler measurement in Scenario 4
directly measures the velocity, which greatly enhances the
ability of the state estimator to seperably estimate p and mp.
The condition number of the observability matrix for Scenario
3 is more that 50000 times that of Scenario 4.

VI. EXPERIMENTAL RESULTS

This section considers experimental data studying position
performance relative to the one-meter accuracy specification
and sensitivity to latency effects.

A. Experimental Data Description

The GNSS receiver was consumer-grade and single-
frequency (u-blox M8T). All results are produced using only

pseudorange and Doppler. No phase measurements were con-
sidered.

The DGNSS correction data were obtained using the RTCM
standard [10] and NTRIP protocol from two base stations:
ESRI (baseline separation 14.5 km) and UCR (baseline sep-
aration 6 m). The DGNSS correction parameters [at0 ,bt0 , t0]
are computed and stored in rover (using L = 500). This value
of L was selected to be about four times the expected base
multipath correlation time. For the subsequent results, data is
post-processed and delayed DGNSS correction parameters are
used to study the effects of latency.

All the results shown in this section are conducted for
a stationary rover with the GNSS receiver connected to an
antenna at a surveyed location. The stationary rover state
estimation algorithm has parameters tuned for a rover that is in
motion (not stationary). The intent is to study the performance
that would be achieved by an aided inertial system, where the
inertial system is designed to remove the mean motion of the
rover.

B. Position Estimation Algorithms

This section reports positioning accuracy experimental re-
sults for 3 different incremental algorithms:

1) an 11 state Kalman Filter (KF) with state defined as
x(t) = [pT ,vT ,aT , tr,dr]

T using only pseudorange mea-
surements;

2) an (11+m) state KF with the state defined in eqn. (12)
using only pseudorange measurements; and,

3) an 11 + multipath state KF with the state defined in eqn.
(12) with pseudorange and Doppler measurements.

All the Kalman filter implementations use a PVA model
[36]. Each algorithm is used to process the entire batch
of measurements (k = 1, . . . ,1600 seconds) to estimate the
trajectory for a given value of the latency l, using correction
ĉ(k;k− l) from eqn. (9). For algorithm n and latency l, this
produces the state sequence Pn

k,l . The experiment is repeated
for each algorithm for latency values l = 0, . . . ,1200 seconds.

For algorithm n, time epoch k, and correction latency l, the
norm of horizontal position error is

en
hk,l

= ‖Pr−Pn
k,l‖ (16)

where Pr is the known antenna position.

C. Positioning Accuracy

Fig. 3(a-c) show histograms of the distribution norm of
horizontal position error en

hk,l
defined in eqn.16 for latency

l = 0. The red curve depicts the best fit of a Rayleigh distri-
bution. Each graph is for a different algorithm as summarized
in Section VI-B.

Table I summarizes various measures of positioning accu-
racy when the latency is zero. Column 1 shows the algorithm
number n. Column 2 shows the mean horizontal position error
defined in eqn. 16. Column 3 contains the standard deviation
horizontal position error. Column 4 reports percentage of the
samples that have a horizontal positioning error less than one
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Fig. 3: (Top) Distribution plot for Algorithm 1, (Middle) Algorithm 2,
(Bottom) Algorithm 3.

TABLE I: Positioning Performance

Mean Std. Dev. Probability Max.
Algorithm eh (m) eh (m) eh < 1 m (%) eh (m)

1 0.97 0.7 63 3.3
2 0.91 0.56 65 3.4
3 0.67 0.32 85 1.3

meter. Column 5 reports the maximum value of the horizontal
position error.

Fig. 3 and Table I demonstrate that adding the multipath
states and the Doppler measurement each improve the perfor-
mance.

D. Correction Sensitivity to Latency

The correction error due to communication latency is

ec(k, l) = |ĉ(k;k)− ĉ(k;k− l)|,

where ĉ(k;k) is the correction with no latency and ĉ(k;k− l)
is the correction with latency l both calculated using eqn. (9).

Fig. 4: Correction difference vs latency

Fig. 5: Position error vs latency. (Top) Algorithm 1. (Middle) Algorithm 2.
(Bottom) Algorithm 3.

For each fixed value of l, the mean and standard deviation of
ec(k, l) are computed from the experimental data. Fig. 4 shows
the mean plus and minus the standard deviation of ec(k, l) as
a function of l for three satellites. The graphs remain less than
one meter for up to 600 seconds.

E. Positioning Sensitivity to Latency

For each of the three algorithms described in Section VI-B,
Fig. 5 illustrates the effect of the DGNSS correction latency
l on GNSS position accuracy as measured by en

hk,l
defined

in eqn. (16). In each graph, the black curve shows the mean
of en

hk,l
. Each point on the graph is also marked with a one-

standard-deviation error bar.
Fig. 5 shows that position estimation accuracy is insensitive

to communication latency for delays up to 600S.
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VII. CONCLUSION AND FUTURE WORK

Real-time positioning relative to the ECEF frame is one of
the primary requirement of navigation technology in impor-
tant commercial applications - connected vehicle, autonomous
navigation. Data communication latency and interruptions are
the real-life challenges that all real-time systems encounter and
are the main focus of this research project. Reliably achieving
sub-meter positioning accuracy using inexpensive consumer-
grade sensors was another motivation of this research project.

This paper discussed GNSS measurement error characteris-
tics relative to the challenge of maintaining meter-level ECEF
position estimates in the presence of correction communication
latency. The paper provides an algorithm to compensate both
latency and lost DGNSS correction messages. The prime con-
tributions of this paper are: (1) demonstrating that positioning
performance insensitive to correction latency up to 600 s; and
(2) demonstating horizontal position estimation accuracy at the
submeter level 85% of the samples.2,

This paper also discussed how different algorithmic and
multipath modeling choices affect the achievable position
accuracy.

Future research will focus on extending the results herein
to vehicle positioning performance on maneuvering platforms
in real-time, including the use of inertial navigation.
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