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ABSTRACT OF THE DISSERTATION 

 

Low-Energy Control of Magnetization Dynamics for Magnetic Computing 

 

by 

 

John Austin Nance 

Doctor of Philosophy in Mechanical Engineering 

University of California, Los Angeles, 2021 

Professor Gregory P. Carman, Chair 

 

 Magnetism plays a significant role in the field of computing, both as a medium on which 

data is stored, as well a physical phenomenon by which next-generation, non-boolean 

computation is conducted. Most computing applications that utilize magnetism rely on 

ferromagnetic materials, electric current-based write methods, and steady-state excitation. While 

these choices have served us well up to this point, our computing needs are changing more now 

than ever. The need for more energy efficient computer memory, and the goal of producing 

powerful next-generation computing architectures like neural networks, require investigation into 

new magnetic materials, new methods of magnetic control, and new excitation schemes. It is the 

focus of this dissertation to investigate these topics in the context of three computing 

applications, image recognition, neuromorphic computing, and magnetic memory. Hardware 

solutions that are suitable for solving the quadratic optimization problems associated with image 

recognition are currently under development with the goal of replacing slow, expensive software 

algorithms. One example utilizes an array of nanomagnetic elements to solve this quadratic 
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optimization problem, but faces an issue of array programmability. Here, dynamic application of 

spin-orbit torque is investigated as an energy efficient method of magnetic array 

programmability to enable array re-usability in this non-boolean computing architecture. In the 

field of neuromorphic computing, there is a need for a high-speed, energy efficient 

programmable synapse for use in AI systems that must adapt in real-time to continuous data 

streams. On this front, the utility of a multiferroic antiferromagnetic material is studied, and an 

upper bound on strain-mediated antiferromagnetic programming is determined. Finally, the last 

area focused on in this work is magnetic memory. In the current state of the art, magnetic 

elements with perpendicular anisotropy are switching between binary states using spin-orbit 

torque. This type of switching requires breaking OOP symmetry, with many mechanisms of 

symmetry breaking having been proposed. In this work, a symmetry breaking mechanism 

utilizing intrinsic material properties is studied in combination with voltage-induced strain, with 

the goal of reducing the dependency on electric current in magnetic memory applications.  
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1 Introduction 

  

 Thousands of years ago, there lived a shepherd in ancient Greece named Magnes. One 

day, as he was tending to his sheep, Magnes noticed that the nails in his shoes and the metal in 

his crook were stuck to a rock underfoot. He unearthed the rock and in doing so, procured the 

first lodestone acknowledged in written history. While the historical accuracy of this tale is 

impossible to confirm, Magnes is often credited with the discovery of magnetism. Lodestones 

are comprised of magnetite and have a strong naturally occurring magnetization. Because of this, 

humans have used lodestones as compasses for thousands of years. By observing the behavior of 

the stone within earth’s magnetic field, one can determine their orientation. Even today, modern 

navigation relies on compasses that use the same principle of operation. The behavior of a small 

magnetic material within earth’s magnetic field is used to determine the device’s orientation. But 

while this basic principle is the same, modern compasses are orders of magnitude smaller, faster, 

and more sensitive. These improvements came about because over the thousands of years that 

have passed since magnetism was discovered, we have studied it in depth and learned a great 

deal. This allows us to take advantage of magnetic properties unknown to our ancestors, like 

magnetoresistance (MR) or the Hall effect. Today, this study is ongoing and new magnetic 

properties are always being discovered, meaning that continued improvements on existing 

magnetic systems are inevitable.  

 This work focuses on using novel magnetic properties to develop improvements in two 

fields to which magnetism is essential, computer memory and non-boolean computation. 

Regarding computer memory, magnetoresistive random access memory (MRAM) has garnered 

significant attention due to its prospective benefits in speed, energy efficiency, endurance, and 
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non-volatility over traditional CMOS based RAMs (static/dynamic RAM) [1]. Similarly, 

magnetism is utilized in the field of non-boolean computing to help solve problems that would 

be unwieldy for conventional computers, like image or pattern recognition [2]. The type of 

magnets utilized in both fields are typically ferromagnetic (FM) and are usually controlled using 

electric-current mediated read and write processes. These two factors intrinsically limit the speed 

and efficiency of these devices. By taking advantage of novel magnetic properties and materials, 

and focusing on magnetization dynamics, further improvements in energy efficiency, speed, and 

device size can be achieved. 

 

1.1 Magnetic Memory 

 As we progress onward into the age of the internet, our reliance on apps, websites, and 

online services is steadily increasing. One consequence of this is the never-ending production of 

an enormous amount of data. Whether it be information as inane as your favorite tweets, or as 

important as your medical records, all of this represents data that must be physically stored 

somewhere. This storage usually happens in hard drives comprised of small magnetic bits, in 

which an electric current can be used to read and write information to the bit by changing its 

magnetization state. To keep up with the ever-rising tide of data production, a significant amount 

of research and development has gone into increasing hard drive storage density. Comparing the 

areal density of current hard drive technology to that of the original hard drive (the IBM 350), 

one sees an increase by a factor of over five hundred million, from 2 kilobytes per square inch in 

1956 to over 1 terabyte per square inch now [3], illustrated in Figure 1-1. This increase in density 

has been accompanied by a significant decrease in price. From 1957 to 2018, the price of hard 

drives decreased from 9,200,000 to 0.019 dollars/gigabyte. While this appears  
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beneficial for the massive server farms that store our data, as device storage density increases, so 

too does the power density required to run them. Data centers use an enormous amount of power, 

roughly 3% of all the electricity used worldwide [4].  

 In addition to the long-term storage provided by hard drives, faster forms of memory 

known as static RAM (SRAM) and dynamic RAM (DRAM) are used to enable fast access to 

data during computation. These forms of storage use transistors and capacitors rather than 

magnetic bits to store information and exhibit read and write times on the order of nanoseconds. 

But while static and dynamic RAMs are fast, they cannot compete with the storage density 

provided by hard drives, and they are volatile, meaning that when power is turned off, all 

currently stored data is lost. This makes existing RAM undesirable in terms of device size and 

energy efficiency. This is where MRAM comes into play. MRAM has access speeds comparable 

to SRAM and DRAM technologies, can achieve high density, and is non-volatile, meaning that 

no data is lost in the absence of power [1].  

 In this section, important advancements in the field of magnetic memory will be 

discussed and the current state of ongoing research in the field will be reviewed. Finally, areas in 

Figure 1-1. Hard drive areal density over time [1]. 
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which the current state-of-the-art could be improved will be addressed. Magnetic memory has 

undeniable benefits, whether it be the ultra-high storage density in hard drives, or the high speed 

and non-volatility of MRAM, but its electric current-based read and write methods waste a 

significant amount of energy through Joule heating. It is paramount that the rate of improvement 

in magnetic memory matches the pace of data production, as the sheer amount of data being 

produced shows no signs of slowing.  

 

a. Perpendicular Magnetic Anisotropy 

 Historically, many of the improvements in the field of magnetic recording and storage 

have been spurred by the need to increase storage density. In 1991, the ring-shaped magnetic 

read head that had been used in magnetic recording since 1933 was replaced by a 

magnetoresistive read head, as shrinking head sizes pushed the ring-shaped head to its sensitivity 

limit [5]. MRAM exhibits a similar trend. Until recently, the bulk of MRAM research utilized the 

easily manufactured in-plane (IP) magnetic tunnel junction (MTJ), in which the storage layer 

exhibits IP anisotropy. However, the ever-increasing storage densities required in modern 

memory systems promise to render IP MTJs obsolete. As the size of an IP magnetic memory bit 

decreases, so too does its thermal stability [6]. This trend has driven a significant research effort 

to develop an MRAM system that utilizes storage layers with perpendicular magnetic anisotropy 

(PMA). Magnetic films with PMA exhibit large anisotropy which results in higher thermal 

stability at reduced dimensions [6]. This phenomenon was first observed in single-atomic-layer 

NiFe, in which the PMA is attributed to surface anisotropy effects [7]. Subsequent efforts to 

develop magnetic films with PMA focused on producing out-of-plane (OOP) magnetization in 

systems that could be more easily fabricated for industrial application (i.e. integrated into 
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perpendicular-MTJ (pMTJ) structures). This requires a material system that simultaneously 

exhibits PMA and large tunnel magnetoresistance (TMR), a necessity for readout. 

Counterintuitively, both of these requirements were satisfied by a material system initially used 

in IP MTJs. In 2008, a large TMR value of 604% was observed in a CoFeB/MgO/CoFeB layer 

structure [8].  The CoFeB in this structure had thicknesses varying from 2 – 6 nm and exhibited 

IP anisotropy. Only two years later, it was observed that in CoFeB – MgO bilayers, the direction 

of CoFeB’s anisotropy switches from IP to OOP as its thickness is reduced to ~1 nm [9]. These 

two factors make CoFeB and MgO ideal for producing high density magnetic memory bits. 

Indeed, later that year, a pMTJ with CoFeB magnetic layers and MgO tunneling barrier was 

fabricated, shown in Figure 1-2, demonstrating the capability to produce high-density, high-TMR 

magnetic memory bits [10]. 

 

  

 

 

 

 

 

 

  

 

Figure 1-2. a) Schematic of the standard CoFeB MTJ 

layer structure used for both IP and pMTJs. b) Top view 

of MTJ pillar highlighting small dimension (40 nm) of 

pMTJ [10].  
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b. Writing Methods 

 While PMA does enable increased density in magnetic memory systems, one of the 

central benefits of MRAM over traditional CMOS-based memory is energy efficiency. MRAM 

promises non-volatility, meaning that no energy is required to maintain the state of the memory 

bit. While this does guarantee lower energy consumption than non-volatile systems, it also 

means that the efficiency of the MRAM system is entirely dependent on the read and write 

methods used in that system. At the large scale, a coil of wire is used for both processes. The 

state of a magnet is read by measuring the magnetic flux through a coil, and one can generate a 

strong magnetic field by passing an electric current through a coil. These are the same principles 

used in the early days of magnetic recording at the small scale. In early memory systems, read 

and write heads consisted of a small coil of wire wrapped around a soft magnetic material. The 

state of each magnetic domain was read by measuring its associated magnetic flux, and by 

passing a current through the coil, one could change the state of each magnetic bit [11].  

 However, as the dimensions of magnetic memory systems have decreased, these read and 

write methods can no longer be used. The sensitivity of the read head at small dimensions is 

limited, and the energy consumption of the writing process becomes untenable, as more and 

more energy is wasted through Joule heating. On the read-side, this dilemma was first solved 

through the use of anisotropic magnetoresistance (AMR), followed by giant magnetoresistance 

and TMR [5]. Rather than measuring magnetic flux, these methods rely on electrical resistance 

changes caused by changes in magnetization to identify the state of the memory bit. On the 

write-side, this issue was resolved by utilizing spin-polarized current, rather than traditional 

unpolarized electric current. This method, known as spin transfer torque (STT), was first 

predicted theoretically in 1996, with lower critical switching currents than those in the older coil-
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based read head [12]. Passing electric current through a FM layer produces a spin-polarized 

current with spins aligned along the FM layer’s magnetization direction. If this spin-polarized 

current is then passed through a second, thin FM layer, it switches the magnetization of that 

layer, aligning it with the polarization of the current. This mechanism is illustrated in Figure 1-3 

[13]. Following its theoretical treatment, this method was effectively demonstrated by switching 

the magnetization of thin film cobalt in a Co/Cu/Co stack [14], with critical switching current 

matching that predicted in [12]. In the years since, STT has received significant research 

attention as the go-to write method for MRAM, including its integration and optimization in 

CoFeB – MgO pMTJs [15]. But while STT does provide improvements over the use of a 

magnetic field-based write method, it comes with its own drawbacks. To use STT to switch an 

MTJ, the current must be applied vertically, directly through the stack structure. This exposes the 

thin dielectric layer to a relatively large electric field, leading to dielectric breakdown and 

shortening the life of the STT MRAM system [16]. This is a difficult issue to address, as the 

electric field experienced by the dielectric layer is proportional to the switching barrier exhibited 

by the MTJ, and a large switching barrier is necessary to ensure adequate thermal stability.   

  

 

 

 

 

 

 

Figure 1-3. A diagram showing the torque associated with a 

spin-polarized current passing through a ferromagnet. 
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 This issue of degradation in STT MRAM has been addressed in recent years using an 

unrelated spin current phenomenon known as the spin hall effect (SHE). Discovered in 1971, this 

effect describes the behavior of an unpolarized electrical current being driven through a metal 

with strong spin orbit coupling. Due to this spin orbit coupling, electrons with opposite spins 

experience opposite, transverse forces within the metal, resulting in an accumulation of polarized 

spins at the metal’s edges [17], [18], illustrated in Figure 1-4. It was not until many years later 

that this phenomenon was used to manipulate the magnetization of a magnetic layer. In 2010, it 

was shown that electrical current in platinum produced spin waves in an adjacent Y3Fe5O12 layer, 

a magnetic insulator. These spin waves were then detected on the other side of the Y3Fe5O12 

layer as a voltage in a second Pt layer [19], demonstrating the ability to both generate and detect 

spin waves using the SHE.  

 

  

 

 

 

 

 Shortly after, this effect was used to deterministically switch magnetic films with PMA in 

the presence of a small magnetic field aligned parallel to the applied electric current [20], [21]. 

The current density used in these studies is competitive with that used in STT switching, and 

could be further decreased using materials with a stronger SHE [20], [22]. The mechanism 

behind this method of switching relies on the transfer of torque from the accumulated polarized 

spins at the edge of the metal layer to the adjacent spins in the magnetic layer, aligning them. 

Figure 1-4. A diagram showing the trajectory of electrons 

with opposite spin due to the spin hall effect [18]. 
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Now termed spin orbit torque (SOT), this method avoids the endurance issue present in STT as 

the current passes underneath the magnetic stack, rather than directly through it. The only 

drawback present in these SOT switching studies is the necessity for an external magnetic field. 

In both [20] and [21], deterministic switching only occurred in the presence of a small magnetic 

field colinear to the applied current. This magnetic field is necessary is to break the OOP 

symmetry in the device. The torques applied by SOT are purely IP, meaning that once the SOT 

current is removed the magnetization has no preference between positive or negative OOP states. 

This requirement severely limits the applicability of SOT; producing external magnetic fields at 

the nanoscale is thoroughly avoided due to Joule heating and fabrication complications. For SOT 

to take the place of STT in industrial applications, a method of OOP symmetry breaking in the 

absence of an external field is needed. 

 

c. Symmetry Breaking 

 Since the realization of SOT-based PMA switching, many methods have been 

investigated to break the OOP symmetry and enable field-free SOT switching. These efforts 

typically fall into two categories, the integration of additional structures or layers to produce an 

effective IP field replacing the applied field, or the introduction of lateral structural asymmetries. 

Rather than applying an external magnetic field IP, it has been demonstrated that introducing an 

antiferromagnetic (AFM) layer adjacent to the FM storage layer produces a uniaxial exchange 

bias field, which enables deterministic PMA switching [23], [24]. Similarly, it has been shown 

that adding an additional IP magnetized FM layer on top of the existing PMA stack, shown in 

Figure 1-5a, produces a large enough IP stray field to enable deterministic switching [25]. 

However, these solutions require adding additional layers into the memory stack that must be 
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initialized into particular magnetization states, complicating fabrication. On the other hand, 

deterministic PMA switching enabled by the introduction of lateral asymmetries has also been 

demonstrated in various systems, without the need to add new layers into the stack. Using a 

carefully controlled ion milling process, a Ta/CoFeB/MgO stack was designed with a wedge at 

one end which produced a tilted anisotropy, leading to deterministic switching [26]. While this 

fabrication process may be too complex to integrate into industry-wide fabrication, simpler 

methods of producing wedge shaped layers have been utilized to similar effect. Deterministic 

switching has been demonstrated in stacks containing either a wedge-shaped oxide layer [27], or 

wedge-shaped magnetic layer [28], shown in Figure 1-5b. These wedge shaped structures can be 

produced via sputter deposition. The symmetry breaking that enables PMA switching in these 

cases is attributed to an oxidation gradient in the magnetic layer which produces an additional 

OOP effective field.  

 Very recently, deterministic switching in an even simpler system, without the need for an 

additional permanently magnetized layer or a structural asymmetry has been observed. In three 

material systems, Ta/[Gdx(FeCo)1-x]6, Ta/CoFeB (wedge)/MgO, and Ta/CoFeB/CoFe/MgO, the 

Figure 1-5. (a) shows the layer structure of a pMTJ that achieves field-free switching via the 

stray field of an additional biased ferromagnetic layer [25]. (b) plots the anisotropy field of 

CoFeB as a function of thickness. The gradient of oxidation in this structure allows field-free 

switching [28]. 
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presence of intrinsic asymmetric exchange breaks OOP symmetry and enables deterministic 

switching [29]. In the latter case, only two adjacent magnetic layers with no structural 

asymmetry are needed, a material system which could be integrated into existing MTJ 

technology [29].   

  

d.  Dzyaloshinskii – Moriya Interaction 

 Asymmetric exchange, or the Dzyaloshinskii – Moriya interaction (DMI), refers to an 

interaction between two adjacent magnetic spins which energetically favors canting of the spins 

relative to each other, as opposed to the traditional exchange interaction which prefers parallel or 

antiparallel alignment. This interaction was first identified in the mid-twentieth century [30], [31] 

as an explanation for weak ferromagnetism observed in some AFM materials. In AFM α-Fe3O3, 

MnCO3, and CoCO3, DMI induces canting of the magnetic spins from their perfectly antiparallel 

alignment. This slight canting means that the opposing magnetic moments no longer fully cancel 

out, leading to a small net moment in the material. An example of a spin structure stabilized by 

DMI is illustrated in Figure 1-6. 

 Although DMI was discovered several decades ago, its utilization in magnetic systems 

has begun only recently. Interest in DMI was recently revitalized due to its role in stabilizing 

skyrmions, a topological magnetic spin structure characterized by locally whirling spins. First 

observed in certain single crystal magnetic compounds [32], [33], skyrmions have now been 

Figure 1-6. A diagram showing typical ferromagnetic and antiferromagnetic spin states, and a 

spin state corresponding to ferromagnetic exchange with a contribution from DMI that favors 

spin canting. 
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observed in several different material systems that possess strong spin-orbit coupling and broken 

inversion symmetry [34]. One such system, consisting of a thin FM layer deposited on top of a 

heavy metal (such as platinum or tantalum), has been shown to exhibit strong interfacial DMI 

and has recently been utilized in various spintronic applications [35], [36]. It is this heavy 

metal/magnet heterostructure that is utilized for DMI-mediated field-free PMA switching.  

 To break OOP symmetry with DMI, two properties are needed. Of course, the material 

system must possess DMI, but in addition to that it must also exhibit some gradient in magnetic 

properties. The structures used in [29], Ta/[Gdx(FeCo)1-x]6, Ta/CoFeB (wedge)/MgO, and 

Ta/CoFeB/CoFe/MgO, each exhibit both of these properties. For ferrimagnetic Gdx(FeCo)1-x and 

ferromagnetic CoFeB, their interfaces with tantalum induce positive interfacial DMI coefficients 

Dij of 15.2 µJ m-2 and 54.0 µJ m-2, respectively [29], [37]. In the case of Gdx(FeCo)1-x, the 

compositions of Gd and FeCo can be varied across the lateral dimension of the device, creating a 

gradient in saturation magnetization. In the cases utilizing a CoFeB magnetic layer, two options 

for creating a magnetic gradient are explored. First, by depositing the CoFeB in a wedge shape, 

the gradient in thickness creates a gradient in perpendicular anisotropy throughout the lateral 

dimension of the device. The second option involves stacking thin film CoFeB and CoFe to 

create an OOP gradient in saturation magnetization, an even simpler scheme that could easily be 

integrated into industrial manufacturing. These magnetic gradients are necessary because without 

them, DMI alone would provide no preference between positive or negative OOP states. This 

concept is explained by the switching process outlined in Figure 1-7. The applied SOT current 

aligns the magnetization with its spin polarization IP, then the SOT current is removed. In the 

absence of DMI and magnetic gradients, the magnetization can rotate from IP to either positive 

or negative OOP states with no preference between them. With DMI and no gradient, the result 
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is the same. The sign of the DMI coefficient determines which chirality of spin canting is 

energetically preferred, clockwise (positive Dij) or counterclockwise (negative Dij), but this 

chirality can still be satisfied by switching in either direction. Only when both DMI and a 

magnetic gradient are present is switching from IP to a particular OOP state (either positive or 

negative) preferred. This is because the gradient causes different regions of the device to respond 

the PMA differently. For example, in the case with a gradient in PMA (wedged CoFeB), the 

region where the PMA is greater will return to the OOP direction first, and the preferred chirality 

governed by Dij will determine which direction it will switch.  

 

 

 

 

 

 

 

 

 

 

 

 

  

 While this method 

does represent an extremely promising method of field-free PMA switching, its efficiency is 

Figure 1-7. A diagram showing the switching process 

associated with field-free DMI-mediated switching. Only 

with DMI and a magnetic gradient is deterministic 

switching possible. 
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intrinsically limited by its writing method. SOT relies on using electric current at the nanoscale, 

meaning that significant energy will still be wasted due to Joule heating. In the following section, 

a concept which promises ultra-efficient magnetization control via voltage, rather than current, 

will be discussed. 

 

e. Multiferroics  

 Despite all of the significant advancements in the field of magnetic recording, including 

the advent of STT pMTJs, and field free SOT switching, we are still tied to electric current-based 

read and write methods decades after the coil-based read and write heads were abandoned. While 

we have engineered methods of magnetization control that improve upon the efficiency of  an 

external magnetic field, the continued reliance on electric current means that device efficiency 

will still be limited by Joule heating, especially as the size of memory bits continue to decrease. 

A method of controlling the magnetization in a small memory bit that does not rely on electric 

current is needed.  

 One such method that has gained popularity in recent years is the use of multiferroics. In 

a multiferroic system, one can change the magnetization in a magnetostrictive material by 

applying a voltage to an adjacent piezoelectric material. The strain induced in the piezoelectric 

layer is transferred to the magnetostrictive layer, thereby inducing a change in its magnetization 

in the absence of any magnetic field or electric current [38]. In recent years, research on this field 

has steadily increased with progress on multiferroic solutions in a wide variety of applications, 

including antennas [39], micro-motors [40], cell sorting [41], and magnetic memory [42]–[45]. 

Following experimental demonstrations of magnetization control in various continuous-film 

piezoelectric/magnetostrictive heterostructures [42]–[44], electric field-induced 90º IP rotation of 
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the magnetization in single-domain Ni ellipses was demonstrated in 2013 [45]. This was 

significant as it moved the field of magnetoelectric magnetization control a step closer to 

controlling individual magnetic bits, a necessary step if this method is to take the place of 

traditional current-based write methods. But for a magnetoelectric write method to become more 

attractive than traditional methods, it must be able to deterministically switch magnetic elements 

with PMA.  

 Several efforts have been made to develop a magnetoelectric PMA switching scheme, but 

these works generally utilize voltage to supplement other switching mechanisms. In 2017, 

deterministic switching of a CoNiCo ferromagnet was achieved by applying voltage to a PMN-

PT substrate [46]. The device was similar to the magnetic/piezoelectric heterostructures used in 

multiferroic magnetization control, but the switching does not occur via voltage-induced strain. 

The applied voltage poles the piezoelectric layer prior to switching, then the electric field 

generated by the piezoelectric creates a lateral imbalance in SOT spin density, meaning that this 

method still fully relies on electric current. In 2018, deterministic switching in a PMN-

PT/Ta/CoFeB stack was achieved numerically by applying both SOT and voltage-induced strain 

at a 45º angle to each other [47], but in this case, the strain was utilized only as a mechanism of 

symmetry breaking. In a few cases, strain from a piezoelectric layer has been used to lower the 

energy barrier for switching in magnetostrictive elements, with 30% reduction in coercive field 

[48] and 1-2 orders of magnitude reduction in switching energy dissipation [49], [50], but these 

methods are still reliant on spin torque from electric current.  

 There have been a few cases in which switching of a magnetic element with PMA in the 

complete absence of electric current has been demonstrated [51]–[53], but these take advantage 

of the magnetization’s precessional motion and require accurate timing of the applied voltage 
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pulse (~1-10 ns) which is not ideal for commercial application. An example of this switching 

mechanism is shown in Figure 1-8. That said, these methods do highlight the efficiency afforded 

by purely magnetoelectric switching. In [51], a Terfenol-D nanodot was switched using only 22 

aJ of energy, far superior to the ~ 100 fJ associated with current-based methods [1]. 

 Achieving deterministic PMA switching using only strain is challenging due to the 

uniaxial IP nature of the strain-induced anisotropy. Like SOT, the effective field due to strain in 

a magnetostrictive element acts IP, with no preferential OOP component. Like PMA, the strain-

induced effective field in multiferroic heterostructures is uniaxial, providing only a preferential 

IP axis, but not a preferential direction. This symmetry must be broken to enable strain-mediated 

PMA switching. Utilizing novel magnetic phenomena like interfacial DMI may represent a path 

towards pure strain-mediated PMA switching.  

 

f. Antiferromagnetics 

 So far, this article has focused on the large storage density (via PMA) and the energy 

efficiency (via non-volatility and magnetoelectric writing capabilities) provided by MRAM. 

Another important factor to consider is MRAM’s access speed. In current computer 

architectures, the speed at which operations can be completed depends strongly on the read and 

Figure 1-8. (a) A schematic showing the device structure in which 180 degree precessional 

switching of CoFeB was modeled. (b) The spin trajectory associated with OOP precessional 

switching. (c) A plot of magnetization over time, highlighting repeatable OOP switching using 

only strain pulses. 
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write times associated with the device’s logic gates and RAM. If an operation requires 

information stored in RAM, the processor must wait for the signal to travel to that memory 

address, read the state of the bit, and travel back to the processor before the operation can be 

initiated. Similarly, if an operation results in new information that must be stored, the processor 

must wait for the signal’s travel time to and from the memory bit, plus the time associated with 

writing to that bit, before another operation can start. In current architectures, these access times 

for SRAM and DRAM are on the order of ~1 ns and 20-30 ns, respectively. Processors are 

conducting billions of operations each second and any extra nanoseconds add up, minimizing the 

access time associated with computer memory is essential to addressing the ever-growing need 

for improved performance.  

 For MRAM, read and write times are on the order of ~1 ns, faster than DRAM and 

comparable with SRAM [1]. These are the time periods associated with writing to the bit via spin 

polarized current and reading its state via magnetoresistance. In the writing process, for example, 

polarized spins exert a torque on the FM comprising the MTJ’s storage layer, switching its 

magnetization from one direction to another. The speed at which this can occur is determined by 

a phenomenon known as ferromagnetic resonance (FMR). If a FM material is placed in an 

external magnetic field, the field exerts a torque on the magnetization causing it to precess 

around the direction of the applied field. The frequency of this precession is known as the 

Larmor frequency and depends on the strength of the applied field [54]. In 1946, it was observed 

that if the applied field is oscillating at high frequency, matching the Larmor frequency, 

resonance occurs and the oscillating field loses energy to the precessing magnetization [55]. The 

resonant frequency for a thin-film ferromagnetic material is given by [56]: 

𝜔0 = 𝛾(𝐵𝐻0)
1
2 
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where 𝛾 is the gyromagnetic ratio, 𝐵 is the magnetic induction in the material, and 𝐻0 is the 

applied static magnetic field. This resonant frequency sets the speed limit at which the 

magnetization can respond to an impulse, whether it be an external field, spin torque, or strain 

anisotropy. For ferromagnetic materials, FMR is on the order of 1-10 GHz. CoFeB, for example, 

has a FMR value of  ~5 GHz [57]. These resonance values limit the temporal response of 

ferromagnetic materials to no faster than ~100 ps.  

 Antiferromagnetic materials provide a route to increasing this resonant speed limit. A 

basic example of the ordering of AFM spins is shown in Figure 1-6. Discovered by Louis Néel in 

1948 [58], this type of magnetic ordering is defined by oppositely oriented magnetic moments in 

adjacent atoms. In this alignment, the magnetic moments cancel each other out, resulting in zero 

stray field and no demagnetization (shape anisotropy) effects. In addition to that, the strong 

antiferromagnetic exchange coupling between adjacent spins means that extremely large 

magnetic fields (>1 T) are needed to manipulate AFM states. These characteristics led Néel 

himself to state that AFMs, while interesting, are useless. Shortly after Néel’s discovery, Kittel 

developed a theory for AFM resonance (AFMR) like that described for FMR above. The 

resonant frequency in AFM materials is given by [59]: 

𝜔 = 𝛾 (𝐻0 ± [𝐻𝐴(2𝐻𝐸 + 𝐻𝐴)]
1
2)  

where 𝐻0 is the static magnetic field, 𝐻𝐴 is the anisotropy field, and 𝐻𝐸 is the exchange field. 

Given typical values for anisotropy and exchange fields in AFMs, this model predicts AFMR 

frequencies on the order of terahertz, three orders of magnitude higher than FMR. Subsequent 

experimental efforts confirmed AFMR values of 261.4 GHz and 1.11 THz in MnF2 and NiO, 

respectively [60], [61], and demonstrated magnetization reorientation in under 5 picoseconds in 

AFM TmFeO3 [62]. These works prove that AFM devices can operate significantly faster than 
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FM-based devices. This speed, combined with the lack of stray field and invulnerability to 

external fields, make AFM devices very attractive for magnetic memory applications.  

 After the initial discovery of AFM ordering, interest in studying AFMs diminished as the 

external fields required to control them were untenably large (>1 T) and alternative methods of 

control had not been found. For this reason, until the early twenty-first century, AFM materials 

were used almost exclusively to pin the fixed layer in MTJ stacks [63]–[65]. In 2007, however, 

experiments demonstrated that STT can alter the exchange bias of a FM/AFM bilayer [66], [67], 

evidence that torque from spin-polarized currents can manipulate spins in AFMs. About ten 

years later, control of AFM states via Néel spin-orbit torque was achieved in CuMnAs [68]. Néel 

spin-orbit torque takes advantage of the spin-orbit coupling in AFM materials to induce effective 

fields on each sublattice via electric current.  

 As this progress was being made on developing electrical control methods for AFMs, 

work was also being done on integrating AFM free layers into MTJ structures. For AFM 

memories to work, they must be able to produce a large enough TMR value for readout. In 2011, 

a spin valve-like structure comprised of Pt/MgO/IrMn/NiFe/Ta was used to create an AFM 

memory bit. The NiFe layer enabled switching of the AFM state via exchange-spring effect, and 

a 100% tunneling anisotropic magnetoresistance (TAMR) value was recorded at low temperature 

(4 K) [69]. Soon after in 2014, a room temperature AFM memory device using FeRh was 

developed. In this device, the AFM state was switched by raising the temperature until a FM 

state was created, then applying a large external field in the desired direction as the temperature 

cooled back down, shown in Figure 1-9. Using this method, stable high-resistance and low-

resistance states were observed at room temperature [70]. While the use of an external field and 

temperature control is not ideal on-chip applications, achieving discernable high and low-
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resistance states does represent an important step on the path towards room temperature AFM 

MTJs.  

 In addition to electrical control of AFMs, a good deal of research has gone into 

developing multiferroic methods to control AFM states. If realized, a multiferroic AFM memory 

bit would represent a significant improvement over current technology, with extremely fast and 

energy efficient writing. Theoretical evidence of the potential to switch AFM states via strain 

was first provided in 2010, when it was suggested using first-principles calculations that strains 

under 1% could reorient the Néel vector in bimetallic AFMs such as Mn2Au and MnIr [71]. 

Again in 2016, an theoretical investigation of possible structural configurations at a 

Mn2Au/BaTiO3 interface provided evidence for strain-control of Mn2Au spins via piezo-

generated strain [72]. Finally, one year later, strain control of AFM domains was demonstrated. 

By comparing x-ray magnetic linear dichroism (XMLD) measurements of a Mn2Au thin film 

under the influence of both a 70 T applied field, and a 0.1% tensile strain, evidence for domain 

orientation via strain was observed [73]. These works, along with several others showing 

modulation of AFM spins via applied strain [74]–[77], convincingly demonstrate the ability to 

control states in AFM materials using strain generated in adjacent ferroelastic layers. 

Figure 1-9. A diagram showing the switching process for the heat-assisted magnetic field 

switched AFM MTJ. At high temperatures, a field aligns the spins while they are in a FM state. 

Upon cooling down, a particular AFM state is deterministically achieved. 
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 Very recently, a MTJ structure comprised of PMN-PT/MnPt (AFM)/MgAl2O4/Pt 

exhibited a non-volatile MR ratio of 8.7% using piezo-induced strain to control the AFM layer 

[78]. This device is shown in Figure 1-10. While this MR ratio is low, and this MTJ did not 

demonstrate the desired THz speed afforded by AFM materials, it does represent an extremely 

important step towards creating an all-AFM memory bit. The MR ratio exhibited by AFM MTJs 

is likely to increase with studies on material choice, and THz switching using patterned 

electrodes has already been demonstrated numerically [79]. With further progress on these 

fronts, the development of an ultra-efficient, ultra-fast magnetic memory is inevitable.  

 

g. Magnetic Memory: Summary 

 Just as the goal of increasing magnetic storage density led to the adoption of a 

magnetoresistive read head over the original ring-shaped head, so too did this goal lead to the 

adoption of PMA as the primary mechanism of storage in MRAM devices. PMA allows device 

sizes to be reduced while maintaining thermal stability, and since its discovery, has been the 

focus of an intense research effort. Initially, the goal of this research was to integrate PMA into 

MTJ structures such that it could be switched via STT. This goal soon changed as it was 

discovered that the STT current used for switching leads to breakdowns in the MTJ’s tunnel 

Figure 1-10. (a) A schematic of the AFM MTJ with switching induced by piezostrain. (b) The 

resistance loop corresponding to the high and low-resistance states achievable in the pictured 

MTJ. 
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barrier. It was this drawback that shifted the focus onto SOT. SOT allows one to control the 

magnetization of a magnetic element without passing current through it, eliminating STT’s 

endurance issue, and improving upon STT’s energy efficiency. That said, SOT requires a method 

of symmetry breaking in order to switch elements with PMA, and this requirement can greatly 

complicate fabrication processes, as either an external magnetic field, additional layers, or 

structural gradients must be incorporated into the device. Furthermore, both STT and SOT still 

depend on electric current, meaning that their efficiencies are limited by Joule heating. The field 

of multiferroics offers a solution to this issue by providing magnetization control via electric 

field, rather than current. Extremely energy efficient magnetization switching has been 

demonstrated using multiferroics, but to this day, deterministic PMA switching using purely 

electric field has not been achieved. Furthermore, the speed of current MRAM devices are 

limited by the storage layer’s FMR. The field of magnetic memory is extremely promising,  but 

improvements in both energy efficiency and speed could be made by utilizing novel magnetic 

properties that have only recently found application in the memory space, such as DMI and 

AFMR. 

 

1.2 Non-Boolean Computing 

 Non-boolean computing refers to computing paradigms that utilize devices and processes 

that fall outside traditional von Neumann, CMOS-based computing architectures. Some 

examples of non-boolean computing models include neural networks [80]–[82], cellular 

automata [83], various non-CMOS implementations of logic circuits [84], [85], and energy-

minimizing processors [86]. While the applications and operational principles of these cases are 

diverse, there are a few central tenets that set non-boolean (NB) computing architectures apart 
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from their sequential, transistor-based counterparts. Parallelism is essential to the function of 

many NB architectures. Von Neumann (VN) architectures operate in a step-by-step manner, 

executing a given set of instructions. This type of processing has served us well to date, but now 

with applications in systems like self-driving cars and artificial intelligence, we are asking our 

computers to perform tasks like pattern recognition and image processing. These types of tasks 

would be very power and memory-intensive to implement using VN architectures [81]. NB 

architectures are designed to work in parallel, executing multiple operations on multiple inputs at 

the same time. Another concept that is integral in the field of NB computing is analog behavior. 

VN architectures are based on transistors which are inherently digital (on or off, true or false, 0 

or 1). This may work well for storing data and performing arithmetic, but problems like image 

processing require much more sophistication. Many images, and problems in general, are not 

black and white, meaning that a device designed to work with a spectrum of signals is required to 

analyze and solve these problems. 

 Magnetism possesses several beneficial properties that make it an ideal tool in NB 

computing applications. In a phenomenon known as dipole coupling, FM elements produce a 

stray field that couples their response to other nearby FM elements. This property has been 

utilized in various neural nets and nanomagnet-based processors [80], [81], [86] to couple 

different nanomagnetic elements and achieve parallelism. As the computation progresses, each 

coupling between a nanomagnet and each of its neighbors represents an operation, all of which 

are being executed simultaneously. Furthermore, magnetic devices can easily be utilized to 

achieve analog behavior. While the previous section focused on the binary, non-volatile behavior 

of magnetic memory, the potential to use non-binary magnetic behavior has also been 

demonstrated in stochastic STT-based MTJs [82], and by varying the dimensions and shape of 
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nanomagnetic elements, multiple states (beyond 0 and 1) can be engineered [87]. These 

properties make magnetism a promising candidate for widespread application in NB computing 

platforms. In this section, two areas in the field of NB computing, computer vision and 

neuromorphic synapses, will be focused on. Research in these areas is in a relatively early phase, 

and magnetism represents a useful tool in moving these areas forward.      

 

a. Magnetic Energy Minimizing Co-Processor 

 Computer vision is a growing field in which the goal is development of computational 

platforms that can “understand” images, meaning that they can take an image as input, and 

extract useful data from that image. One aspect of this is object recognition, being able to 

identify an object that is present in an image. In this process, there are typically three steps, 

shown in Figure 1-11: feature extraction, in which salient aspects of the image (i.e. edges, colors, 

etc.) are found, perceptual organization, in which features that are related to each other are 

grouped, and object matching, in which the grouped features are matched to an object stored in 

memory. For humans, this process happens in an instant with no effort on our part. For 

computers, on the other hand, achieving object recognition is more challenging. A significant 

amount of research has gone into each step of the process [88]–[91], but currently, the perceptual 

organization step still occurs 

via software or traditional 

boolean computing. 

Here, an approach to 

perceptual organization 

using a nanomagnetic 
Figure 1-11. The steps associated with object recognition: 

feature extraction, perceptual organization, and object 

matching. 
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computational platform is discussed. This method is beneficial over boolean implementations as 

it computes solutions directly through a single  

 

 

 

 

energy minimization process, regardless of problem size. Increasing problem size in boolean 

implementations, on the other hand, would mean concurrently increasing the number of 

computational iterations [86]. 

 Proposed in 2015, the magnetic energy minimizing co-processor (MEMCoP) is designed 

to perform the task of perceptual organization via energy minimization in an array of 

nanomagnetic disks [86]. First, the important features in the image are extracted. In this case, the 

MEMCoP focuses on edges. Given a set of edges, an affinity function that takes into account 

edge location, angle, length, and other factors calculates the affinity between each edge. Then, 

through a quadratic optimization process, the grouping of edges that produces the maximum total 

affinity is found. This grouping of edges is then compared to an object database in the final, 

object matching step. The MEMCoP performs the edge grouping stage by analyzing the ground 

states of nanomagnetic disks under the influence of dipole coupling from identical nearby disks. 

 

b. Ground States 

 A given magnetic element can exist in a number of different magnetic states, each 

corresponding to a certain configuration of the element’s magnetic spins. The state that the 

element exists in is determined by the energies associated with the following magnetic 
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phenomena: the exchange interaction, Eex, the demagnetization field, Edemag, magnetocrystalline 

anisotropy (MCA), EMCA, and Zeeman energy due to an external applied magnetic field, EZ. The 

sum of each of these energies is the magnetic element’s total energy, ET, and an element’s 

ground state is defined as the state that results in the smallest total energy. In the case of the 

MEMCoP, amorphous (as opposed to single-crystal) elements are used, making the MCA energy 

contribution negligible, and no external fields are applied, meaning we can ignore the EZ term. 

This means that our element’s ground state is determined by minimizing the sum of Eex and 

Edemag. In FMs, the exchange interaction works to align spins so that they are parallel to each 

other. When all the spins in an element are parallel, Eex is minimized. Demagnetization (demag) 

energy, on the other hand, depends on the shape of the magnetic element, and is the origin of 

shape anisotropy. If a magnet is magnetized along a certain axis, there exists a demag field inside 

the magnet directed in the opposite direction to the magnetization, shown by 𝐻⃗⃗  in Figure 1-12. 

This field arises from uncompensated spins at the edges of the magnet. Each spin is a magnetic 

dipole with a north and south pole. Within the magnet, one north pole is compensated, or 

canceled out, by the south pole of a nearest neighbor spin. At the edges of the magnet, there are 

no more neighboring spins to compensate these poles. At one end, there will be uncompensated 

north poles and at the other, uncompensated south poles. These uncompensated north and south 
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poles form their own magnetic dipole and generate the demag field in a direction opposite to the 

direction of the magnetization.  

 The demag energy in a magnetic element is proportional to this demag field. This field 

opposes the current magnetization state, so demag energy is minimized in a magnetization state 

that minimizes the demag field. In order to do this, the number of uncompensated spins at the 

edges of the magnet must be minimized. This occurs via the formation of magnetic domains, 

regions in a magnetic material in which each spin is parallel. For a magnetic element of any 

shape, there exists a magnetic domain structure which eliminates uncompensated spins at its 

edges.  

 The states minimizing demag energy and minimzing exchange energy are not the same. 

The formation of domains to minimize demag energy produces domain walls where spins are no 

longer parallel, increasing exchange energy. The states favored by exchange energy and demag 

energy are shown in Figure 1-13. Which of these states is the element’s ground state is 

determined by which energy makes a bigger contribution to the total energy, and therefore 

produces the smallest total energy when minimized. The magnitudes of the exchange and demag 

energies are determined by the magnet’s size. Exchange is a short-range interaction, and at small 

Figure 1-12. A diagram illustrating the direction of the demag field produced in a uniformly 

magnetized magnetic element. 
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sizes, exchange dominates. As magnets get larger, more surface area exists for uncompensated 

spins and demag begins to dominate [92]. 

 

 

  

 

 

 

c. Dipole 

Coupling 

 The previous section explained how the ground state of a single, isolated nanomagnetic 

element is determined. When these elements are placed in close proximity to one another, they 

begin to interact with each other through dipole coupling. This coupling refers to the effect that 

one element’s stray field has on another adjacent element. When a magnet is uniformly 

magnetized in a certain direction, it produces a stray field in the air surrounding it. An example 

of a stray field 𝐵⃗  corresponding to a uniformly magnetized element is shown in Figure 1-12. This 

stray field works to align the magnetizations of nearby nanomagnets with itself, influencing their 

ground state. When nanomagnets are placed in close proximity, they influence each other in this 

Figure 1-13. The magnetization states preferred by exchange 

energy and demagnetization energy for circular and square 

nanomagnets. 

Figure 1-14. The stray field associated with an isolated, single-domain nanodisk, and two stable 

configurations of a three disk, dipole-coupled system. 
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way and are considered dipole-coupled. Figure 1-14 illustrates the stray field associated with an 

isolated magnetic nanodisk in a single-domain state, along with two stable magnetization 

configurations for a three-disk, dipole-coupled system.  

  

 Along with exchange and demag energy, dipole coupling influences the ground state of a 

nanomagnetic element. As the spacing between magnetic elements decreases, the strength of the 

dipole coupling between them increases. This effect was demonstrated both numerically and 

experimentally in 2013, when it was shown that as the spacing between two permalloy nanodisks 

decreases, the ground state switches from a vortex state (demag-preferred) to a single-domain in-

plane state (exchange and dipole preferred), shown in Figure 1-15 [93]. The MEMCoP utilizes 

the interplay between these three phenomena, exchange, demag, and dipole coupling, to conduct 

the perceptual organization step of computer vision.  

 

 

 

 

 

 

 

d. Energy Minimization 

  To calculate the affinity between a given 

set of edges, a magnetic Hamiltonian formula to calculate the coupling strength between set of 

magnetic nanodisks was developed. This function is of similar form to the previously discussed 

Figure 1-15. The dependence of nanodisk 

ground state on disk spacing in a two-disk 

system. 
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affinity function, but instead of measuring the affinity between two edges based on edge location 

and angle, this function calculates the strength of the coupling between two nanodisks as a 

function of the spacing between them. By exploiting the similarity between these two functions, 

a specific arrangement of nanodisks representing the given set of edges can be produced, in 

which each nanodisk corresponds to one of the edges in the given set. Then, to perform the 

computation, an external magnetic field first switches every nanodisk to their hard axis (in this 

case, the z-axis) in a procedure known as clocking. Following clocking, the magnetic field is 

removed and the system is allowed to relax to its minimum energy state. By analyzing the 

resulting ground states of the disks, the important edges of the provided image can be extracted. 

The edges corresponding to disks in single-domain states (i.e. strongly dipole-coupled) are kept, 

while the edges corresponding to disks in vortex states (weakly dipole-coupled) are discarded. 

Thus, the MEMCoP conducts the perceptual organization step of computer vision.    

 While the accuracy of this method has been demonstrated [86], it is extremely inefficient 

to fabricate a new, customized array of nanodisks for each image that the MEMCoP will analyze. 

To remedy this, a uniform 2D array of nanodisks that can be programmed on an image-by-image 

basis can be used. Once the Hamiltonian function determines the necessary magnetic layout, the 

corresponding disks in the uniform array will be activated (termed “computing” disks) and the 

remaining disks will remain inactive (or “non-computing”). The array is clocked, and the states 

of the computing disks are analyzed, then the array is re-programmed for the next image. For this 

to work, a method of ensuring that the non-computing disks do not interfere with the calculation 

is required. These disks must be held in a state such that their stray field does not influence the 

relaxation of the computing disks. One method which could be used to accomplish this in a 

selective, disk-by-disk way is SOT. Already discussed in the context of magnetic memory, SOT 
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represents a method of magnetization control that has benefits in energy efficiency over both an 

external magnetic field and STT [94], [95], and can be selectively applied on a disk-by-disk 

basis. There are two applications in which SOT has been utilized in conjunction with dipole 

coupling previously, as a method of implementing phase-locked spin-torque nano oscillators 

[96], and as a method of clocking in Bennett clocking architectures [97]. While both applications 

creatively utilize both SOT and dipole coupling, both focus only on SOT’s steady state behavior 

and only consider the dipole coupling between two elements. Further study is needed to 

understand the interaction between spin orbit torques and dipole coupling in large nanomagnet 

arrays.    

 

e. Antiferromagnetic Neuromorphic Synapses 

 The MEMCoP is designed specifically to solve quadratic optimization problems, like 

those present in the perceptual organization step of computer vision. This section will now focus 

on another sub-field of NB computing known as neuromorphic computing. This field attempts to 

develop computational platforms that imitate the function of a biological brain. The reason for 

doing this is to enable computers to solve problems like learning, pattern recognition, speech 

recognition, and classification. For humans and other animals, these tasks come naturally, but for 

traditional computers they are very challenging. The difference lies in the structure of the brain.  

Brains are comprised of many neurons, small cells that transmit electrical signals to one another, 

and synapses, the junctions between these neurons. This design allows for an extreme level of 

parallelism when solving problems. Additionally, the brain has a property known as plasticity, in 

which physical changes occur in the brain as a person learns and adapts, making certain neural 
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pathways better transmitters than others. In the field of neuromorphic computing, or neural 

networks, this plasticity is achieved via synaptic weighting.  

 The goal of a synapse within a neural network is to provide weighting of signals, thereby 

increasing the influence of some signals over others. This could be achieved on the software-

side, by using algorithms to monitor weights, but hardware implementations of neural networks 

have been shown to have benefits over software in both speed and cost, as hardware 

implementations typically reduce the number of iterations required in a certain operation, and 

reduce the number of electronic components needed [98].  Over time, various hardware 

implementations of synapses have been developed, including the storage of weights on floating 

gate transistors [99], and capacitors [100], and the use of nonlinear MOSFETs [101]. These 

approaches are not ideal, as the capacitors are inherently volatile, and the use of transistors at 

small scales guarantees degraded efficiency through Joule heating and leakage current.  

 Recently, a class of devices known as memristors have gained a significant amount of 

research attention for synaptic weighting applications. These are devices whose resistance can be 

altered in some way, and through this change in resistance, the current or voltage signal passing 

through it can be weighted. Memristors can take various forms, whether it be a Si pillar within a 

dielectric whose resistance is dependent on the formation of conductive filaments [102], a 

titanium oxide bilayer whose conductance increases or decreases depending on the voltage 

applied to it [103], or most recently, a STT MTJ, in which the inherently stochastic nature of 

switching under different magnitudes of electric current is utilized [104]. In each case, the 

effective electrical resistance of the device is altered depending on the current passing through it, 

exactly the behavior that is required for synaptic weighting. But while these memristive devices 

are promising, these implementations are each dependent on electric current to modify the state 
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of the device, which wastes a significant amount of energy. Additionally in the case of the 

stochastic STT MTJ, the speed is limited by the device’s FMR. Antiferromagnetic materials 

represent a solution to both of these issues. As previously discussed, AFMs have resonance 

values on the order of THz, meaning that their states can be altered at ultra-high speeds. 

Additionally, multiferroic control of AFM states has been demonstrated, meaning that an AFM 

device could be switched between various resistance states in an extremely energy efficient 

manner. In recent years, AFMs have almost solely been studied in the memory space, but these 

characteristics make AFMs very promising for synaptic applications in neuromorphic 

computing.  

 

1.3 Micromagnetic Modeling 

 It is extremely useful to be able to test hypotheses numerically prior to experimental 

testing, saving both the time and money associated with fabrication. Numerical models can 

provide useful information while designing a device and can serve as a proof of concept for a 

new idea. When it comes to modeling micromagnetic systems like those discussed above, 

modeling efforts typically focus on simulating a magnetic material’s dynamic response to 

various anisotropies or fields, whether they be in the form of a simple external magnetic field, or 

a more complex voltage-induced strain. This section focuses on describing the fundamentals of 

micromagnetic modeling and some of the important work done using these models.  
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a. Landau-Lifshitz-Gilbert Equations 

 Micromagnetic modeling consists of simulating the temporal response of a magnetic 

moment, 𝒎, to an effective magnetic field, 𝑯𝒆𝒇𝒇. This is done by solving an equation known as 

the Landau-Lifshitz-Gilbert (LLG) equation, shown here: 

𝜕𝒎

𝜕𝑡
= −𝜇0𝛾(𝒎 × 𝑯𝒆𝒇𝒇) + 𝛼 (𝒎 ×

𝜕𝒎

𝜕𝑡
) 

where 𝒎 is the normalized magnetization, 𝑯𝒆𝒇𝒇 is the effective magnetic field, 𝜇0 is the vacuum 

permeability, 𝛾 is the gyromagnetic ratio, and 𝛼 is the Gilbert damping factor. This equation 

consists of two torques, a field-like torque represented by the 𝒎 × 𝑯𝒆𝒇𝒇 term and a damping-like 

torque represented by the 𝒎 ×
𝜕𝒎

𝜕𝑡
 term. The field-like torque is orthogonal to both 𝒎 and 𝑯𝒆𝒇𝒇, 

and results in the precession of the magnetic moment around the effective field. The damping-

like torque is orthogonal to both 𝒎 and the direction of the moment’s motion 
𝜕𝒎

𝜕𝑡
, and gradually 

aligns the magnetic moment with the effective field. The trajectory induced by each of these 

torques is illustrated in Figure 1-16. 

 

 

 

 

 

 
Figure 1-16. The direction 

of the two LLG torques on 

the magnetic moment.  
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b. Effective Field 

 The term 𝑯𝒆𝒇𝒇 in the LLG equation encompasses all of the driving forces that influence 

the behavior of a magnetic moment, and is typically represented as: 

𝑯𝒆𝒇𝒇 = 𝑯𝒆𝒙 + 𝑯𝒅𝒆𝒎𝒂𝒈 + 𝑯𝑴𝑪𝑨 + 𝑯𝒆𝒙𝒕 + 𝑯𝑴𝑬 

where each term represents the exchange field, demagnetization field, magnetocrystalline 

anisotropy field, external applied field, and magnetoelastic field, respectively. The exchange 

field is represented by: 

𝑯𝒆𝒙 = −
1

𝜇0𝑀𝑠

𝜕𝐸𝑒𝑥

𝜕𝒎
  

where Ms is the material’s saturation magnetization, and 𝐸𝑒𝑥 is exchange energy, defined by: 

𝐸𝑒𝑥 = 𝐴𝑒𝑥(∇𝒎)2 

where Aex is the exchange stiffness. Thus, the characteristics of 𝑯𝒆𝒙 are determined by the 

saturation magnetization and exchange stiffness of the chosen material.  

 The demagnetization field is represented by: 

𝑯𝒅𝒆𝒎𝒂𝒈 = −∇𝜙 

where 𝜙 is the magnetic potential, such that ∇2𝜙 = 𝑀𝑠𝛁 × 𝐦. This term takes into account both 

the internal demagnetization effects in a magnetic element and the magnetostatic interaction 

between discrete magnetic elements. The demagnetization effects within a single element are 

determined by the shape of the element, as quantified by the demagnetization factor Nd. The role 

of this term is seen in the demagnetization energy: 

𝐸𝑑𝑒𝑚𝑎𝑔 = −
1

2
𝜇0𝑀𝑠

2𝑁𝑑 

The demagnetization factor quantifies a magnet’s resistance to being magnetized along each 

principle axis.   
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 The effective field due to magnetocrystalline anisotropy is defined by:  

𝑯𝑴𝑪𝑨 = −
1

𝜇0𝑀𝑠

𝜕𝐸𝑚𝑐𝑎

𝜕𝒎
 

with the MCA energy EMCA being defined by: 

𝐸𝑀𝐶𝐴 = 𝐾0 + 𝐾1(𝑚1
2𝑚2

2 + 𝑚2
2𝑚3

3 + 𝑚3
2𝑚1

2) + 𝐾2(𝑚1
2𝑚2

2𝑚3
3) + ⋯ 

where Ki (i = 0, 1, 2, …) are anisotropy constants that are material-dependent, and 𝑚𝑖 (i = 1, 2, 

3) are the components of the magnetization along each anisotropy axis. In single-crystal samples, 

𝑯𝑴𝑪𝑨 can be significant, but in amorphous or polycrystalline samples, 𝑯𝑴𝑪𝑨 is assumed to be 

negligible.  

 Finally, the magnetoelastic field, which accounts for the magnetic response to external 

stresses in magnetostrictive materials, is defined by: 

𝑯𝑴𝑬 = −
1

𝜇0𝑀𝑠

𝜕𝐸𝑀𝐸

𝜕𝒎
 

with the magnetoelastic energy defined by: 

𝐸𝑀𝐸 = 𝐵1 [𝜖𝑥𝑥 (𝑚𝑥
2 −

1

3
) + 𝜖𝑦𝑦 (𝑚𝑦

2 −
1

3
) + 𝜖𝑧𝑧 (𝑚𝑧

2 −
1

3
)]

+ 2𝐵2(𝜖𝑥𝑦𝑚𝑥𝑚𝑦 + 𝜖𝑦𝑧𝑚𝑦𝑚𝑧 + 𝜖𝑧𝑥𝑚𝑧𝑚𝑥) 

where B1 and B2 are the first and second order magnetoelastic coupling coefficients, mx, my, and 

mz are the x, y, and z components of the magnetization, respectively, and 𝜖𝑖 (i = xx, yy, zz, xy, 

yz, zx) are the components of the strain tensor. B1 and B2 depend on the materials young’s 

modulus E, and saturation magnetostriction 𝜆𝑠. In some cases, when the strain in an element can 

be considered uniform, the effective magnetoelastic field is represented by a simple uniaxial 

effective field, defined by: 

𝑯𝑴𝑬 =
3𝜆𝑠𝐸𝝐

𝑀𝑠
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where 𝝐 is the applied strain. The energy associated with this uniaxial effective field is: 

𝐸𝑢 = 𝐾𝑢 sin2(𝜃) 

where 𝐾𝑢 is the uniaxial anisotropy constant defined by 𝐾𝑢 =
3

2
𝜆𝑠𝐸𝜖. Other uniaxial 

anisotropies, like PMA, are represented in the same way with material-dependent 𝐾𝑢 values.  

  

c. Spin-Orbit Torque 

 It is also important to represent the effects of spin polarized current on a magnetic 

moment when simulating SOT devices. The torque on the magnetization due to a spin polarized 

current is represented as an additional term added onto the above-mentioned LLG equation. This 

torque is defined by:  

𝜏𝑆𝑂𝑇 =
𝑗𝑐ℏθSH

2𝑒𝑀𝑠𝑡
[(𝒎 × (𝝈̂ × 𝒎)) − 𝛽(𝒎 × 𝝈̂)] 

where jc is the electrical current passing through the heavy metal layer, ℏ is the reduced Planck’s 

constant, 𝜃𝑆𝐻 is the spin hall angle, 𝑒 is the elementary charge, 𝑑 is the thickness of the magnetic 

layer, 𝛽 is a constant quantifying the relative magnitude difference between field-like (𝒎 × 𝝈̂) 

and damping-like (𝒎 × (𝝈̂ × 𝒎)) torques, and 𝝈̂ is the direction in which the spins are 

polarized. The spin hall angle quantifies the amount of spin current generated from the electrical 

current jc via the spin hall effect. Therefore heavy metals with larger spin hall angles produce 

larger torques for the same applied SOT current.  

 

d. Accuracy 

  The LLG equation represents the basis of micromagnetic modeling and can be solved 

with varying levels of accuracy. The most basic of these is the single-spin model. In this case, the 
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system being modeling is treated as a single magnetic moment. This means that the exchange 

interaction is ignored, and any demagnetization effects are represented by uniform anisotropies. 

Similarly, any strain-induced effective fields are treated as uniform, uniaxial anisotropies. The 

central benefit of this method is its speed, as it can provide approximations of magnetic behavior 

in a matter of seconds. In 2012, this model was used to simulate extremely energy efficient 

magnetization switching in a multiferroic nanomagnet [105].  

 While the macrospin model is extremely fast, it is limited to single-domains and therefore 

cannot represent complex domain structures, like vortex states or domain walls, or incoherent 

magnetization dynamics. For cases that require more sophistication, modeling frameworks exist 

that solve the LLG equation over a mesh, or a series of cells. Each cell is assumed to be a single 

spin, and if the cell size is made smaller than the material’s exchange length (usually ~3-5 nm), 

these frameworks can accurately simulate magnetic domain behavior. Recently, this type of 

model has been used to simulate the effects of voltage-induced strain on dipole-coupled 

nanomagnets [106], [107].  

 In models that solve only the LLG equation, like those described above, magnetoelastic 

effects are assumed to be uniform throughout the magnetic layer. This can lead to inaccuracies 

when modeling multiferroic heterostructures, as this assumption is not always true [108]. In 

magnetostrictive materials, non-uniform strain distributions can noticeably influence the 

magnetic response. To address this, a model was developed in 2014 that not only solves the LLG 

equation, but couples it with the partial differential equations governing elastodynamics and 

electrostatics, solving all three simultaneously in a fully-coupled manner [108]. This model 

allows one to simulate all aspects of multiferroic heterostructures, including the electrodes and 

piezoelectric substrate as well as the magnetic element.  In 2018, this model was expanded to 
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enable simulation of antiferromagnetic materials by adding a second magnetic sublattice, and 

coupling each sublattice via an antiferromagnetic exchange term [79]. Using this fully-coupled 

model, extremely accurate simulations of multiferroic devices in various fields have been 

conducted [41], [47], [51], [79], [109].  

 

1.4 Summary 

 The more we know about magnetism, the better we can leverage it to solve our problems. 

The compass has evolved from a large metal spoon into a microscopic electronic device. The 

space needed to store one bit of information in the 1950s now fits 62.5 kilobytes. These 

developments can only be attributed to the study of magnetism and our continued discovery and 

understanding of its various properties. In this work, novel magnetic properties are used to 

develop improvements in the energy efficiency and speed of magnetic devices that fall into two 

categories: MRAM, and NB computational platforms.  

     Right now, the goal in the field of MRAM is to achieve external magnetic field-free 

deterministic switching in magnetic bits with PMA. SOT currently represents the most promising 

method to achieve this because it enables electrical magnetization control without passing a 

current directly through the MTJ stack. That said, SOT requires a method of symmetry breaking 

in order to switch elements with PMA, and this requirement can greatly complicate fabrication 

processes, as either an external magnetic field, additional layers, or structural gradients must be 

incorporated into the device. Recently, a simpler method of symmetry breaking, interfacial DMI, 

has been utilized to achieve deterministic PMA switching using SOT [29]. This represents a 

significant step towards developing a high-density MRAM, but the reliance on SOT puts a limit 

on device efficiency.   Extremely efficient magnetization switching has been demonstrated using 
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voltage in multiferroics, but as of now, deterministic PMA switching using purely voltage has 

not been achieved in a system fit for industrial manufacture. Here, the potential to achieve 

voltage-mediated PMA switching in magnetic elements with PMA is investigated.  

 In the field of non-boolean computing, magnetism has received a significant amount of 

research attention because it can provide parallelism and analog behavior, two pillars of this field 

that set it apart from traditional CMOS-based computing. In fact, magnetism has already been 

implemented in the core functionality of various NB computing architectures. The MEMCoP 

relies on the dipole coupling within an array of magnetic nanodisks to perform the perceptual 

organization step of computer vision. In neural net architectures, STT MTJs have been 

implemented to enable synaptic weighting. In both cases, improvements in the architecture can 

be realized by leveraging magnetic properties that have not yet seen application in these fields. 

The interaction between SOT and dipole coupling in large magnetic arrays is not well understood 

but represents a path toward solving the problem of programmability in the MEMCoP. 

Furthermore, it is known that AFM materials can be efficiently controlled in the picosecond-

regime, but this benefit has yet to be utilized for synaptic weighting. In this work, these concepts 

will be investigated with the goal of moving the field of NB computing a step closer to maturity.   
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2 Magnetization Dynamics in a Dipole-Coupled Array 

 This chapter focuses on numerical modeling conducted to support the development of the 

magnet-based non-boolean computing platform MEMCoP [86], which specializes in quadratic 

optimization problems such as those associated with computer vision. While this platform is still 

in early stages of development, the work presented here addresses the crucial challenge of 

nanoscale magnetic array programmability faced by the MEMCoP, by improving our 

understanding of the interaction between dipole coupling and SOT within an array of nanoscale 

magnetic elements.  

2.1 Nanomagnetic Array Programmability 

 Recent efforts in the field of spintronic devices have demonstrated a wide range of 

nanomagnetic computing architectures based on spin physics, with some examples being 

associative computing by spin torque nano-oscillator (STNO) [80], [81], spiking neural network 

by magnetic tunnel junction (MTJs) [82], majority gate logic by magnetic quantum-dot cellular 

automata (MQCA) [83] magnetic energy minimizing co-processor (MEMCoP) [86] by coupled 

nanomagnets, and probabilistic spin logic (PSL) [84] by low energy barrier nanomagnets.  To 

achieve high density and avoid the complications of physical interconnects, many of these 

architectures rely on dipole coupling between nanomagnets to perform logic operations [110]. It 

has been demonstrated in previous works that the main roadblocks to developing dipole-coupled 

Boolean computing frameworks lie in the need for a directional clocking mechanism and the 

presence of defects. In the case of MQCA, the lack of an effective clocking mechanism and the 

presence of defects can inhibit or altogether stop the flow of information through the logic 

network [110]. The MEMCoP framework represents a promising alternative to this type of 

directional system, in which computation is driven through the collective interaction of 
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neighboring nanomagnets with no directional flow of information. Additionally, each MEMCoP 

cell has an integrated access transistor, meaning it can be accessed, clocked, and read separately, 

removing the bottleneck of clocking seen in other dipole coupling-based frameworks. Regarding 

the impact of defects, there are no driver cells in the MEMCoP architecture, and each cell 

interacts with at most 8 neighboring cells in N x N fashion, meaning the impact of defects is not 

significant and does not limit read-distinguishability [111][112].  

 Bhanja et al. experimentally demonstrated that MEMCoP can solve computationally 

expensive quadratic optimization problems, like those that arise in computer vision applications. 

MEMCoP solves these problems by mapping energy functions onto a grid of dipole-coupled 

nanomagnets. The relaxation physics governing the behavior of the nanomagnets follow a 

similar quadratic form to that of the optimization problem, such that the solution to the 

optimization problem is represented by two possible ground states in the dipole-coupled array: 

an in-plane single domain state (representing a ‘1’) or a vortex domain state (representing a ‘0’). 

A detailed explanation can be found in the original paper [86]. Recent advances of this co-

processor have resolved challenges of readability [2], but a limitation related to programmability 

remains. Currently, the co-processor requires fabrication of a specific magnetic layout tailored to 

each new optimization problem. To achieve parallelism in the layout, and to allow for repeated 

uses of this hardware in different applications, a programmable 2D grid of nanomagnets is 

needed. 

 Programming different magnetic layouts into this 2D grid requires the capability to select 

which nanomagnets will participate in the computation process (computing elements) and which 

will not (non-computing elements).  The computing elements in the array will interact with each 

other through dipole coupling, while the non-computing elements must not influence this 
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interaction [86]. A selective method to control the magnetization and switch between computing 

and non-computing states is needed to achieve a programmable array. One approach is to use 

spin-orbit torque (SOT), a current-based method of magnetization control discussed in depth in 

earlier sections. SOT can be used to target individual nanomagnetic elements within the array 

while simultaneously providing the previously discussed benefits in energy efficiency and 

endurance over external Oersted field and STT. As a simple, low energy method of 

magnetization control, SOT has received a great deal of research attention in the field of 

magnetic memory and logic. Deterministic switching of magnetic bits using SOT has been 

achieved experimentally in various systems [113], [26], [114], and SOT has been used to 

counterbalance damping in spin torque nano-oscillators [115]. Dipole coupling between adjacent 

nanomagnets has also been utilized in conjunction with SOT previously, however, these 

applications focused on SOT mediated bennet clocking [97] rather than programmable 

computational arrays. Lastly, almost all previous SOT applications focus on the steady-state 

magnetic response to SOT current rather than the dynamic response of dipole-coupled magnetic 

elements. Therefore, studies are needed to better understand the behavior of nanomagnets 

dynamically excited by SOT in the presence of dipole coupling fields. 

 In this work, we investigate selective switching of nanomagnetic elements in a dipole-

coupled array from computing to non-computing states using SOT-induced magnetic dynamics. 

A dipole-coupled array of nanomagnets is characterized, and the dynamic response of these 

nanomagnets to an applied SOT current with varying ramp rates is analyzed, with the goal of 

achieving programmability of individual elements within the array.  
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2.2 Simulation Setup 

In this work, a micromagnetic finite-difference model is used to simulate circular 

magnetic nanodisks under the influence of both SOT and dipole coupling. The material modeled 

is pseudo-amorphous CoFeB, in which the exchange length (3-4 nm) is larger than the as-

deposited grain size [51], [116]. As such, it is assumed that the exchange interaction overrides 

the magnetocrystalline anisotropy (MCA) yielding a magnetic element without significant long-

range MCA. Additionally, the absence of an external magnetic field is assumed and thermal 

noise is neglected. Circular nanodisks are focused on to avoid any shape anisotropy effects. The 

micromagnetic model is represented by the Landau Lifshitz Gilbert (LLG) equations with an 

SOT term added: 

𝜕𝒎

𝜕𝑡
= −𝜇0𝛾(𝒎 × 𝑯𝒆𝒇𝒇) + 𝛼 (𝒎 ×

𝜕𝒎

𝜕𝑡
) +

𝑗𝑐ℏθSH

2𝑒𝑀𝑠𝑑
(𝒎 × (𝝈̂ × 𝒎))  

as described above in the modeling section (please refer to section 1.3 for term definitions). The 

field-like component of SOT is neglected in this study as its impact on magnetization dynamics 

is not well understood [117], and it has been shown to be substantially smaller than the damping-

like term in some systems [22]. Additionally, it is assumed that the spin-orbit torque is applied 

uniformly throughout the thickness of the nanodisk. 𝑯𝒆𝒇𝒇 is the effective field, consisting of the 

exchange field Hex, and the demagnetization field Hd, obtained by differentiating the total energy 

density with respect to magnetization. The total energy density is defined as: 

 

where 

 

and  

𝜖𝑇 = 𝜖𝑒𝑥 + 𝜖𝑑 (2) 

𝜖𝑒𝑥 = 𝐴𝑒𝑥(∇𝒎)𝟐 (3) 
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Differentiation of the total energy density with respect to magnetization results in: 

𝑯𝑒𝑓𝑓 = −
1

𝜇0𝑀𝑠

𝜕𝜖𝑡𝑜𝑡𝑎𝑙

𝜕𝒎
= 𝑯𝑒𝑥 + 𝑯𝑑 (5) 

where 

𝑯𝑒𝑥 =
2𝐴𝑒𝑥

𝜇0𝑀𝑠
Δ𝒎 (6) 

and 

𝑯𝑑 = −∇𝜙 (7) 

such that 

∇2𝜙 = 𝑀𝑠𝛁 ∙ 𝐦 (8) 

The demagnetization field Hd includes the magnetostatic interaction between discrete magnetic 

elements and is calculated for each finite difference cell based on the magnetizations and 

distances between every other cell within the simulation volume [118]. This includes the 

magnetic interaction between the cells in neighboring magnetic circular nanodisks, and thus 

includes the dipole interaction between these magnetic nanodisks. The above equations are 

solved using a commercially available finite-difference solver which utilizes Neumann boundary 

conditions (
𝜕𝒎

𝜕𝒏̂
= 0) at the magnetic material’s edges [118]. The material used in all studies is 

pseudo-amorphous CoFeB, with a room temperature exchange stiffness of 2.0 x 1011 J/m, 

saturation magnetization of 1.2 x 106 A/m, and a gilbert damping of 0.01. 

 

 

 

𝜖𝑑 = −
1

2
𝜇0(𝑀𝑠𝒎 ∙ 𝑯𝑑) (4) 
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The first study illustrated in Figure 2-1a evaluates the dipole coupling energy of a pair of 

neighboring disks as a function of spacing and disk size. Coupling energy is defined as the 

difference between the total energy of the two-disk system (Figure 2-1a), and the total energy of 

two isolated disks of the same dimensions and in the same magnetic states.  This is 

mathematically represented as:  

𝐸𝑐 = 𝐸𝑇
𝑝𝑎𝑖𝑟 − 2𝐸𝑇

𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 (9) 

where the superscript “pair” denotes the two neighboring disks, “isolated” denotes a single disk, 

and the total energy ET is the integral of total energy density (2) over the entire volume. Equation 

(9) represents the amount of dipole coupling energy between two neighboring disks as a function 

of the spacing between the disks [93]. In this study, disk diameters are varied from 110 nm to 

150 nm, thicknesses from 4 nm to 15 nm, and disk spacings from 0 nm to 100 nm using a finite-

difference cell size of 3 x 3 x 1 nm3.  

Figure 2-1. The disk dimensions and layouts 

associated with the following studies. 
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A second parametric study conducted on isolated disks and a pair of disks spaced 30 nm 

apart is illustrated in Figure 2-1b. This study is used to determine the dimensions at which the 

difference between the energy 𝐸𝑇 of in-plane single domain states and vortex states is 

minimized, such that both are potentially stable states [119]. The disk thicknesses are varied 

from 1 nm to 12 nm and diameters ranged from 60 nm to 320 nm. In these studies, each disk is 

initialized with an out-of-plane magnetization then allowed to relax for 0.7 ns to determine its 

stable state. 

A third study illustrated in Figure 2-1c is used to determine the critical switching current 

density of a single disk within an array of disks. In this study, critical current density is defined 

as the minimum SOT current density required to switch the x-component of magnetization from 

positive to negative. Three different layouts are simulated, 1) a single isolated disk (i.e. only disk 

3), 2) three aligned disks (i.e. only disks 2 – 4), and 3) five aligned disks (i.e. all disks 1 – 5). For 

the three disk and five disk cases, SOT is applied to only disk 3. Each disk has a diameter of 150 

nm, a thickness of 4 nm, and the disk spacing is varied from 20 to 120 nm, dimensions chosen 

based on the first two studies. A smaller finite-difference cell size of 2 x 2 x 1 nm3 is used in this 

study to increase accuracy. Each disk is initialized into an in-plane single domain state pointing 

in the +x direction, then allowed to relax for 1 ns into a stable state. Once relaxed, a SOT current 

density ramp with slope 1.67 x 108 A/cm2ns is applied to disk 3 until the current density reaches 

6.67 x 108 A/cm2. The direction of the polarized spins due to this current is in the negative x-

direction, opposite the direction of the effective dipole field as represented in Figure 2-1c. The 

system is then allowed to relax for 15 ns to reach a stable state while the SOT current density of 

6.67 x 108 A/cm2 is held constant. The procedure described above is repeated, and the SOT 
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current density amplitude is increased in intervals of 6.67 x 106 A/cm2 until the critical current 

density for each disk arrangement is found. 

  Finally, a study is conducted to evaluate the influence of varying the slope of the SOT 

current ramp applied to disk 3 of the five disk system (see Figure 2-1c). This study evaluates the 

magnetic states induced in the second and fourth disks by the SOT current in disk 3 with 20 nm 

spacing between all nanodisks. The states of the second and fourth disks are quantified by their 

net magnetization, defined as: 

𝑁𝑒𝑡 𝑀𝑎𝑔𝑛𝑒𝑡𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = √𝑚𝑥
2 + 𝑚𝑦

2 + 𝑚𝑧
2

2𝑛𝑑

+ √𝑚𝑥
2 + 𝑚𝑦

2 + 𝑚𝑧
2

4𝑡ℎ

 (10) 

Each disk is initialized into an in-plane state in the +x direction, then allowed to relax for 0.3 ns. 

Next, disks 2 and 4 are clocked to the z-direction, while an SOT current density ramp is applied 

to disk 3. Disks 2 and 4 are then allowed to relax, and once the SOT current density reaches its 

maximum value, it remains at that value for 5 ns. The slopes of the SOT current ramps used in 

this study include: {0.67, 1.33, 2.00, 4.00, 5.00, 6.67, 10.00, 20.00, 40.00} x 108 A/cm2ns, and 

the amplitudes of SOT current densities applied include {0.53, 0.60, 0.67, 4.00} x 108 A/cm2. 

 

2.3 Results and Discussion 

 Figure 2-2a shows a plot of coupling energy Ec (9) as a function of disk spacing for two 

aligned CoFeB disks of thickness 4 nm, for four different disk diameters from 110 nm to 150 

nm. The coupling energy decreases as spacing increases, for all diameters, and approaches zero 

as spacing increases to 100 nm. At smaller spacings, the effect of disk diameter becomes more 

apparent as larger diameters result in larger coupling energy. Figure 2-2b shows a plot of Ec as a 

function of disk thickness for two aligned disks with 30 nm spacing and four different diameters 
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from 110 nm to 150 nm. The coupling energy increases with disk thickness for all diameters, and 

larger disk diameter results in larger coupling energy. These plots provide information regarding 

the relationship between dipole coupling energy and disk dimension and spacing that is used in 

choosing a disk size and spacing for subsequent studies and future computational platforms.  

 

 Figure 2-3 shows a phase plot for single domain and vortex states as a function of disk 

diameter and thickness for an isolated disk, as well as two aligned disks spaced 30 nm apart. The 

solid line represents the phase boundary between single domain and vortex states for the isolated 

disk, and the dashed line shows the same for the aligned disk pair. The region to the left of these 

lines is the single domain region, meaning that total energy 𝐸𝑇 is minimized for disks in a single 

domain state, and the region to the right is the vortex region. The phase boundary represents the 

disk dimensions at which the 𝐸𝑇 of a single domain state is approximately equal to the 𝐸𝑇 of a 

vortex state. The phase boundary for the aligned disk pair is shifted to the right when compared 

to the isolated disk due to the influence of dipole coupling, which increases the stability of the in-

Figure 2-2. CoFeB dipole coupling energy (9) as a function of disk spacing (a) for two aligned 

disks with a fixed disk thickness of 5 nm, and four different disk diameters; and as a function of 

disk thickness (b) for two aligned disks spaced 30 nm apart, for four different disk diameters. 
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plane state. In the MEMCoP device, computing elements that are close to other computing 

elements (dipole-coupled) are expected to relax into in-plane single domain states, while 

computing elements that are surrounded by non-computing elements (negligible dipole coupling) 

are expected to relax into vortex states [119]. To maximize the influence of SOT in the 

MEMCoP device, disk dimensions along the phase boundary between these states are focused 

on. Based on the results in Figure 2-2 and Figure 2-3, in subsequent studies we focus on disk 

diameters of 150 nm and thicknesses of 4 nm. A geometric variation-tolerant study around this 

dimension reveals that the MEMCoP computing architecture functions properly with variations 

in diameter and thickness of up to +/- 4 nm and +/- 0.75 nm, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2-4 plots the critical switching current density as a function of disk spacing for a 

disk in three different arrangements, one isolated disk, three aligned disks, and five aligned disks. 

Figure 2-3. The phase boundary between single 

domain and vortex states as a function of disk 

diameter and thickness for both an isolated 

CoFeB disk, and for neighboring CoFeB disks is 

shown. 
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Each disk has a diameter of 150 nm and a thickness of 4 nm with SOT current applied only to the 

center-most disk in the arrangement (Figure 2-1c). The SOT current ramp is relatively slow to 

avoid SOT induced magnetization dynamics. For currents below the critical SOT current density 

threshold, the x-component of disk 3’s magnetization remains positive, as it was initialized (see 

bottom right insert image). Above the critical current density value, the x-component of the 

magnetization switches to the negative direction as seen in the top right insert image. For both 

the five-disk and three-disk cases, the critical current density decreases as the disk spacing 

increases. This is due to the decrease in the dipole coupling energy with increasing disk spacing 

(Figure 2-2a). The effective dipole field represents an anisotropy keeping disk 3 aligned in the 

positive x-direction, so the current required to switch it is smaller as spacing increases. These 

results also show that as disk spacing increases, the five disk and three disk critical current 

densities approach the isolated disk’s critical current density, confirming that the influence of 

dipole coupling becomes negligible at large disk spacings. The critical switching current density 

in the five-disk case is larger than in the three-disk case for all disk spacings. This is due to the 

additional dipole coupling provided by the two end disks in the five-disk system, which, though 

small, results in a larger effective dipole field. The critical current densities shown here represent 

the minimum current density required to overcome the effective dipole field for each disk 

arrangement and spacing. The final study uses this minimum current density to evaluate 

switching from computing to non-computing states. These results suggest that to produce the 

largest dipole coupling between the center control disk and the array, a closely spaced five-disk 

arrangement is needed, and that a minimum SOT current density of 4 x 108 A/cm2 is required to 

manipulate the center control disk. 

 



52 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2-5 compares the outcomes of applying two different SOT current density ramps 

to disk 3 in a five-disk arrangement while simultaneously clocking disks 2 and 4. Figure 2-5a 

and Figure 2-5b plot the SOT current density over time for two cases, a 1.33 x 108 A/cm2ns (low) 

slope case to reach 4.00 x 108 A/cm2 at 3.3 ns in Figure 2-5a, and a 40.00 x 108 A/cm2ns (high) 

slope case to reach 4.00 x 108 A/cm2 at 0.4 ns in Figure 2-5b. 

 

 

 

 

 

Figure 2-4. The critical SOT current jc for the 

center disk in one disk, three disk, and five disk 

arrangements plotted as a function of disk 

spacing. 
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 Figure 2-5c and Figure 2-5d plot the x-component of magnetization for each disk in the 

five-disk arrangement as a function of time, for the low slope (Figure 2-5a) and high slope 

(Figure 2-5b) cases respectively. The solid line represents disk 3, the dashed line represents disks 

Figure 2-5. SOT current density applied to disk 3 is plotted over time for the low slope case (a) 

and the high slope case (b). The x-component of magnetization for each disk in the five-disk 

arrangement is plotted  for the low slope case (c) and high slope case (d). Snapshots of 

magnetization at 0.3, 0.7, and 4.0 ns are shown for the low slope case (e) and high slope case (f). 
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2 and 4, and the dotted line represents disks 1 and 5. In Figure 2-5c, each disk is initialized in a 

single domain state pointing in the positive x-direction. At 0.3 ns, the x-component of disks 2 

and disk 4’s magnetizations drop to zero as they are clocked to the z-direction. Following the 

clocking of disks 2 and 4, all five disks switch to a single domain state pointing in the negative x-

direction by t = 1.5 ns, representing their stable state. In Figure 2-5d, each disk is initialized in 

the same manner as described for the previous case. However, following clocking, disk 3 enters 

an oscillating state while disks 1 and 5 remain in the positive x-direction. Then, from t = 2.0 to t 

= 2.5 ns, disks 1, 3, and 5 switch to the negative x-direction and remain in this direction while 

the x-components of disks 2 and 4 oscillate around zero. The difference between Figure 2-5c and 

Figure 2-5d cannot be related to current density amplitude since both are the same. The 

differences between the two cases must be related to the high SOT current density slope used, 

inducing a dynamic magnetic response. In the high slope case, the current density reaches 4 x 108 

A/cm2 quickly, which brings disk 3 into an oscillating state because the SOT counteracts the 

effective dipole field from the other disks. In this state, disk 3 is “decoupled” and moves 

relatively independently of the other disks. On the other hand, in the low slope case, the slowly 

increasing SOT current density switches disk 3 to the negative x-direction and disks 1, 2, 4, and 

5 follow shortly after due to dipole coupling in the system. 

 Figure 2-5e and Figure 2-5f show snapshots of the x-component of magnetization of each 

disk at times 0.3 ns, 0.7 ns, and 4.0 ns for the low slope and high slopes cases respectively. In 

these snapshots, the color white represents a magnetization in the positive x-direction, and black 

represents a magnetization in the negative x-direction. The arrows correspond to the average 

magnetization direction in each disk, where a straight arrow indicates a single domain in-plane 

state, and a circular arrow represents a vortex state. At 0.3 ns for both the low slope and high 
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slope cases, disks 1, 3, and 5 are pointed in the positive x-direction, and disks 2 and 4 are pointed 

in the positive z-direction. The snapshot at 0.7 ns in Figure 2-5e (low slope) shows that disks 1, 

3, and 5 are all pointing in the same direction. On the other hand, Figure 2-5f shows the 

decoupling of disk 3 from disks 1 and 5 at 0.7 ns, as they are pointing in opposite directions. 

Finally, the snapshots at 4.0 ns show that in the low slope case, disks 2 and 4 end up in single 

domain in-plane states, whereas in the high slope case, disks 2 and 4 end up in vortex states. In 

the low slope case, disks 1, 3, and 5 are pointing the same direction and move together, such that 

in-plane states pointing in that same direction are stable for disks 2 and 4. Vortex states are more 

stable in the high slope case because while disk 3 is oscillating independently of disks 1 and 5, 

its dipole field is continuously changing direction such that an in-plane state in any single 

direction is not stable. These results show that the final states following clocking in a dipole-

coupled array depend not only on the amplitude of SOT applied, but also the slope with which it 

is applied. By varying the slope of the applied SOT current, one can choose whether the center 

control disk behaves as a computing or non-computing element. 

  

 Figure 2-6 plots the net magnetization (10) as a function of SOT current density slope for 

four SOT current density amplitudes in the five-disk arrangement. SOT current density slope is 

plotted on a logarithmic axis covering a large range of current slopes from 0.67 x 108 to 40.00 x 

108 A/cm2ns. The graph is divided into three columns and three rows. The rows represent 

different final states of disks 2 and 4, with the top row corresponding to two in-plane states, the 

middle row corresponding to one in-plane and one vortex state, and the bottom row 

corresponding to two vortex states. The columns in the graph represent different current slope 

regions. The left column represents low current slope values at which disks 2 and 4 ended up in 
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in-plane states, no matter what magnitude of current was applied. The right column represents 

high current slope values at which both disks 2 and 4 ended up in vortex states. At current 

amplitudes of 4.00 x 108 A/cm2 and 6.67 x 107 A/cm2, vortex states were consistently achieved 

in this region, while at lower current amplitudes (6.00 x 107 and 5.33 x 107 A/cm2) this is not the 

case. The middle column represents a transition region in which the outcome is stochastic on 

current slope and amplitude. 

 

 The stable states of disks 2 and 4 can be consistently selected using a current density 

amplitude above the critical current density for the five-disk arrangement observed in Fig. 4 

(4.00 x 108 A/cm2), but also by a current density an order of magnitude lower (6.67 x 107 A/cm2), 

simply by changing the slope of the applied current ramp. These results reveal how the stable 

states of disks 2 and 4 depend more on the slope of the SOT current applied to disk 3 than the 

amplitude of the current, which is true over a wide range of slopes and current amplitudes. This 

strongly suggests that the slope of the SOT current ramp is a dominant factor in dictating final 

states, contrary to the intuition that SOT current amplitude is most important. This could have 

significant implications in future designs where write efficiency is important and can be 

increased by applying the current more quickly. 
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 Though this work focuses on SOT-based programmability in a 1D array of nanomagnets, 

as a proof of concept, the same mechanism is valid in 2D grids. This is because the non-

computing cells relax from the z-axis in the presence of SOT,  while the computation is done in 

the xy-plane. Therefore, the neighbors of non-computing cells are not influenced by those cells. 

This is true whether the array extends in 1D or 2D. A 2D nanomagnetic grid representing the 

magnetic energy minimizing co-processor (MEMCoP) device [86] with spin-orbit torque (SOT) 

programmability is shown in Figure 2-7. On the left, a top view of a nanomagnetic grid with a 

hypothetical magnetic layout is shown. Disks marked with an X represent computing elements, 

while the rest are non-computing elements. The expanded image on the right shows the wiring 

scheme corresponding to this array. Each element of the array has an n-type metal-oxide-

Figure 2-6. The net magnetization of the 2nd and 

4th disks in the five disk arrangement following 

application of SOT current as a function of 

current amplitudes and slopes. Note the x-axis is 

presented on a logarithmic scale and covers a 

large range of applied currents. 
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semiconductor (NMOS) access transistor and is wired to a word line (WL), source line (SL), and 

bit line (BL) for reading and writing as in a traditional random-access memory (RAM) array. 

These wires are made of a heavy metal such as platinum or tantalum for application of SOT. A 

procedure to achieve the layout shown on the left is outlined here. Initially, each element in the 

array is in an in-plane state due to dipole coupling. Once the desired magnetic layout is 

determined, the computing elements (i.e. those marked with an X in Fig. 7) are clocked to the out 

of plane direction using polarized current applied through their access transistors. Then, once the 

clocking current is removed, SOT current is simultaneously applied to the non-computing cells 

through the BL. Figure 2-6 provides guidance for the necessary amplitude and slope of this 

applied SOT current ramp to achieve a non-computing state in each of these disks. Finally, the 

entire array is allowed to relax, and the magnetic states of the computing elements represent the 

solution to the quadratic optimization problem. As stated earlier, this framework targets QUBO 

problems that can be mapped onto a 2D grid of nanomagnets in the xy-plane, while the z-

direction is used to interface with peripheral circuits. Expanding this architecture to harness 

dipole coupling in a 3D arrangement could allow for more complex optimization problems to be 

studied. However, interfacing with peripherals  and accessing the magnetic ground states would 

be challenging. The interested reader is referred to these articles [120]–[122] to see a detailed 

description of problem mapping and extraction of results from the 2D magnetic layout. 
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2.4 Conclusion 

 In conclusion, it was found that dipole coupling energy between adjacent CoFeB 

nanodisks decreases as disk spacing increases and increases with disk thickness. This 

relationship governs the critical SOT current density required to switch disks within a dipole-

coupled array, as it was observed that critical SOT current density decreases as disk spacing 

increases in both three disk and five disk arrangements, approaching the isolated disk’s critical 

current density at large disk spacings. Additionally, a phase plot showing the dimensions at 

which the difference between the energies of in-plane states and vortex states is minimized was 

produced. For disks with dimensions chosen along this phase boundary, it was found that by 

varying the slope of a SOT current ramp applied to a control disk, the stable states of adjacent 

Figure 2-7. A hypothetical magnetic layout in a nanomagnetic array is pictured, where disks 

marked with an X represent computing elements. The expanded image on the right shows the 

wiring scheme corresponding to this array in which each element has an NMOS access 

transistor. 
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disks could be chosen. At very high current slopes, the adjacent disks prefer vortex states, but at 

low current slopes, they prefer in-plane states. This phenomenon was observed at a SOT current 

density an order of magnitude below the previously determined critical current density, which 

suggests that by utilizing SOT current dynamics, the amplitude of current necessary to switch 

these disks between computing and non-computing states is much lower than expected. Thus, 

selective programmability of disks within a dipole-coupled array was demonstrated using SOT 

current slope as the control method.  
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3 Magnetization Dynamics in Magnetostrictive 

Antiferromagnets 

 In the previous chapter, the importance of considering not only the amplitude of 

excitation but also the rate at which it is applied was highlighted in the context of dipole-coupled 

arrays. The ground state of ferromagnetic elements within the array is strongly influenced by the 

magnetization dynamics of neighboring elements. This chapter now departs from dipole-coupled 

systems to focus on another material system, magnetostrictive antiferromagnets. These materials 

possess several qualities that make them promising candidates for non-boolean computing 

applications, and in this chapter, the influence of dynamic excitation in these systems is 

investigated.  

 

3.1 Antiferromagnetic Synapse for Neuromorphic Computing 

 Artificial intelligence (AI) and machine learning represent exciting fields in next 

generation computing and are currently the focus of an enormous research effort. Typically, 

these systems are designed with the goal of mimicking the human brain, which excels at tasks 

like image and pattern recognition that are impossible for traditional computers. This is done 

using a system of nodes and synapses, modeled after the neurons and synapses in the human 

brain. Synapses enable learning through a feedback process by adjusting the weight of different 

signals during the computation to minimize error in the output signal. Devices using this 

architecture promise groundbreaking advancements in the form of predictive analyses, with a 

broad swath of applications ranging from healthcare to transportation to entertainment. However, 

there exists a roadblock to the development of this technology in the form of labeled training 
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data. Many modern AI systems rely on vast amounts of labeled data (data containing labels 

identifying its content) to serve as references for the learning process, and this labeled data is an 

expensive resource.  

 This requirement for labeled training data can be avoided in a class of AI known as 

Hierarchical Temporal Memory (HTM), a bio-mimetic, neuro-cognitive AI framework. These 

systems differ from the previously discussed AI frameworks in that rather than going offline to 

consult training data and adjust synaptic weights, they operate under a continuous influx of data 

and make real-time adjustments in an unsupervised manner. Examples of this type of framework 

include [123][124][125][126], consisting of software-based algorithms that show comparable or 

improved performance over supervised AI frameworks at similar learning and event 

segmentation tasks. While these software implementations do serve as convincing proofs of 

concept, the type of calculations involved in the HTM (large number of simple calculations 

repeated over large number of nodes) lends itself to a hardware implementation. By enabling 

computation in parallel, hardware implementations can provide a significant reduction in the 

time-cost associated with this type of neuro-cognitive framework [127]–[131]. The first proposed 

hardware implementation of the HTM consisted of field programmable gate arrays (FPGAs) 

[130], and recently, hardware-based platforms using memristors and resistive RAM as 

reconfigurable synapses have been studied [127]–[129], [131]. These works represent significant 

advancements towards a high-speed hardware-based HTM implementation, but at best exhibit 

write-delays on the order of microseconds [132]. This delay is unsuitable for this continuously 

predictive framework in the environment of constant influx of large amounts of data. Thus, 

further advancement of the promising HTM framework requires a new, high-speed hardware 

solution for reconfigurable synapses. 
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 In this work, a hardware solution utilizing a multiferroic antiferromagnet as a 

reconfigurable synapse in the HTM is considered. To be of use in the HTM, this AFM synapse 

must exhibit a few key characteristics. The first is stability of intermediate magnetization states 

(non-volatile states in which the AFM Neel vector is not uniformly aligned in a single direction 

throughout the AFM synapse). This is an essential characteristic for the AFM synapse in that it 

makes available a larger number of states beyond 0 and 1, and greater than two states are 

required for synaptic weighting (two states can only represent fully-ON or fully-OFF). The next 

key characteristic is an energy efficient write method. It must be possible to program the synapse 

into its spectrum of states in an energy efficient manner, as the HTM will be making many 

synaptic adjustments in continuously predictive applications. Finally, the last key characteristic 

is that the different synaptic states (AFM Neel vector states) must have an observable effect on 

the output signal, denoted here as read-capability. This third characteristic can be achieved via 

magnetoresistance. Different AFM states will exhibit different resistances, as discussed earlier in 

the Chapter 1.1, and this differentiation is how various signals can be weighted using the AFM 

synapse. This work will focus on investigating the first two characteristics, non-volatile 

intermediate states and energy efficient writing.  

 This work focuses on a multiferroic AFM nanowire as a high-speed programmable 

synapse for HTM applications. Multiferroic AFMs have been the subject of recent research 

interest both theoretically and experimentally [71]–[77], but remain unexplored in the context of 

neuromorphic computing applications. Here, an AFM nanowire will be numerically simulated 

under the influence of dynamic strain pulses with the goal of investigating the stability of strain-

induced intermediate AFM states and determining a realistic programming time for switching 

between these states.  
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3.2 Simulation Setup 

 In this work, a finite-element model that combines micromagnetics and elastodynamics is 

utilized to simulate the response of a multiferroic antiferromagnetic nanowire to dynamic strain 

pulses. This model uses two oppositely oriented, antiferromagnetically coupled magnetic 

sublattices to represent the AFM material’s magnetization, each of which is governed by its own 

LLG equation:   

𝜕𝒎𝑖

𝜕𝑡
= −𝜇0𝛾(𝒎

𝑖 × 𝑯𝒆𝒇𝒇
𝑖 ) + 𝛼 (𝒎𝑖 ×

𝜕𝒎𝑖

𝜕𝑡
) 

where i denotes the magnetic sublattice (i = 1, 2) and the remaining terms are defined above in 

Chapter 1.3. The overall effective field 𝑯𝒆𝒇𝒇
𝑖  for each sublattice consists of contributions from 

exchange, MCA, magnetoelastic, and AFM effective field terms. The AFM effective field term 

for each sublattice is defined as: 

𝐻𝐴𝐹𝑀
𝑖=1,2 =

𝐽𝑚2,1

𝜇0𝑀𝑠
1,2 

 where 𝐽 is the antiferromagnetic exchange coupling constant. A factor of 0.5 is multiplied by 

both the magnetoelastic and MCA effective field terms for each sublattice under the assumption 

that both terms affect each sublattice equally. The magnetostrictive coupling between 

magnetization and strain is represented by the magnetoelastic effective field, which relies on 

calculation of the strain tensor in the simulated material via the elastodynamic and strain-

displacement equations:  

𝜌
𝜕2𝒖

𝜕𝑡2
− ∇𝝈 = 0 
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𝜺 =
1

2
[∇𝒖 + (∇𝒖)𝑇] 

where 𝜌 is the density, 𝒖 is displacement, and 𝝈 is elastic stress.  

 The material properties are chosen to represent an antiferromagnetic material with a 

likeness to magnetostrictive alloy FeMn. Research on magnetostrictive AFMs is still in early 

stages and some material properties are unavailable in literature. When this is the case, the 

corresponding values for the individual ferromagnetic sublattices are used: 𝐴𝑒𝑥(𝐹𝑒) = 2.48 x 10-12 

J/m [133], 𝑀𝑠(𝐹𝑒) = 5.66 x 105 A/m,  𝐽(𝐹𝑒) = 3.97 x 106 J/m3, 𝜆𝑠 = 750 ppm [134], [135], cubic 

anisotropy constants K1 = -4.5 x 103 J/m3 and K2 = 2.3 x 103 J/m3, Young’s modulus E = 77 GPa 

[136], 𝜌 = 7700 kg/m3, Gilbert damping 𝛼 = 0.02, and Poisson’s ratio 𝜈 = 0.3. The geometry of 

the AFM nanowire consists of a 300 x 50 x 5 nm3 rectangular volume meshed with a cuboidal 

finite element mesh with elements of length 2.5 nm. Mechanical boundary conditions are 

enforced on faces 1 (prescribed displacement) and 6 (fixed constraint) of the AFM nanowire as 

shown in Figure 3-1a. The nanowire is initialized with its Neel vector aligned along the x-axis, 

which due to the saturation magnetostriction of 750 ppm, results in an initial nanowire length of 

300.225 nm (εxx = 750 με). To accommodate this initialization state, face 6 of the nanowire is 

constrained at a displacement of +1.125 Å, while face 1 is initialized with an initial displacement 

x1 = -1.125 Å. In the studies described next, dynamic strain is applied to the nanowire through 

displacement of face 1, to simulate the effect of an elastic wave incoming from the -x direction.  

 The first study, illustrated in Figure 3-1b, investigates the stability of intermediate AFM 

states in the AFM nanowire. The nanowire is initialized with its Neel vector uniformly aligned 

along the x-axis (100%X) and with a displacement on face 1 of x1 = -1.125 Å. Following a 1 ns 

relaxation in this state, x1 is ramped from -1.125 to 0.000 Å over a period of 0.500 ns, 

corresponding to a strain of ~375 με. This strain amplitude was chosen to result in an AFM state 
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in which the Neel vector in 1/3 of the nanowire is oriented along the z-axis, and 2/3 is oriented 

along the x-axis (66%X). Following the strain ramp, the displacement is held constant at 0.000 Å 

for 0.250 ns to allow the AFM state to stabilize, then the prescribed displacement constraint on 

face 1 is removed and the nanowire is allowed to relax in an unconstrained state for 0.500 ns. 

Following this relaxation, this strain ramp-hold-release procedure is repeated twice more with 

1.125 Å displacements in the +x-direction, to drive the nanowire into 33%X and 0%X states. 

Throughout this study, the displacement on face 1, the magnetization of one sublattice (m1) 

averaged over the volume of the nanowire, and the εxx, εyy, and εzz components of the strain 

tensor averaged over the volume of the nanowire are recorded.  

 In the second study, shown in Figure 3-1c, the speed at which strain-induced switching 

between the desired intermediate states can be achieved is investigated by varying the ramp time 

of the applied displacement on face 1, during the switch from the 100%X to 66%X state. 

Successful switching between 100%X and 66%X states is quantified through both the 

magnetization of one sublattice m1 averaged over the nanowire volume, and the net magnetic 

moment in the nanowire, defined as : 

𝑁𝑒𝑡 𝑀𝑜𝑚𝑒𝑛𝑡 =  √(𝑚𝑥
1 + 𝑚𝑥

2)2 + (𝑚𝑦
1 + 𝑚𝑦

2)
2
+ (𝑚𝑧

1 + 𝑚𝑧
2)2 

 Following initialization and 1.000 ns relaxation in the 100%X state, x1 is ramped from -1.125 Å 

to 0.000 Å over a period tramp. tramp is varied across five orders of magnitude, taking values of 

2.432E-5, 0.001, 0.010, 0.125, and 0.500 ns. At the lower end, the 2.432E-5 ns ramp time 

corresponds to the mechanical pressure-wave speed in the simulated material, and is thus an 

upper limit on the strain rate [79]. On the other hand, the 0.500 ns ramp time corresponds to a 

resonant frequency of 2 GHz, similar to the FMR frequencies of FM materials. As such, this 

range of tramp covers the broad range-of-interest for AFM materials with THz resonances. 
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Following the strain ramp, the displacement x1 is held constant at x1 = 0.000 Å for 0.250 ns, then 

the constraint is removed and the nanowire is allowed to relax for 0.500 ns.  

 

Figure 3-1. Simulation geometry and setup for AFM modeling studies. 

 

3.3 Results and Discussion 

 Figure 3-2a plots the displacement of face 1 of the AFM nanowire over time. During the 

1 ns initialization period, this displacement is constrained to a value of -1.125 Å. At time t = 1 

ns, the displacement is ramped up from -1.125 to 0.000 Å over a period of 0.500 ns, followed by 

a 0.250 ns hold at 0.000 Å. Following this hold, the constraint on face 1 is removed and the 

nanowire relaxes for a period of 0.500 ns, shown by the highlighted grey region on the plot. This 

ramp-hold-release sequence constitutes one strain pulse. At time t = 2.260 ns, another strain 

pulse is initiated, and again at time t = 3.510 ns. Figure 3-2b plots the volume-averaged 

magnetization of one AFM sublattice (m1) over time. From time t = 0 to t = 1 ns, the AFM 

nanowire is in the 100%X state, with mx = 1 and my = mz = 0. As the displacement is ramped up 

over the first strain pulse, the x-component of magnetization drops to a value close to 0.7, while 

the z-component of magnetization increases to ~0.35, indicating a switch into the 66%X case. 

When the constraint is released, the magnetization shows some small oscillation but remains in 
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the 66%X state. Similarly for the second and third strain pulses, the x-component of the 

magnetization drops from 0.7 to 0.35 from the second pulse, and from 0.35 to 0 from the third 

pulse indicating switches from 66%X to 33%X, and from 33%X to 0%X states. During these 

pulses, the z-component of magnetization increases from ~0.35 to 0.7, then from 0.7 to 1.0, 

while the y-component of magnetization remains at 0 throughout the entire study.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

Figure 3-2c shows the volume-averaged strain in the AFM nanowire over time. During the first 

strain pulse, εxx drops from 750E-6 to 375E-6, while εzz increases from -375E-6 to 0. The 

remaining two strain pulses result in changes in εxx from 375E-6 to 0, then from 0 to -375E-6, 

and in εzz from 0 to 375E-6, and then from 375E-6 to 750E-6, respectively. Finally, Figure 3-2d 

shows snapshots of the magnetization state in the AFM nanowire at four points in time, t = 0, 

2.26, 3.51, and 4.76 ns. At time t = 2.26 after the first strain pulse, the magnetization in the front 

~1/3 of the nanowire has switched from the x-axis to the z-axis (66%X state). At t = 3.51 after 

the second strain pulse, the fraction of the nanowire orientated along the z-axis increases to ~2/3 

(33%X). After the final strain pulse at t = 4.76 ns, the nanowire has been fully reoriented to the 

z-axis (0%X).  

 These results confirm that the AFM nanowire can be driven into non-uniform, 

intermediate states via strain, and that these states are stabilized by the nanowire’s 

magnetocrystalline anisotropy. The magnitude of the applied strain (375 με) corresponds to a 90° 

switch of 1/3 of the nanowire’s magnetization away from its initial axis. If the nanowire lacked 

MCA, this applied strain would instead cause coherent canting of the magnetization away its 

initial state, rather than a full 90° switch from x to z in only 1/3 of the nanowire. This is because 

in the absence of MCA, the magnetization state in the nanowire is fully determined by the 

exchange interaction, which holds the spins in each sublattice in a coherent, parallel orientation. 
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In addition to enabling 90° switching in small segments of the nanowire, the nanowire’s MCA 

facilitates the non-volatility of these intermediate states. In the absence of MCA, there is nothing 

holding the AFM’s spin state in place upon removal of the applied strain and the magnetization 

will likely return to its initial state as dictated by any residual stresses in the material. In the 

system with MCA, this anisotropy works to hold the intermediate spin state in place upon 

removal of strain. It is predicted that for this MCA-mediated synapse mechanism to work, the 

anisotropy energy density associated with the MCA must be greater than that of the intra-lattice 

exchange, which acts to realign the magnetization in a uniform orientation. In addition to 

highlighting the importance of MCA in the AFM synapse, these results provide baseline 

magnetization values which can be used to quantify the presence of each intermediate state (i.e. 

66%X corresponds to mx = 0.7). 
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 Figure 3-3a plots the displacement of face 1 over time, for the five different strain ramp 

times studied here (0.500, 0.125, 0.010, 0.001, and 2.432E-5 ns). Following each displacement 

ramp, the displacement is held constant at x1 = 0 Å for a period of 0.25 ns. Figure 3-3b plots the 

a) 

b) 

c) 

d) t = 1.000 ns t = 2.260 ns 

t = 3.510 ns 
t = 4.760 ns 

Figure 3-2. a) Displacement of face 1 over time (grey regions indicate times when constraint on 

face 1 was removed). b) Volume-averaged magnetization of one AFM sublattice vs. time. c) 

Volume averaged strain in the AFM nanowire vs. time. d) Snapshots of the AFM magnetization 

states at times t = 0, 2.26, 3.51, and 4.76 ns.  
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volume-averaged x-component of magnetization for one sublattice (m1) over time, for each strain 

ramp time. The black dashed line indicates the mx = 0.7 mark, which signifies that the nanowire 

has entered the desired 66%X state. For the longer ramp times (0.500 and 0.125 ns), mx changes 

slowly during the ramp, and reaches the mx = 0.7 state by the end of the ramp. On the other hand, 

the faster ramp times (2.432E-5, 0.001, and 0.010 ns) each consistently drive the nanowire’s 

magnetization towards the mx = -1 state over a period of 0.100 ns before turning back to a mx = 0 

state. Figure 3-3c plots the volume-averaged net magnet moment (defined in chapter 3.2) over 

time for each strain ramp. Each of the faster ramp times (2.432E-5, 0.001, and 0.010 ns) show 

sharp peaks in net moment immediately following the initiation of the strain pulse. The 

magnitude of these peaks vary inversely with the strain ramp time. The shortest ramp time 

(2.432E-5 ns) corresponds to a peak in net moment of ~1.75%, whereas a longer ramp time of 

0.010 ns results in a smaller peak net moment of ~0.50%. On the other end of the spectrum, the 

two slower ramp times, 0.500 and 0.125 ns, do not exhibit the sharp peak following initiation of 

the strain pulse, but rather increase gradually throughout the entire ramp time, with peaks in net 

moment that are much lower than those of the faster ramp times, 0.10% and 0.20% respectively.  

 These results show a strong difference in magnetic response between the ramp times 

slower than 0.125 ns, and the ramp times faster than 0.010 ns. While the two slower ramp times 

drive the nanowire into the desired 66%X state, ramp times of 0.010 ns and faster have an 

entirely different effect on the nanowire’s magnetization and net moment. The small, gradual 

changes in net moment observed for the 0.500 and 0.125 ns ramp times indicate that this rate of 

excitation induces a quasi-static response. On the other hand, the sharp peak in net moment and 

dramatic magnetization changes observed for the 0.010, 0.001, and 2.432E-5 ns ramp times 

indicate that these strain rates excite a dynamic response in the AFM nanowire. In previous 
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work, the AFM resonance of this system was determined to be 354 GHz [79]. This frequency 

corresponds to a an excitation period of 1/354GHz = ~0.003 ns, close in magnitude to the faster 

strain ramp times tested here. This indicates that the dynamic response observed for the faster 

ramp times arises as the ramp time approaches the resonant excitation period of the system. In 

terms of design of the AFM synapse, these results provide useful information on the lower bound 

of switching speeds that can reliably program the synapse. 

 

 

Figure 3-3. a) The displacement time profiles associated with the range of strain rates studied 

here (corresponding to resonant frequencies ranging from ~100 THz to 2 GHz). b) Volume-

averaged x-component of magnetization over time for each strain rate. c) Volume-averaged net 

magnetic moment in the AFM nanowire. 

a) 

b) 

c) 
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 Figure 3-4 plots the x-component of the principle strain (εxx) at three different locations 

in the AFM nanowire, the front (25 nm from face 1), the center (150 nm from face 1), and back 

(275 nm from face 1). Figure 3-4a plots εxx at each of these points for the 0.010 ns strain ramp 

case, and Figure 3-4b plots εxx at each of these points for the 0.125 ns strain ramp case. In the 

0.010 ns case, there is a sharp peak in compressive strain of magnitude ~3500 με at t = 1.022 ns 

at the front, followed by a smaller peak with width of 0.085 ns (from t = 1.062 to t = 1.147 ns) 

with a maximum of ~2000 με in the center, and finally a third peak at the back with a maximum 

of ~900 με and a width of 0.189 ns (from t = 1.128 to t = 1.317 ns). In the 0.125 ns strain ramp 

case, the strain at the front of the nanowire gradually changes from +750 με to -375 με during the 

strain ramp and remains at this value for the remainder of the study. The strain at the center and 

back of the nanowire exhibit small oscillations at the onset of the strain ramp, but remain at 750 

με for the entirety of the study. The onset of the changes in the strain signal at the front, center, 

and back of the nanowire are offset in time with similar spacing as the onset of the compressive 

strain peaks in the 0.010 ns case, but do not show the decreases in magnitude and increases in 

width.  
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 These results provide evidence showing the difference in the type of mechanical and 

magnetic states that are excited by the fast (0.010 ns) strain ramp and slow (0.125 ns) strain ramp 

cases. In the fast ramp case, the successive peaks in compressive strain indicate that the applied 

strain launches a compressive elastic wave in the nanowire. As it travels down the length of the 

nanowire, this wave loses energy to changes in the magnetization due to the magnetoelastic 

coupling. This loss of energy is apparent in the progressively decreasing peak magnitude as the 

wave travels from the front, to the center, then to the back of the nanowire. In the 0.125 ns strain 

ramp case, a similar time-offset is seen in the onset of changes in strain between the front, center, 

and back of the nanowire. This indicates a similar traveling strain wave through the length of the 

Figure 3-4. a) εxx measured at three locations in the AFM nanowire (front, center, and back) 

during the 0.010 ns strain ramp. b) εxx measured at three locations in the AFM nanowire (front, 

center, and back) during the 0.125 ns strain ramp. 

a) 

b) 
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nanowire but with much smaller magnitude and no apparent reduction in magnitude between the 

front, center, and back. After the initial change in strain that is seen in all three locations, both 

the center and back return to the initial +750 με state while the front switches to the -375 με 

state. These observations indicate that in the slower ramp case, an elastic wave is excited but 

with small enough magnitude that it does not induce significant change in the magnetization and 

thus, does not show the same loss in energy across the nanowire’s length. Along with this small 

elastic wave, the slowly increasing strain causes a quasi-static change in the magnetization in 

which the front 1/3 of the nanowire switches from the x-axis to the z-axis while the remainder of 

the nanowire remains aligned along the x-axis (66%X state) as discussed in the previous results.  

 

3.4 Conclusion 

 In conclusion, this work demonstrates the ability to use energy-efficient strain to program 

intermediate, non-volatile states into an AFM nanowire, and identifies an upper bound for the 

speed at which these states can be programmed. It was shown that using the following strain 

pulse sequence (0.500 ns ramp, 0.250 ns hold, release), the nanowire’s Neel vector can be 

switched from the initialized x-axis to the z-axis in segments of 1/3 of the nanowire’s length, and 

that these intermediate states are stabilized by the AFM’s MCA. By varying the rate at which the 

strain is applied, it was observed that at faster ramp rates (those approaching the AFM resonance 

of the system) a high energy elastic wave is launched through the nanowire resulting in dynamic 

changes in magnetization, but not producing the desired, non-volatile intermediate state. At ramp 

rates on the order of 0.125 ns and slower, these dynamic magnetization changes are avoided and 

the nanowire exhibits gradual, quasi-static magnetization change into the desired intermediate 
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state. Thus, this work demonstrates the potential for an AFM nanowire to function as a high-

speed- energy efficient synapse for continuously predictive AI frameworks.  
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4 Low-Energy Control of Magnetization Dynamics for 

Magnetic Memory 

 In previous chapters, the influence of varying the rate of excitation on the ground state of 

FM elements in a dipole coupled array, and on the stability of intermediate AFM states in an 

AFM nanowire was demonstrated. These works have application in non-boolean computing, and 

given the early stage of development in this field, serve mainly as proofs of concept. On the 

other hand, this chapter focuses on magnetic memory, a relatively mature field. The goal of this 

work is to provide information helpful to the implementation of low-energy SOT-mediated 

magnetic memory bits, as well as to explore the capability of various strain-clocking 

mechanisms, which may have application in both magnetic memory as well as logic and non-

boolean computing applications as an extremely low energy method of perpendicular 

magnetization control.  

 

4.1 Strain-Assisted DMI Switching  

 Magnetic memory architectures that utilize the spin-orbit torque writing method to 

control perpendicular magnetization remain the goal of a significant research effort, due to the 

benefits in energy efficiency and endurance afforded by SOT. The main hurdle facing integration 

of this writing method in industry-applicable memory systems is symmetry breaking. SOT can 

stabilize in-plane states in magnetic memory bits with PMA, but upon removal of the SOT 

current, the magnetization enters an unstable equilibrium under the influence of the uniaxial 

perpendicular anisotropy. Various methods of OOP symmetry breaking have been investigated, 

including external field, structural gradients, and additional FM or AFM layers in the MTJ stack 
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[20], [21], [23]–[28]. These methods succeed in enabling deterministic PMA switching, but none 

are suitable for large scale industrial application due to fabrication complexities involved in 

structural gradients and additional biased layers. Very recently, a mechanism of symmetry 

breaking that utilizes the inherent DMI present in heavy metal/FM interfaces, along with various 

types of lateral and OOP magnetic gradients, achieved field free PMA switching [29]. The field 

free switching achieved in the CoFeB/CoFe stack with OOP Ms gradient represents a symmetry 

breaking mechanism that can be directly integrated into wafer-scale MTJ manufacture. 

 That work demonstrated that the combination of DMI and magnetic gradient can produce 

deterministic field-free SOT switching in systems with PMA. While this is a huge step towards 

industrial application of energy efficient magnetic memory, this method still relies 100% on 

electric current which is inherently inefficient at the nanoscale (due to Joule heating). In addition 

to this, it has been shown that decreasing magnetic bit size, which is the entire goal of 

developing high-density memory, results in significant increases in critical SOT switching 

current. In a Ta/CoFeB/MgO system, reducing magnetic bit size from micron-scale hall bar 

structure to 80 nm diameter nanodot results in an order of magnitude increase in critical SOT 

current [137]. In the interest of energy efficiency, it is critical to reduce the threshold SOT 

switching current in magnetic memory systems, as well as investigate mechanisms by which 

electric current can be abandoned altogether. Voltage-induced strain represents a promising 

method of energy efficient magnetization control, with the ability to control perpendicular 

magnetization at energies on the order of attojoules [51], as opposed to the femtojoules 

associated with STT and SOT. The addition of in-plane strain to MTJ structures via piezoelectric 

substrates has been shown experimentally to result in 30% reduction of coercive field in Co/Ni 

multilayers with PMA [48], and shown through macrospin calculations to significantly reduce 
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SOT switching current in MTJ structures with synthetic AFM free layer through timed 

combination of strain and SOT current [49]. These works demonstrate the capability of in-plane 

strain to reduce the energy barrier to PMA switching. Regarding material systems exhibiting 

DMI, strain has been shown to influence DMI magnitude, as well as enable control over creation, 

deletion, and propagation of skyrmions [138]–[140]. However, the interaction between strain and 

DMI in the context of PMA symmetry breaking for deterministic switching is unexplored, and 

merits further investigation due to its strong potential for extremely energy efficient, field-free 

deterministic switching in industrial applications. 

 In this work, the potential for reduction in DMI-mediated critical SOT switching current 

is investigated in two ways. First, the addition of in-plane strain to the DMI + magnetic gradient 

SOT switching scheme is studied via current-induced hysteresis loops, with the goal of reducing 

the critical SOT current needed to induce deterministic switching. Second, a mechanism for 

direction-controlled strain clocking via a perpendicular effective field is studied, with the goal of 

enabling pure-strain mediated PMA switching for ultra-low magnetic memory and clocking 

applications.  

 

4.2 Simulation Setup 

 In this work, a micromagnetic finite-difference model is used to simulate the steady-state 

response of circular magnetic bits with interfacial DMI and lateral PMA gradient to the 

combined influence of SOT and voltage-induced strain. This model is represented by the 

Landau-Lifshitz-Gilbert (LLG) equations withs SOT terms added:  

𝜕𝒎

𝜕𝑡
= −𝜇0𝛾(𝒎 × 𝑯𝒆𝒇𝒇) + 𝛼 (𝒎 ×

𝜕𝒎

𝜕𝑡
) +

𝑗𝑐ℏθSH

2𝑒𝑀𝑠𝑡
[(𝒎 × (𝝈̂ × 𝒎)) − 𝛽(𝒎 × 𝝈̂)]         (1) 
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with term definitions outlined in Chapter 1.3. 𝑯𝒆𝒇𝒇 is the effective field with contributions from 

the exchange field (𝑯𝒆𝒙), demagnetization field (𝑯𝒅), PMA (𝑯𝑷𝑴𝑨), DMI (𝑯𝑫𝑴𝑰), and the 

magnetoelastic field (𝑯𝒎𝒆). It is assumed that SOT is applied uniformly throughout the magnetic 

bit. This work focuses on circular magnetic elements to avoid shape anisotropy effects, and 

thermal fluctuations are neglected. The material being modeled is pseudo-amorphous CoFeB. 

Under the assumption that exchange length (3-4 nm) is larger than as-deposited grain size, 

magnetocrystalline anisotropy (MCA) is neglected. Thus, the overall effective field is 

represented by: 

𝑯𝑒𝑓𝑓 = 𝑯𝑒𝑥 + 𝑯𝑑 + 𝑯𝑃𝑀𝐴 + 𝑯𝐷𝑀𝐼 + 𝑯𝑚𝑒       (2) 

Small elastic deformation and uniform strain throughout the CoFeB bits are assumed. The above 

equations are solved using a commercially available finite-difference solver that utilizes 

Neumann boundary conditions (
𝜕𝒎

𝜕𝑛̂
= 0) at the magnetic material’s edges [118]. 

 The CoFeB bits studied here are represented by circular geometries with 2 nm thickness 

and varying diameters, shown in Figure 4-1. Each bit is discretized in 1 nm cubic elements, with 

material parameters 𝐴𝑒𝑥 = 2 x 10-11 J/m, 𝑀𝑠 = 9.55 x 105 A/m, 𝛼 = 0.02, 𝜆𝑠 = 50 ppm, and 𝐸 = 

160 GPa. The DMI coefficient D = 50 μJ/m2 corresponds to that measured for Ta/CoFeB/MgO 

stacks [29]. Regarding the relative magnitudes of field and damping-like torques, a value of 𝛽 = 

2 is chosen based on hall resistance measurements of transverse and longitudinal SOT-induced 

effective fields in Ta/CoFeB/MgO stacks [141]. The lateral PMA gradient in our system is 

represented by a base anisotropy constant 𝐾𝑢−𝑏𝑎𝑠𝑒 = 6 × 105 𝐽

𝑚3 and a position-dependent 

anisotropy term 𝐾𝑢−𝑔𝑟𝑎𝑑 = 5.05 
𝐽

𝑚3 ⋅ 𝑛𝑚−1, such that 𝐾𝑢(𝑦) = 𝐾𝑢−𝑏𝑎𝑠𝑒 + 𝐾𝑢−𝑔𝑟𝑎𝑑 ∗ 𝑦. The 
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PMA increases from the bottom (y = 0) to the top (y = bit diameter) of the magnetic bit, 

corresponding to a CoFeB thickness gradient  
𝜕𝑡

𝜕𝑦
= −0.018

𝑛𝑚

𝑚𝑚
 [29].  

 This work consists of three studies in which the influence of magnetic bit size and 

voltage-induced strain on critical SOT switching current density are determined. Here, the 

critical SOT switching current density, 𝑗𝑐𝑟𝑖𝑡, is defined as the minimum SOT current density that, 

when applied along the 𝑥̂ axis, successfully induces switching between positive and negative 𝑚𝑧 

states. The first study shown in Figure 4-2a evaluates the dependence of 𝑗𝑐𝑟𝑖𝑡 on magnetic bit 

size. A bit with diameter 𝑑 is initialized in either a +𝑚𝑧 or −𝑚𝑧 state. Then, an SOT current of 

magnitude 𝑗𝑐 is applied along the x-axis. This SOT current remains applied until the 

magnetization reaches a stable state, then the SOT current is removed and the bit relaxes to its 

final state. This procedure is repeated for SOT current magnitudes ranging from +8 x 107 A/cm2 

to -8 x 107 A/cm2 in steps of 1.5 x 105 A/m2 to generate SOT switching hysteresis curves for bit 

diameters ranging from 50 to 250 nm in steps of 50 nm.  

Figure 4-1. Finite difference 

geometry and direction of PMA 

gradient in CoFeB element. 
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 The second study, shown in Figure 4-2b, focuses on identifying the relative angle 𝜃𝜀 

between PMA gradient (𝑦̂) and applied strain axis (𝜀̂) at which the energy barrier to switching 

(and thus the critical SOT switching current) is minimized. Focusing on a bit diameter of 100 

nm, the above procedure for determining SOT current-induced hysteresis loops is repeated with 

the addition of a +1000 με strain pulse applied along in-plane axis 𝜺̂. This strain pulse is applied 

and removed simultaneously with the SOT current pulse applied along the x-axis. This process is 

repeated varying the angle between the strain axis 𝜺̂ and the PMA gradient (𝒚̂) for angles 𝜃𝜀 = 0°, 

45°, 90°, and 135° by varying the axis along which strain is applied.  

 The third and final study shown in Figure 4-2c is used to compare three mechanisms of 

strain symmetry breaking, with the goal of demonstrating low-energy, direction-controllable 

strain clocking. A bit of diameter 100 nm (without PMA gradient and interfacial DMI) is 

initialized into one of five +𝑚𝑧 states, one aligned directly along the z-axis, and four with a 

slight cant from the z-axis (+0.06° x, -0.06° x, +0.06° y, and -0.06° y). Following this 

initialization, strain of magnitude +0.8% is applied along the y-axis to bring the magnetization 

in-plane. This 90° strain switching is repeated under four different conditions. First, in the 

absence of any additional applied or effective field. Second, in the presence of a small external 

field applied along the x-axis. Third, in the presence of a small SOT current applied along x-axis, 

and fourth, in the material system including both interfacial DMI and PMA gradient that was 

focused on in previous studies. For each respective symmetry breaking mechanism (external 

field, SOT, DMI + gradient), the corresponding magnitude (magnitude of external field, current 

density of SOT, and Dij of DMI) is increased until the magnetization consistently switches in the 

same direction, to determine the minimum magnitude for each mechanism at which controllable 

strain clocking occurs.  
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Figure 4-2. Simulation setup for strain-assisted SOT switching studies. 

 

4.3 Results and Discussion 

 Figure 4-3a shows the current induced hysteresis loops calculated for five different 

magnetic bit diameters (50, 100, 150, 200, 250 nm). The z-component of magnetization is 

plotted on the y-axis and SOT current density on the x-axis. For each hysteresis loop, the curve 

represents the final magnetization state after application and removal of an SOT writing current 

pulse. For the magnetic bit with 50 nm diameter, above the critical switching current (highlighted 

in the red box), the final state oscillates with applied current and this behavior is independent of 

applied current polarity (occurs at same critical current for both positive and negative SOT 

currents). For the bit with 100 nm diameter, deterministic switching occurs with polarity such 

that positive SOT currents induce switching to the +mz direction, and negative SOT currents 

induce switching to the -mz direction. At each magnetic bit size above 100 nm, deterministic 

switching occurs, but with reversed polarity (+ SOT current switches to -mz direction and vice 

versa). Figure 4-3b plots both critical switching current Jc, and demagnetization energy density 

as a function of magnetic bit diameter. The critical switching current decreases from ~8 x 107 

A/cm2 at 50 nm diameter to ~ 4 x 107 A/cm2 at 250 nm diameter. Conversely, the 
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demagnetization energy increases as magnetic bit size increases, due to the larger in-plane 

dimension associated with the larger bit diameters.  

 These results quantify the size dependence of the critical SOT switching current, Jc, in 

the DMI-mediated field free switching system. By comparing the observed trend in increasing Jc 

with reduced bit size to the observed trend in decreasing demagnetization energy, it is apparent 

that demagnetization energy plays a significant role in the elevated critical current seen at 

smaller bit diameters. This dependence lies in the fact that the demagnetization energy in this 

geometry prefers an in-plane magnetization, opposing the OOP magnetization preferred by the 

system’s PMA. As the demagnetization energy increases, it becomes easier for the SOT current 

to rotate the magnetization away from the OOP direction. At small diameters, since the 

demagnetization energy is small, a greater SOT current is needed to induce this rotation away 

from the OOP direction. These results serve to highlight the necessity of investigating more 

energy efficient write methods beyond SOT, as the critical switching current doubles 

approaching the bit size desirable for high density memory. 

 Another observation to be noted is the dependence of switching polarity on magnetic bit 

size. At the smallest bit diameter (50 nm), deterministic switching is not achieved, but rather 

magnetization clocking occurs at SOT currents above Jc. In the 100 nm bit, deterministic 

switching is achieved with a “positive” polarity (+ SOT current switches to +mz direction). At 

larger bit diameters, this polarity reverses. Bits with diameters from 150 to 250 nm exhibit 

“negative” switching polarity. In this material system, it has been observed that the switching 

polarity depends on the direction of the PMA gradient [29], but in this study, the direction of the 

PMA gradient was not changed. The observed clocking at 50 nm diameter and reversed polarity 

at 100 nm diameter are likely due to an interplay between the size-dependent demagnetization 
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energy and the DMI + PMA gradient symmetry breaking mechanism. In the case of clocking at 

the 50 nm diameter size, this behavior is attributed to the relative magnitude difference between 

the overall anisotropy in the system (KPMA - Kdemag = 6 x 105 J/m3
 – 5.1 x 105 J/m3 = 9 x 104 J/m3), 

and the PMA gradient (5.05 J/m3 per nm). It is posited that this relative magnitude difference 

between overall anisotropy and PMA gradient (5.05 / 9E4 = 0.0056%) results in a case where the 

gradient is not large enough to enable deterministic switching, leading to the observed clocking. 

For comparison, the relative magnitude of the PMA gradient in the 250 nm bit is  0.0112% (5.05 

/ 6E5 – 5.55E5 = 5.05 / 4.5E4 = 0.0112%), which is double that seen in the 50 nm bit.  

 Regarding the reversed polarity seen between the 100 nm and > 150 nm bits, this 

behavior is attributed to the relative magnitude and direction difference between PMA energy 

density and demagnetization energy density. We have seen in [29] that the switching polarity is 

strongly influenced by direction of the PMA gradient. In the 100 nm bit, the PMA energy density 

is ~6 x 105 J/m3 larger than demagnetization energy density. In this regime, OOP PMA 

dominates over IP demag, such that the deterministic switching polarity is determined by the 

relative orientations between the PMA gradient and OOP PMA axis. On the other hand, in the 

larger magnetic bits, the difference between PMA and demag energy is smaller such that it is 

both the relative orientation between PMA gradient and OOP PMA axis, as well as the relative 

Figure 4-3. a) Size-dependent current induced hysteresis loops. b) Dependence of critical 

switching current Jc and Demagnetization energy density on magnetic bit size. 
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orientation between PMA gradient and IP demagnetization field, that determines switching 

polarity.  

 Figure 4-4 plots SOT switching results for the DMI-mediated field free switching system 

with 100 nm diameter and the addition of in-plane strain. These results are broken down by the 

relative angle between the applied strain and the PMA gradient. Figure 4-4a shows current-

induced hysteresis loops for pure SOT switching, and SOT switching in the presence of 1000 με 

applied along the y-axis (parallel to PMA gradient). The addition of 1000 με strain parallel to the 

PMA gradient reduces Jc from 5.4 x 107 A/cm2 in the pure-SOT case, to 4.5 x 107 A/cm2, a 17% 

reduction. When the strain is applied along the x-axis (90° from the PMA gradient), shown in 

Figure 4-4b, there is no effect on Jc, the critical switching current is the same with or without the 

applied strain. In Figure 4-4c and d, mz is plotted as a function of time for four different SOT 

current densities (+/- 3.15 x 107 and +/- 6.00 x 107 A/cm2) and two different initialization states 

(+mz and - mz). For strain applied at 45° from the PMA gradient, no matter what current polarity 

is applied, or what state the magnetization is initialized in, the final state is +mz. Conversely with 

the strain applied at 135° from the PMA gradient, the opposite behavior is exhibited. No matter 

what polarity of current is applied or what state the magnetization is initialized in, the final state 

is in the -mz direction. For both the 45° and 135° cases, the critical current needed to induce 

switching was 3.15 x 107 A/cm2, a 42% reduction compared to the pure-SOT case.  

 These results highlight several key factors involved with strain-assisted SOT switching in 

this DMI-mediated system. Firstly, the effect of strain on the critical switching current is highly 

anisotropic. Strain applied parallel to the PMA gradient assists the switching results in reduced 

critical current while strain applied perpendicular to the PMA gradient does not have any effect. 

This shows that there is more at play than simply the balance between PMA and in-plane 
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(demag) anisotropy, as suggested in above paragraphs. If this were the case, strain applied 

perpendicular to the PMA gradient should show a similar effect as strain applied parallel. The 

DMI mediated symmetry breaking that allows deterministic switching depends on the formation 

of a magnetization gradient in the y-direction, as this produces the DMI effective field HDMI in 

both the in-plane and OOP directions. Strain along the y-direction assists this process, while 

strain along the x-direction only produces two oppositely oriented effective fields that cancel 

each other out. In the case of strain applied at 45° and 135° from the PMA gradient axis, 

switching in these cases becomes deterministic with strain, as opposed to SOT (SOT polarity 

does not determine switching direction). This behavior, along with the significantly reduced Jc 

value, is attributed to the term in the z-component of the DMI effective field, −
𝜕𝑚𝑦

𝜕𝑦
−

𝜕𝑚𝑥

𝜕𝑥
. With 

contributions from magnetization gradients in both the x and y directions, the magnitude of this 

z-component is larger than compared to a gradient in the y-direction alone, resulting in a smaller 

critical switching current needed to induce switching between +/- mz states. Regarding the 

polarity of switching, the observed results indicate that with strain applied at the 45° angle, 

magnetization textures in which both 
𝜕𝑚𝑦

𝜕𝑦
 and 

𝜕𝑚𝑥

𝜕𝑥
 are negative are preferentially produced, 

whereas with strain applied at 135°, textures with positive 
𝜕𝑚𝑦

𝜕𝑦
 and 

𝜕𝑚𝑥

𝜕𝑥
 are preferentially 

produced. Overall, these results show the potential for significant reduction in critical switching 

current by addition of in-plane strain, as well as the critical importance of considering the 

directionality of each component in the DMI-mediated SOT switching system. 
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Figure 4-4. a, b) Current induced hysteresis loops for both 0 strain, and 1000 microstrain applied 

at 0 and 90 degree angles relative to the PMA gradient. c,d) z-component of magnetization 

plotted vs. time for 1000 microstrain applied at  45 and 135 degree angles to PMA gradient.  
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 Figure 4-5 plots the y-component of magnetization as a function of time from five 

different initial states (0°, +0.06° x, -0.06° x, +0.06° y, -0.06° y), under four different conditions: 

a) in the absence of any external or effective field other than strain and PMA, b) in the presence 

of a 5 Oe external field applied along the x-axis, c) in the presence of a 9 x 105 A/cm2 SOT 

current applied along the y-axis, and d) in the DMI + PMA gradient material system, with Dij = 1 

x 10-3 J/m2 and with a PMA gradient of 20 J/m3 per nm in the y-direction. In Figure 4-5a, the 

cases with +0.06° x and +0.06° y initializations flip to the +my direction, while the remaining 

three flip to the -my direction. In Figure 4-5b and c, the magnetization flips to the -my for each 

initialization case, and in Figure 4-5d, the magnetization flips to the +my direction for each 

initialization case. 

 These results show that in the same way an in-plane external field can break PMA 

symmetry for deterministic SOT switching, an in-plane external or effective field can break the 

symmetry of an applied strain anisotropy. For the case with no external or effective field, the 

uniaxial anisotropy associated with the applied strain has equal chance to flip the magnetization 

to +my or -my states, and upon removal of the strain, the magnetization has equal chance to 

return to +mz or flip to -mz states, due to the symmetry of PMA. In this scenario, strain-induced 

clocking is impossible. By addition of a small external or effective field (such as those induced 

by SOT or DMI), control over the direction of strain-induced switching becomes possible, 

enabling controllable strain clocking. In the case of external field, when the magnetization is 

aligned along +mz, the external field in the x-direction applies torque on the magnetization 

towards the -my direction, as evidenced by Figure 4-5b. Similarly with a small SOT current (2 

orders of magnitude lower than is required for SOT-mediated switching), the field-like torque 

pushes the magnetization to the -my state. With this SOT current, the chirality of clocking can be 



90 

controlled by the polarity of the current, enabling directional clocking as well as deterministic 

switching (with a pre-read required). Finally, in the case of DMI + PMA gradient, the DMI 

coefficient and gradient used in previous studies (based on material system here [29]) did not 

produce large enough effective field to enable consistent clocking. The DMI coefficient was 

increased from 5 x 10-5 to 1 x 10-3 J/m2 (close in magnitude to that of a Pt/Co system), and the 

PMA gradient was increased from 5.05 J/m3 per nm to 20 J/m3 per nm. With these parameters, 

ultra-low energy clocking in the absence of external field or electric current can be achieved. 

 

 

 

Figure 4-5. Y-component of magnetization in magnetic elements with PMA under influence of 

strain anisotropy applied in the y-axis. Comparison of strain-symmetry breaking mechanisms a) 

no symmetry breaking, b) external field in x-direction, c) SOT current in y-direction, and d) 

intrinsic DMI + PMA gradient 
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4.4 Conclusion 

 In conclusion, the dependence of critical SOT switching current in DMI-mediated SOT 

switching systems on magnetic bit size as well as applied strain direction was studied with the 

goal of reducing critical SOT switching current. It was found that switching current Jc increases 

significantly with decreasing bit size (Jc for 50 nm bit is double that for 250 nm bit), and that bit 

size can influence switching polarity. Regarding the application of strain for strain-assisted SOT 

switching, the direction of applied strain is critical. Strain applied perpendicular to the PMA 

gradient produced no effect on Jc, while strain parallel to the gradient reduced Jc by 17%. At 

intermediate angles of applied strain (45° and 135°), the critical current is further reduced (42%) 

and the switching becomes deterministic with applied strain direction rather than with SOT 

current polarity. Finally, three different mechanisms were studied to enable low-energy strain 

symmetry breaking for strain-mediated clocking. The presence of a small effective field 

perpendicular to the applied anisotropy (whether it be strain or PMA) breaks the symmetry of the 

uniaxial anisotropy to enable direction controllable clocking. These results demonstrate the 

ability to improve energy efficiency of SOT-based switching devices through the addition of 

strain, as well as demonstrate the potential for ultra-low energy, strain-only control of 

perpendicular magnetization. 
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5 Dissertation Conclusion 

 The work outlined in this dissertation covers three broad fields, computer image 

recognition, neuromorphic computing, and magnetic memory. In each of these fields, challenges 

faced by the current state of the art are addressed by investigation of new magnetic materials, 

new magnetic actuation methods, and new dynamic excitation schemes. The contributions to 

each field that are discussed in this dissertation are outlined below: 

 Image Recognition: The dependence of dipole coupling strength on nanomagnetic array 

dimensions was determined, as well the effect of element dimensions and dipole coupling on 

magnetic ground states. By varying the rate at which SOT was applied to a nanodisk within a 

dipole coupled array, the influence of that disk’s stray field on the relaxation process of 

neighboring disks was negated.  

 Neuromorphic Computing: A proof of concept for a four-state AFM synapse was 

demonstrated, in which strain pulses successfully programmed non-volatile intermediate AFM 

magnetization states into an AFM nanowire. By varying  the rate at which the strain pulses were 

applied, the upper bound for programming speed and its dependence on AFM resonance was 

determined.  

 Magnetic Memory: The dependence of critical SOT switching current on magnetic bit 

size was determined, and the potential for strain-assisted reduction in critical switching current 

was investigated, with results showing a significant improvement in switching current that is 

direction-dependent. In addition, a concept for ultra-low energy, direction controllable strain 

clocking was demonstrated. 

 While each of these fields are fairly disparate, the core concepts studied here represent 

promising steps forward, not just in these particular applications, but in any application utilizing 
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magnetic phenomena. Antiferromagnetics have the potential to speed up magnetic systems by 

orders of magnitude, while multiferroic structures hold the potential to improve energy 

efficiency by the same amount. And finally, investigating and utilizing the dynamics involved in 

magnetic excitation can lead to improvements in both speed and energy.  
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