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ABSTRACT OF THE DISSERTATION

Computational and Statistical Complexity of Learning in Sequential Models

by
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Professor Shachar Lovett, Co-Chair

Recent success of machine learning is driven by scaling laws: larger architectures

trained using more data and compute lead to more “intelligent” agents. Therefore, even minor

enhancements to the sample and compute complexity of these algorithms can have significant

scientific and financial implications. In this dissertation, we study these question in the context

of sequential models. In particular, we study the following questions.

• Computational-statistical gaps in reinforcement learning. In this part, we study the

computational and statistical complexity of sequential decision-making under the frame-

work of reinforcement learning. A fundamental assumption in theory of reinforcement

xiii



learning is ”RL with linear function approximation”. Under this assumption, the optimal

value function (either Q*, or V*, or both) can be obtained as the linear combination of

finitely many known basis functions. Even though it was observed as early as 1963 that

there are empirical benefits of using linear function approximation, only recently a series of

work designed sample efficient algorithms for this setting. These works posed an important

open problem: Can we design polynomial time algorithms for this setting? Here, we show

progress on this open problem by proving: unless NP=RP, no polynomial time algorithm

exists for this settings.

• Computationally efficient algorithms for learning HMMs. In this part, we study the

computational complexity of learning structured distributions over sequences of obser-

vations (e.g. DNA sequences, proteins, spoken words and so on). In particular, we are

concerned with the computational complexity of learning Hidden Markov Model (HMM).

Although HMMs are some of the most widely used tools in sequential and time series

modeling, they are cryptographically hard to learn in the standard setting where one

has access to i.i.d. samples of observation sequences. Here, we show a positive result:

computationally efficient algorithm for learning HMMs when the learner has access to

conditional samples from the target distribution. We also show that these results extend to

“low rank” distributions.

• Understanding algorithms in practice. In this part, we study the most commonly

used algorithms for sequence decision-making in practice: policy gradient methods.

Even though these algorithms are simple to implement, their convergence properties

are only established at a relatively coarse level; in particular, the folklore guarantee is that

these methods converge to a stationary point of the objective. Here, we present the first

global convergence results for policy gradient methods like vanilla policy gradient (w/wo

regularization) and natural policy gradient.
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Chapter 1

Introduction

Recent years have seen empirical success of simple gradient based algorithms in complex

sequential tasks, ranging from playing games like Chess, Go to more serious endeavors like

robotics, stratospheric flight, conversational AI, etc. Theoretically, this was surprising since we

expect the worst case data and compute requirement for such algorithms to be unnaturally large

(for example, according to classical theory, Chess should require > 2100 samples and compute.).

Then, a natural question arises: What properties of these environments allows these simple

algorithms to escape worst case scenarios?

This question is theoretically enticing as it requires understanding how the complexity of

this problem depends on its structure (similar attempts like semi-random models [22] in graph

theory have been very fruitful). But this question also has important practical implications. As

we have become more ambitious in our goals, the data requirements for existing algorithms has

become exceedingly high, preventing us from automating higher cognition tasks. For example,

OpenAI Five, a bot for a collaborative game DOTA2, was trained for almost 10 months in real

time. Moreover, many real world tasks require data generation via complex interaction with

humans or interaction with expensive hardware. As a result, we have not seen much success in

these domains (e.g. healthcare, self-driving cars). My research goal is to investigate if such data

requirements are fundamental or can we design efficient algorithms for these applications?

1



1.1 Our results

1.1.1 Computational-statistical gaps in reinforcement learning

We first study this question from the perspective of sequential decision-making under

the framework of reinforcement learning. There is a growing interest in reinforcement learning

theory community, to design and analyze efficient algorithms for the large state space regime. In

this regime, the goal is to design algorithms whose complexity does not polynomially depend on

the size of the state space. Since, this is impossible when we do not make any assumptions about

the environment, much effort has been spent on finding minimal assumptions under which an

optimal policy can be found efficiently: State Aggregation [65, 30], Linear qπ [33, 63, 102, 96],

Linear MDPs [101, 52], Linear Mixture MDPs [69, 12, 104], Reactive POMDPs [62], Block

MDPs [34], FLAMBE [4], Reactive PSRs [66], Linear Bellman Complete [72, 103], Bellman

rank [48], Witness rank [90], Bilinear Classes [31], Bellman Eluder [51] and Decision-Estimation

Coefficient [38].

One such minimal assumption that came out of this line of work is RL with linear function

approximation: when the optimal value function (either Q∗, or V ∗, or both) can be obtained as

the linear combination of finitely many, known basis functions. Under this assumption, a series

of works [31, 98, 97, 94, 38] showed sample efficient algorithms for constant number of actions.

These works leave finding a computationally efficient algorithm for this setting as an important

open question.

In a joint work with Daniel Kane, Sihan Liu and Shachar Lovett [56], we make progress

on this open problem by showing that under well believed complexity assumptions (NP doesn’t

have efficient randomized algorithms), no polynomial time algorithm exists for RL with linear

function approximation. In a follow-up work [57], we show an almost tight computational lower

bound, which is exponential in the number of basis functions and horizon under the Randomized

Exponential Time Hypothesis.

There are a couple of implications of these results. First, this shows for the first time a

2



computational-statistical gap in RL, that is a regime where the underlying statistical problem is

information theoretically possible, but no computationally efficient algorithm exists.1 Second,

this shows the effect of noise in RL, adding little noise to reward signal turns this problem from

linear-time to computationally hard.2 On a high level, this is very similar to how solving LWE

is computationally hard, whereas exact linear equations can be efficiently solved by Gaussian

Elimination.

1.1.2 Computationally efficient algorithms for learning HMMs

We next study this question from the perspective of learning distributions over observation

sequences. Hidden Markov Models (HMMs) are among the most fundamental tools for modeling

temporal and sequential phenomena. These probabilistic models specify a joint distribution over

a sequence of observations generated via a Markov chain of latent states. This structure enjoys

the simultaneous benefits of low description complexity, sufficient expressivity to capture long-

range dependencies, and efficient inference algorithms. For these reasons, HMMs have become

ubiquitous building blocks for sequence modeling in varied fields, ranging from bioinformatics

to natural language processing to finance. A long-standing challenge, in both theory and practice,

is the computational difficulty of learning an unknown HMM in TV distance.

In the standard realizable formulation, we are given observation sequences randomly

sampled from an underlying HMM and are asked to efficiently compute a distribution that is

close to the HMM in TV distance. Under this formulation, maximum likelihood estimation

is known to be statistically efficient, but no computationally efficient implementations of this

approach are known. More generally, HMMs can encode the parity with noise problem [70],

which is widely believed to be computationally hard [21, 59, 8], and so we do not expect to

find efficient algorithms for general HMMs. Recent works have therefore focused on obtain-

1This phenomenon is also observed in other problems in cs theory like community detection, planted clique and
sparse principal component analysis.

2In another work [32], we showed that noiseless version of this problem has a simple (computationally efficient)
linear-time algorithm.

3



ing computationally efficient algorithms under structural assumptions which evade these hard

instances [29, 46, 88].

In a joint work with Sham Kakade, Akshay Krishnamurthy and Cyril Zhang [55], we

develop new algorithms and techniques for learning Hidden Markov models when provided with

conditional samples from HMM. We show how a generalization of Angluin’s L∗ algorithm can

efficiently learn any HMM when the learner can query for exact conditional probabilities. We

then extend this result to more natural setting, where the learner only has access to samples

from the conditional distributions. Here, we obtain an algorithm that is computationally efficient

for all HMMs with “high fidelity,” a new property we introduce. Our results require a number

of new algorithmic ideas and analysis techniques, most notably: an efficient representation for

distributions over exponentially large domains and a new perturbation argument for mitigating

error amplification over long sequences.

1.1.3 Understanding algorithms in practice

Lastly, we study the most commonly used algorithms for sequence decision-making

in practice: policy gradient methods. Policy gradient methods have a long history in the

reinforcement learning (RL) literature [99, 91, 61, 53] and are an attractive class of algorithms

as they are applicable to any differentiable policy parameterization; admit easy extensions

to function approximation; easily incorporate structured state and action spaces; are easy to

implement in a simulation based, model-free manner. Owing to their flexibility and generality,

there has also been a flurry of improvements and refinements to make these ideas work robustly

with deep neural network based approaches (see e.g. [84, 85]).

Despite the large body of empirical work around these methods, their convergence

properties are only established at a relatively coarse level; in particular, the folklore guarantee is

that these methods converge to a stationary point of the objective, assuming adequate smoothness

properties hold and assuming either exact or unbiased estimates of a gradient can be obtained

(with appropriate regularity conditions on the variance). However, this local convergence
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viewpoint does not address some of the most basic theoretical convergence questions, including:

1) if and how fast they converge to a globally optimal solution (say with a sufficiently rich policy

class); 2) how they cope with approximation error due to using a restricted class of parametric

policies; or 3) their finite sample behavior. These questions are the focus of this work.

In a joint work with Alekh Agarwal, Sham Kakade and Jason Lee, we analyze typical

variants of policy gradient methods and show that just like supervised learning, the non-convexity

of the policy optimization problem is not the fundamental challenge for policy gradient approach.

We answer: 1) if and how fast they converge to a globally optimal solution; and 2) how they

cope with approximation error due to using a restricted class of parametric policies. Overall, the

results of this work place policy gradient methods under a solid theoretical footing, analogous to

the global convergence guarantees of iterative value function based algorithms.

5



Chapter 2

Computational-statistical gaps in rein-
forcement learning

2.1 Preliminaries

2.1.1 Markov Decision Process (MDP)

We first define the framework for reinforcement learning, a Markov Decision Process

(MDP). We define a deterministic MDP as a tuple M = (S ,A ,R,P), where S is the state

space, A is the action space, R : S ×A 7→ ∆([0,1]) is the stochastic reward function 1, and

P : S ×A 7→ S is the deterministic transition function. An MDP M defines a discrete time

sequential decision process where the agent starts from a starting state s0 ∈ S . Then, at each

time t, the agent at some current state St , takes action At , receiving reward Rt ∼ R(St ,At) and

transitions to next state St+1. This goes on till the agent reaches the end state ⊥. Each such

trajectory/path from starting state s0 to end state ⊥ is of length at most horizon H. A deterministic,

stationary policy π : S 7→ A specifies a decision-making strategy in which the agent chooses

actions adaptively based on the current state, i.e. At = π(St). Given a policy π and a state-action

pair (s,a) ∈ S ×A , the Q-function and V -function under a policy π are defined as

V π(s) = E

[
τ−1

∑
t=0

R(St ,At) | S0 = s,π

]
, Qπ(s,a) = E

[
τ−1

∑
t=0

R(St ,At) | S0 = s,A0 = a,π

]
,

(2.1)
1∆([0,1]) denotes the set of all distributions over interval [0,1].
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where S1,A1, . . .Sτ−1,Aτ−1 are obtained by executing policy π in the MDP M and τ is the first

time when policy π reaches the end state ⊥, that is Sτ = ⊥ where it always holds that τ ≤ H.

We use Q∗ and V ∗ to denote the optimal value functions

V ∗(s) = sup
π

V π(s) , Q∗(s,a) = sup
π

Qπ(s,a) , s ∈ S ,a ∈ A

We say that the optimal value functions V ∗ and Q∗ can be written as a linear function of d-

dimensional features ψ : S ∪ (S ×A )→ Rd if for all state s and action a, V ∗(s) = ⟨θ ,ψ(s)⟩

and Q∗(s,a) = ⟨θ ,ψ(s,a)⟩ for some fixed θ ∈ Rd independent of s and a.

2.1.2 Computational problems

We next introduce 3-SAT, a satisfiability problem for 3-CNF formulas. In a 3-SAT prob-

lem, we are given as input, a 3-CNF formula ϕ with v variables and O(v) clauses and our goal

is to decide if ϕ is satisfiable. Our computational lower bound is based on a reduction from

UNIQUE-3-SAT, a variant of 3-SAT. UNIQUE-3-SAT is the promise version of 3-SAT where the

given formula is promised to have either 0 or 1 satisfying assignments.

The focus of this work is the computational RL problem, LINEAR-k-RL. In a LINEAR-

k-RL problem with feature dimension d, we are given access to a deterministic MDP M with k

actions and horizon H = O(d) such that the optimal value functions Q∗ and V ∗ can be written

as a linear function of d-dimensional features ψ . Our goal is to output a good policy, which

we define as any policy π that satisfies V π >V ∗−1/4. Note that here V π and V ∗ refers to the

value of the policy π and optimal policy respectively at the starting state and is always in [0,H] 2.

Moreover, the constant 1/4 can be replaced by any arbitrary constant < 1. From now on, we

always assume number of actions k is 2 or 3.

2in our constructions, we satisfy the more stringent condition that V ∗ ∈ [0,1].
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Complexity problem LINEAR-k-RL

Oracle: a deterministic MDP M with k actions, optimal value functions V ∗ and Q∗

linear in d dimensional features ψ and horizon H = O(d).

Goal: find policy π such that V π >V ∗−1/4.

We now describe how the algorithm interacts with the MDP. We assume that the algorithm

has access to the associated (i) reward function R, (ii) transition function P and (iii) features ψ .

For all these functions, the algorithm provides a state s and action a (if needed) and receives

a random sample from the distribution R(s,a) (for the reward function), the state P(s,a) (for

the transition function) or feature ψ(s) or ψ(s,a) (for the features). We assume that each call

accrues constant runtime and input/output for these functions are of size polynomial in feature

dimension d.

We will often talk about randomized algorithm A solving a problem in time t with error

probability p. By this we mean (i) A runs in time O(t); (ii) for satisfiability problems, it returns

YES on positive input instances with probability at least 1− p and returns NO on negative input

instances with probability 1; and (iii) for RL problem, it returns a good policy with probability at

least 1− p.

2.2 Our results

With these considerations in mind, we present our main result that asserts that unless

NP=RP, no randomized polynomial time algorithm can find a good policy in deterministic

MDPs with a constant number of actions and linear optimal value functions.

Theorem 1 (LINEAR-3-RL ∈ RP =⇒ NP=RP). Unless NP=RP, no randomized algorithm

can solve LINEAR-3-RL with feature dimension d in time polynomial in d with error probability

1/10.

This resolves the open problem from [97] and [31] by showing that unless RP=NP, no
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polynomial time randomized algorithm exists for deterministic transition MDPs with a constant

number of actions and linear optimal value functions.

Our main technical contribution is a reduction from UNIQUE-3-SAT to LINEAR-3-

RL such that a polynomial time algorithm for LINEAR-3-RL implies a polynomial time algo-

rithm for UNIQUE-3-SAT. To achieve this, we use the input for UNIQUE-3-SAT: a 3-CNF for-

mula ϕ with v variables, to design an input for LINEAR-3-RL: an MDP Mϕ with 3 actions and

optimal value functions V ∗ and Q∗ linear in d-dimensional features. On a high level, the MDP is

constructed such that each state represents an assignment to the UNIQUE-3-SAT variables and

the goal is to “search” for the solution to the UNIQUE-3-SAT instance. In particular, at each state,

the 3 actions available to the agent correspond to an unsatisfied clause which ensures at least one

action available to the agent decreases the distance to the solution. To incentivize finding the

solution, a large reward is awarded on reaching the solution and a very small expected reward on

reaching the horizon (this reward is small enough that any polynomial time RL algorithm only

receives 0 reward with high probability on reaching the horizon). This ensures that (i) finding a

good policy also finds the satisfying assignment of ϕ and (ii) the optimal value functions V ∗ and

Q∗ are linear in some low dimensional features. We present this construction in Section 2.3.

These reductions allow us to simulate a polynomial time algorithm for UNIQUE-3-

SAT on input ϕ by running the polynomial time algorithm for LINEAR-3-RL on MDP Mϕ . More

formally, our reduction gives a polynomial relationship between the complexity of UNIQUE-3-

SAT and LINEAR-3-RL: a polynomial dq time algorithm for LINEAR-3-RL implies a polynomial

vO(q2) time algorithm for UNIQUE-3-SAT.

Proposition 1. Suppose q ≥ 1. If LINEAR-3-RL with feature dimension d can be solved in

time dq with error probability 1/10, then UNIQUE-3-SAT with v variables can be solved in time

vO(q2) with error probability 1/8.

This relates the complexity of UNIQUE-3-SAT to LINEAR-3-RL. To relate these prob-

lems to complexity class NP, we use a seminal result from [93] which showed that uniqueness
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of solution can not be used to solve search problems quickly. In particular, they showed a

randomized polynomial time reduction from 3-SAT to UNIQUE-3-SAT.

Theorem 2 (Valiant-Vazirani Theorem). Unless NP=RP, no polynomial time randomized

algorithm can solve UNIQUE-3-SAT with error probability 1/8.

Combining our reduction with Valiant-Vazirani Theorem proves our main result, Theo-

rem 4.

2.3 Proof of the main result

In this section, we will prove Proposition 1. The overall idea is to first build a randomized

algorithm ASAT which can decide UNIQUE-3-SAT using a randomized algorithm ARL which

solves LINEAR-3-RL. The two reductions only differ in their settings of parameters.

In the first setting, which we use to prove that no polynomial time algorithm exists for

LINEAR-3-RL, we set the feature dimension d to be polynomial in the number of variables

v. Under this setting, we can build a polynomial time randomized algorithm for UNIQUE-3-

SAT using a polynomial time randomized algorithm for LINEAR-3-RL.

Proposition 2 (Restatement of Proposition 1). Suppose q ≥ 1. If LINEAR-3-RL with feature

dimension d can be solved in time dq with error probability 1/10, then UNIQUE-3-SAT with v

variables can be solved in time O(v8q+16q2
) with error probability 1/8.

Before we prove this results, we give a brief outline of our reduction from UNIQUE-3-

SAT to LINEAR-3-RL. On a high level, we construct an MDP where the goal is to ”search” for

the solution w∗ to a UNIQUE-3-SAT instance with v variables. In particular, at each time, the

agent is given an unsatisfied clause and asked to flip assignment for a variable present in the

clause. Notice that since the clause is unsatisfied, there must be at least one variable whose

assignment differs from the solution and therefore, the agent can “reach” the solution in at most

d(w,w∗) steps. To incentivize the agent, if the agents at time l finds the solution i.e. w = w∗ or
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x1 ∨ x2 ∨ x3
(−1,−1,−1,−1)

l = 0
x1 ∨ x2 ∨ x̄3

(−1,−1,1,−1)
l = 1

x3

x2

x̄1 ∨ x2 ∨ x3
(1,−1,−1,−1)

l = 1

x̄1 ∨ x2 ∨ x̄3
(1,−1,1,−1)

l = 2

x3

x1

x̄1 ∨ x3 ∨ x4
(1,1,−1,−1)

l = 2

x1

x3

(1,1,−1,1)
l = 3

⊥
x4

x2

x1

Figure 2.1. Example construction of 3-action MDP Mϕ from a 3-CNF formula (x1 ∨ x2 ∨ x3)∧
(x̄1 ∨x2 ∨x3)∧ (x̄1 ∨x3 ∨x4)∧ (x1 ∨x2 ∨ x̄3)∧ (x̄1 ∨x2 ∨ x̄3)∧ (x̄3 ∨ x̄3 ∨ x̄3)∧ (x1 ∨x1 ∨x1). The
only satisfying assignment for this formula is (1,1,−1,1).

reaches the end of the MDP i.e. l = H, it receives reward according to the following degree-r

polynomial

g(l,w) =
(

1− l +dist(w,w∗)

H + v

)r

.

We show how to build an MDPs from a UNIQUE-3-SAT instance in Section 2.3.1. Furthermore,

we show that the optimal value functions V ∗ and Q∗ for the constructed MDP are linear in

d = O(vr)-dimensional features. Since the expected reward at last layer of the MDP is O(v−r2
)

(which can be replaced with 0 for any poly(d) time RL algorithm), the only non-zero reward is

achieved by solving the underlying UNIQUE-3-SAT instance, proving our reduction. We give

a formal argument in Section 2.3.2, where we show how to build a randomized algorithm for

UNIQUE-3-SAT using a randomized algorithm for LINEAR-3-RL. In Section 2.3.3, we discuss

the setting of parameters which will prove Proposition 2.
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2.3.1 From 3-CNF formulas to 3-action MDPs

We will start by defining a mapping from an input of UNIQUE-3-SAT problem: 3-

CNF formula ϕ with v variables and O(v) clauses to an MDP Mϕ with 3 actions and H = O(d)

horizon with optimal value functions linear in d dimensions. Our informal goal is to design an

MDP Mϕ such that finding a good policy also implies finding the satisfying assignment for the

formula ϕ . We now formally describe the MDP Mϕ when the formula ϕ has a unique satisfying

assignment w∗ ∈ {−1,1}v and later show how the MDP Mϕ differs when the formula ϕ has no

solution. See Figure 2.1 for an example.

Transitions. In our setting, it will be useful to visualize an MDP as a tree, where nodes represent

states and edges represent actions. A policy is then a sequence of actions or equivalently a path

in the aforementioned tree. The MDP Mϕ is a ternary tree i.e. each state/node in the tree has 3

children. The transitions/dynamics are deterministic i.e. the first action goes to first child, the

second action goes to second child and so on.

Assignments. Each state is associated with an assignment to the v variables i.e. a binary vector in

{−1,1}v and a natural number l denoting the depth of the state. Our goal here is to choose assign-

ments such that it is always possible to choose an action which decreases the hamming distance

to the satisfying assignment. The root in the tree is associated with the all zeroes assignment

(−1,−1, . . . ,−1). For any state s with a non-satisfying assignment w = (w1,w2, . . . ,wv) ̸= w∗,

the assignment associated to the three children are as follows. Since w is not a satisfying assign-

ment, consider the first unsatisfied clause with variables xi1,xi2,xi3 . The first child is associated

with the assignment where the i1-th bit of w is flipped, the second child is associated with vector

where i2-th bit is flipped and so on. More formally, the assignment associated to j-th child is

(w′
1,w

′
2, . . . ,w

′
v) where w′

k = ¬wk if k = i j and w′
k = wk otherwise. The two exceptions to this

are (i) states with the satisfying assignment w∗ and (ii) states at the last level H. For such states,
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all actions go to the end state ⊥.

Rewards. To ensure that finding good policies implies finding the satisfying assignment in our

MDP, we will only give rewards when a satisfying assignment is found or at the last layer. More

formally, the rewards everywhere are zero except on (i) states with the satisfying assignment

w∗ and (ii) states on the last level H. In both the cases above, say the state is at level l with

assignment w, then the associated reward distribution for any action is a Bernoulli distribution

Ber(g(l,w)) where

g(l,w) =
(

1− l +dist(w,w∗)

H + v

)r

and the Bernoulli distribution Ber(p) is 1 with probability p and 0 with probability 1− p. Here r

is a parameter which we will specify in Section 2.3.3. When the formula ϕ has no satisfying

assignment, all rewards are 0. Note that in our simulation (Section 2.3.2), we don’t know/use w∗

and instead use an approximate reward function that is easy to compute.

Linear Optimal Value Functions. We next show that in the MDP Mϕ , the optimal value

functions V ∗ and Q∗ can be written as a linear function of d = O(vr) dimensional features ψ ,

where ψ(s) or ψ(s,a) depends only on w, the corresponding assignment, and l, the depth of the

state.

Proposition 3. For any state s in level l with assignment w and action a,

(i) the optimal value function is V ∗(s) = g(l,w).

(ii) for large enough v, there exists features ψ(s),ψ(s,a) ∈Rd with feature dimension d ≤ 2vr

depending only on state s and action a; and θ ∈ Rd depending only on w∗ such that

V ∗ and Q∗ can be written as a linear function of features ψ i.e. V ∗(s) = ⟨θ ,ψ(s)⟩ and

Q∗(s,a) = ⟨θ ,ψ(s,a)⟩.
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Proof. To prove our first claim, we start by showing that there exists a policy π that achieves this

value for each state. Let π be the policy which for any state s with assignment w ̸= w∗ chooses

the action which decreases the hamming distance dist(w,w∗) by 1. Note that one such action

always exists in our construction, since a satisfying assignment satisfies all clauses. Therefore,

from a state s at level l with assignment w, we can reach a state with assignment w1 such that

either (i) w1 is a satisfying assignment or (ii) w1 is at the last level and on the optimal path from

w to w∗ i.e. dist(w,w∗) = dist(w,w1)+dist(w1,w∗). In both cases,

V π(s) =
(

1− l +dist(w,w1)+dist(w1,w∗)

H + v

)r

= g(l,w)

Next, for any other policy π ′ that ends on state s′ at level l′ with assignment w′ (i.e. either l′ = H

or w′ = w∗), we have

V π ′
(s) =

(
1− l′+dist(w′,w∗)

H + v

)r

≤
(

1− l +dist(w,w′)+dist(w′,w∗)

H + v

)r

≤ g(l,w)

where the first inequality follows from l′− l ≥ dist(w,w′). This proves our first claim about V ∗

i.e. V ∗(s) = g(l,w).

To prove our second claim, that V ∗ and Q∗ can be written as a linear function of features

ψ , we will show that V ∗(s) can be written as a polynomial of degree at most r in w∗. To see why

this is enough, we set θ to be all monomials in w∗ of degree at most r. That is, each coordinate

of θ corresponds to a multiset S ⊂ [v] of size |S| ≤ r, and its value is θS = ∏i∈S w∗
i . We set ψ(s)

to be the corresponding coefficients in the polynomial V ∗. Then, we can write V ∗(s) = ⟨θ ,ψ(s)⟩.

Since, there are at most ∑
r
i=0 vi ≤ 2vr many coefficients we can set the feature dimension as

d = 2vr.

Finally, we prove that V ∗(s) can be written as a polynomial of degree at most r in w and

14



w∗. Firstly hamming distance dist(w,w∗) is linear in both w and w∗ i.e.

dist(w,w∗) =
v−⟨w,w∗⟩

2

Our claim follows from noting that g(l,w) is a polynomial of degree r in dist(w,w∗). Note that

linear V ∗ implies linear Q∗ in deterministic MDPs for ψ(s,a) = ψ(P(s,a)), since by definition,

in MDPs with deterministic transition, Q∗(s,a) =V ∗(P(s,a)).

Even though ψ(s) does not depend on w∗, unlike the constructions of [95, 94], ψ(s) does

depend on the MDP Mϕ making this construction statistically easy but computationally hard to

solve.

2.3.2 From RL algorithms to 3-SAT algorithms

We now build a randomized algorithm ASAT for UNIQUE-3-SAT using a randomized

algorithm ARL for the RL problem. However, as mentioned before, since the runtime for ARL

accrues only constant runtime for each call to the MDP oracle, to efficiently build ASAT using

ARL, we need to be able to efficiently simulate the calls to MDP oracle, namely: calls to the

reward function, the transition function and the features. To do so, we build an “approximate”

simulator M̄ϕ for the MDP oracle Mϕ . The simulator M̄ϕ is exactly MDP Mϕ in terms of transi-

tion function and features associated with the MDP Mϕ , but differs in the reward function at the

last layer which is always 0 for the simulator M̄ϕ . This modification is crucial for an efficient

reduction because unlike transitions and features for any state which can be computed in time

poly(d) on the MDP Mϕ , the rewards at the last layer when dist(w,w∗) ̸= 0 require access to w∗

which can not be done efficiently. With the purposed modification, we can execute each call to

simulator M̄ϕ in time poly(d).

Algorithm. On input 3-CNF formula ϕ , ASAT runs the algorithm ARL replacing each call to

MDP oracle Mϕ with the corresponding call to simulator M̄ϕ . Recall that the output for the RL
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algorithm in our setting is a sequence of actions. If the sequence of actions returned by ARL ends

on a state with assignment w, ASAT outputs YES if w is the satisfying assignment and returns

NO otherwise.

Correctness. We set the horizon H = vr. We will assume throughout that r ≥ 2 and that the

runtime of ARL is ≤ vr2/4. The setting of r satisfying these assumptions will prove Proposition 2

for 3-action MDPs, which we will discuss in Section 2.3.3. To complete our reduction, we will

show the following:

(i) If algorithm ARL outputs a policy π such that V π >V ∗−1/4, then ASAT on 3-CNF for-

mula ϕ outputs YES if ϕ is satisfiable and NO otherwise.

(ii) If ARL with access to MDP oracle Mϕ outputs a policy π such that V π >V ∗−1/4 with

error probability 1/10, then ARL with access to simulator M̄ϕ outputs a policy π such that

V π >V ∗−1/4 with error probability 1/8.

These together will show that ASAT solves UNIQUE-3-SAT with error probability ≤ 1/8. We

start by proving that if ARL succeeds on MDP M̄ϕ , then ASAT succeeds on 3-CNF formula ϕ .

This follows from the fact that any good policy in the MDP Mϕ must reach a state with satisfying

assignment w∗.

Proposition 4. Suppose r > 1 and horizon H = vr. If ARL outputs a policy π such that V π >

V ∗−1/4, then ASAT on 3-CNF formula ϕ outputs YES if ϕ is satisfiable and NO otherwise.

Proof. Since algorithm ASAT always returns NO on an unsatisfiable formula, we restrict our

attention to a satisfiable formula ϕ . In the MDP Mϕ , (i) rewards are “very small” everywhere

except on reaching the satisfying assignment i.e. the expected reward at the last layer in the MDP

Mϕ is upper bounded by (for large enough v and r > 1)

(
1− H

H + v

)r

=

(
v

H + v

)r

≤ v−r2+r < 1/4
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and (ii) the optimal value V ∗ is large

V ∗ ≥
(

1− v
H + v

)r

=
(

1+
v
vr

)−r
≥ 1− rv

vr ≥ 1
2

where the second last inequality follows from Bernoulli’s inequality and the last inequality holds

for large enough v and r > 1. Therefore, if the value of policy is large i.e. V π >V ∗−1/4, then

the policy π (and therefore the corresponding sequence of actions) has to end on a state with

the satisfying assignment w∗. By construction of ASAT , this implies ASAT will succeed on the

formula ϕ .

Since we can not simulate the rewards on MDP oracle Mϕ efficiently, our reduction runs

the algorithm ARL on an approximate simulator M̄ϕ . However, it’s not clear why ARL would still

succeed when each call to MDP oracle is replaced by a call to the simulator M̄ϕ . The following

proposition shows that in fact ARL would succeed on the outputs of simulator M̄ϕ albeit with a

smaller constant probability.

Proposition 5. Suppose r ≥ 2 and horizon H = vr. Suppose ARL with access to MDP oracle Mϕ

runs in time vr2/4 and outputs a policy π such that V π >V ∗−1/4 with error probability 1/10.

Then ARL with access to simulator M̄ϕ , still running in time vr2/4, outputs a policy π such that

V π >V ∗−1/4 with error probability 1/8.

Proof. Let PrMϕ
and PrM̄ϕ

denote the distribution on the observed rewards and output policies

induced by the algorithm ARL when running on access to MDP oracle Mϕ and simulator M̄ϕ

respectively. Let Ri denote the reward received on the last layer at the end of i-th trajectory.

Let T be the total number of trajectories sampled by algorithm ARL when running on access to

MDP oracle Mϕ . By our assumption, ARL runs in time vr2/4 and therefore T ≤ vr2/4. Since the

expected reward at the last layer in the MDP Mϕ is upper bounded by (for large enough v and
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r ≥ 2)

(
1− H

H + v

)r

=

(
v

H + v

)r

≤ v−r2+r ≤ v−
r2
2

and and the algorithm only visits at most vr2/4 states on last layer, we get by the union bound

that with high probability all the rewards at the last level are zero. More precisely (and assuming

v is large enough),

Pr
Mϕ

[Ri = 0 ∀i ∈ [T ]]≥ 1− v−r2/4 ≥ 4
5

We say ARL succeeds with access to Mϕ (or M̄ϕ ) if the output policy π after running for time

at most vr2/4 satisfies V π >V ∗−1/4. Using the above reasoning and the assumption that ARL

succeeds with access to MDP oracle Mϕ with probability 9/10 implies

Pr
Mϕ

[
ARL succeeds with access to Mϕ | Ri = 0 ∀i ∈ [T ]

]
≥

9
10 −

1
5

4
5

=
7
8

Note that the marginal distributions PrMϕ
and PrM̄ϕ

on output policy π given Ri = 0 ∀i ∈ [T ] are

exactly the same because MDP oracle M̄ϕ and simulator Mϕ only differ on last layer rewards.

This implies

Pr
M̄ϕ

[
ARL succeeds with access to M̄ϕ | Ri = 0 ∀i ∈ [T ]

]
= Pr

Mϕ

[
ARL succeeds with access to Mϕ | Ri = 0 ∀i ∈ [T ]

]
Since, PrM̄ϕ

[Ri = 0 ∀i ∈ [T ]] = 1, we conclude that

Pr
M̄ϕ

[
ARL succeeds with access to M̄ϕ

]
≥ 7

8
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2.3.3 Setting of Parameters

It follows from Propositions 3 to 5 that if LINEAR-3-RL with feature dimension d = 2vr

can be solved in time vr2/4 with error probability 1/10, then UNIQUE-3-SAT with v variables

can be solved in time d · vr2/4 with error probability 1/8 (here the extra d factor is because each

call to the simulator M̄ϕ takes d time). In this section, we discuss the two different settings of r

we use to prove our lower bounds. As we increase r, we decrease the expected reward available

to the algorithm at the last layer on the order of v−O(r2), making the problem harder. However,

increasing r also increases the feature dimension on the order of vr. This non-polynomial gap in

the feature dimension and expected reward at the last layer will give our main reduction.

In the first setting, we will set r to be a constant wrt number of variables v and prove that

a polynomial algorithm for LINEAR-3-RL implies a polynomial algorithm for UNIQUE-3-SAT.

Proof of Proposition 2. For any q ≥ 1, we set

r = 8q . (2.2)

Note that q ≥ 1 implies r ≥ 2. Therefore, to prove our proposition, we just need to show

dq ≤ vr2/4 (2.3)

d · vr2/4 ≤ v8q+16q2+1 (2.4)

under this setting of d and r. Here the first equation bounds the time complexity of LINEAR-

3-RL in terms of feature dimension d and the second equation bounds the time complexity of

UNIQUE-3-SAT in terms of the number of variables v. Equation (2.3) is true as

v
r2
4 = (vr)

r
4 ≥ d

r
8 = dq

where the first inequality follows from d ≤ v2r for large enough v and the last equality follows
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from Equation (2.2) above. Equation (2.4) holds since

d · vr2/4 = 2vr+r2/4 = O(v8q+16q2
),

where the first equality follows from d = 2vr and the last equality follows from Equation (2.2)

for large enough v.
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Chapter 3

Computationally efficient algorithms for
learning HMMs

3.1 Preliminaries

Notation. Let O := {1, . . . ,O} denote a finite observation space and let O∗ denote

observation sequences of arbitrary length. We consider a distribution Pr[·] over T random

variables x1, . . . ,xT with a sequential ordering, and we use xt ∈ O to denote the value taken

by the t th random variable. For convenience, we often simply write Pr[x1,x2, . . . ,xT ] in lieu of

Pr[x1=x1, . . . ,xT=xT ], omitting explicit reference to the random variables themselves.

When considering conditionals of this distribution, we always condition on assignment

to a prefix of the random variables and marginalize out a suffix. For example, we consider

conditionals of the form Pr[xt+1=xt+1, . . . ,xt+k=xt+k|x1=x1, . . . ,xt=xt ], and we write this as

Pr[xt+1, . . . ,xt+k|x1, . . . ,xt ]. Similarly, when considering tuples f := (x′1, . . . ,x
′
k) ∈ Ok and h :=

(x1, . . . ,xt) ∈ Ot , we write Pr[xt+1=x′1, . . . ,xt+k=x′k|x1=x1, . . . ,xt=xt ] as Pr[ f |h], noting that the

random variables assigned to f are determined by the length of h.

We lift this conditioning notation to sets of observation sequences in the following manner.

If F := { f1, f2, . . .} and H := {h1,h2, . . .} where each fi,h j ∈ O∗, we write Pr[F |H] to denote

the |F |× |H| matrix whose (i, j)th entry is Pr[ fi|h j]. We allow the sequences in F and H to have

different lengths, but always ensure that len( fi)+ len(h j)≤ T so that this matrix is well-defined.
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We refer to rows and columns of this matrix as Pr[ f |H] and Pr[F |h] respectively.1

Lastly, for h = (x1, . . . ,xt) we use ho = (x1, . . . ,xt ,o) to denote concatenation, and we lift

this notation to sequences and sets. For instance, if H = {h1,h2, . . .} then Ho = {h1o,h2o, . . .}.

3.1.1 Hidden Markov Models and low rank distributions

Hidden Markov Models provide a low-complexity parametrization for distributions over

observation sequences. These models are defined formally as follows.

Definition 6 (Hidden Markov Models). Let S := {1, . . . ,S}. An HMM with S ∈N hidden states

is specified by (1) an initial distribution µ ∈ ∆(S ), (2) an emission matrix O ∈ RO×S, and (3) a

state transition matrix T ∈ RS×S, and defines a distribution over sequences of length T via:

Pr[x1, . . . ,xT ] := ∑
s1,...,sT+1∈S T+1

µ(s1)
T

∏
t=1

O[xt ,st ]T[st+1,st ]. (3.1)

Here M[i, j] represents the (i, j)th entry of a matrix M.

As the name suggests, HMMs parameterize the distribution with a Markov chain over a

hidden state sequence along with an emission function that generates observations. While this

specific model is particularly natural, our analysis only leverages a certain low rank structure

present in HMMs. To highlight the importance of this structure, we define the rank of a

distribution.

Definition 7 (Rank of a distribution). We say distribution Pr[·] over observation sequences of

length T has rank r if, for each t ∈ [T ], the conditional probability matrix Pr[O≤T−t |Ot ] has rank

at most r.2

1We always refer to rows, columns, and entries of these matrices in this manner, so no confusion arises when
constructing these matrices from (unordered) sets of sequences.

2When some histories occur with zero probability, there might be multiple consistent conditional probability
functions associated to a distribution, in which case the rank is not uniquely defined. We address this by defining the
distribution via its conditionals (which determine the rank); see [55].
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An HMM with S hidden states has rank at most S, which can be verified using the fact

that the hidden states form a Markov chain (we give a proof in [55]).3 More generally, the rank

identifies a low dimensional structure in the distribution: we have exponentially many vectors

Pr[O≤T−t |h], one for each history h, in an r-dimensional subspace of an exponentially larger

ambient space. Thus, we are interested in algorithms that exploit the low dimensional structure

and admit statistical and computational guarantees scaling polynomially with the rank.

3.1.2 Learning models

To circumvent computational hardness, we allow the learner to access conditional dis-

tributions of the underlying distribution Pr[·]. We specifically consider two access models

formalized with the following oracles: 4

Definition 8 (Exact conditional probability oracle). The exact conditional probability oracle is

given as input: observation sequences h and f of length t ≤ T and T − t respectively, chosen by

the algorithm, and returns the scalar Pr[ f |h].

Definition 9 (Conditional sampling oracle). The conditional sampling oracle is given as input:

an observation sequence h of length t ≤ T , chosen by the algorithm, and returns an observation

sequence f of length T − t such that the probability that f is returned is Pr[ f |h], independently

of all other randomness.

When considering the exact probability oracle, we also allow the learner to obtain

independent samples from the joint distribution Pr[·]. Note that this oracle equivalently provides

access to exact (unconditional) probabilities of length T sequences. We view this as a noiseless

analog of the conditional sampling oracle, which is the main model of interest.

As a learning goal, we consider distribution learning in total variation distance as studied

in prior works [59, 70, 46, 9]. Given access to a target distribution Pr[·] we want to efficiently
3In fact the rank of the HMM can be much smaller, since the decomposition alluded to above realizes the

non-negative rank of the matrix, which can be exponentially larger than the rank.
4Both oracles require committing to a consistent choice of conditional probability distribution when conditioning

on zero probability events. See [55].
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compute an estimate P̂r[·] that is close in total variation distance to Pr[·]. Formally, we want

an algorithm that, when given parameters ε,δ > 0, computes an estimate P̂r[·] such that with

probability at least 1−δ :

TV(Pr, P̂r) :=
1
2 ∑

x1,...,xT∈OT

∣∣∣Pr[x1, . . . ,xT ]− P̂r[x1, . . . ,xT ]
∣∣∣≤ ε.

The algorithm is efficient if its computational complexity (and hence number of oracle calls)

scale polynomially in r,T,O,1/ε and log(1/δ ).

Remark 10. Note that, as the support of Pr[·] is exponentially large in T , it is not possible to

write down all OT values of P̂r efficiently. Instead, the goal is to return an efficient representation

from which we can evaluate P̂r[x1, . . . ,xT ] for any sequence x1, . . . ,xT efficiently. It will become

clear what constitutes an efficient representation for low rank distributions in the sequel; indeed

the fact that one even exists is one of our central structural results. for HMMs, for example, the

tuple of initial distribution µ , observation operator O, and transition operator T form an efficient

representation.

3.2 Our results

Our first result studies the computational power provided by the exact probability oracle

(Definition 8). We show how a generalization of Angluin’s L∗ algorithm can efficiently learn any

HMM given access to this oracle. The result is summarized in the following theorem:5

Theorem 3 (Learning with exact conditional probabilities). Assume O = {0,1}. Let Pr[·]

be any rank r distribution over observation sequences of length T . Pick any 0 < ε,δ < 1.

Then Algorithm 1 with access to an exact probability oracle and samples from Pr[·], runs in

poly(r,T,1/ε, log(1/δ )) time and returns an efficiently represented approximation P̂r[·] satisfy-

ing TV(Pr, P̂r)≤ ε with probability at least 1−δ .

5As this result is a warmup for our main result, we focus on the setting where O = {0,1} for simplicity.
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The main technical challenge is finding a succinct and observable representation of

the distribution, so that we can infer all conditional distributions using polynomially many

queries. This observable parameterization plays a central role in our main result, and in this

sense Theorem 3 can be seen as an insightful warmup.

Our main contribution is in extending this result to the more natural interactive setting

where the learner only accesses conditional samples via the oracle in Definition 9. Our algorithm

here can be viewed as a robust version of L∗, and we obtain the following guarantee:

Theorem 4 (Learning with conditional samples). Let Pr[·] be any rank r distribution over

observation sequences of length T . Assume distribution Pr[·] has fidelity ∆∗. Pick any 0 <

ε,δ < 1. Then Algorithm 2 with access to a conditional sampling oracle runs in poly(r, T , O,

1/∆∗, 1/ε , log(1/δ )) time and returns an efficiently represented approximation P̂r[·] satisfying

TV(Pr, P̂r)≤ ε with probability at least 1−δ .

The theorem provides a robust analog to Theorem 3 in the much weaker conditional

sampling access model. The caveat is that the guarantee depends on a spectral property of a

distribution, which we call the fidelity. The definition of fidelity (Definition 13) requires further

development of the algebraic structure in Pr[·] and is deferred to Section 3.3. Nevertheless, we

can show that the cryptographically hard examples of HMMs and positive results from prior

work on learning HMMs have fidelity that is lower bounded by a (small) polynomial of the other

parameters and thus are efficiently learnable by our algorithm (see [55]). On the other hand,

there are HMMs with exponentially small fidelity, and we have no evidence that these instances

are computationally intractable when provided with conditional samples. This leads to the main

open question stemming from our work.

Open Problem 11. Is there a computationally efficient algorithm for learning any low rank

distribution given access to a conditional sampling oracle?

Chapter organization. In Section 3.3, we present an overview of our techniques, explaining

the challenges and how we address them. Then we turn to the more formal presentation of the
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proofs, with Section 3.4 devoted to Theorem 3 and Section 3.5 devoted to Theorem 4. These

sections present our algorithms and the main ingredients for their analysis, with some details

deferred to the appendices. We close the main body of the chapter in Section 3.6, with some

further discussion regarding Open Problem 11.

3.3 Technical overview

To explain the central challenges with learning low rank distributions and how we

overcome them, let us introduce the following notation: let Ht := Ot and Ft := OT−t denote the

observation sequences of length t and T − t respectively. Then the matrix Pr[Ft |Ht ] is a submatrix

of Pr[O≤T−t |Ot ] and hence is rank at most r by assumption. If we define these matrices for each

length t ∈ [T ], then clearly we have encoded the entire distribution. Hence, estimating these

matrices in an appropriate sense would suffice for distribution learning. Although the matrices all

have rank at most r, they are exponentially large, so the low rank property does not immediately

yield an efficient representation of the distribution. Indeed, we must leverage further structure to

obtain efficient algorithms.

3.3.1 Background: Observable operators and hard instances

For HMMs, we can hope to leverage the explicit formula for the probability of a sequence

(Equation (3.1)) to obtain an efficient algorithm. Indeed, this is the approach adopted by Hsu,

Kakade, and Zhang [46]. Specifically, they use the observable operator representation [47]: if

we define S×S matrices {Ao}o∈O as Ao := Tdiag(O[o, ·]) then we can write the probability of

any observation sequence as

Pr[x1, . . . ,xT ] = 1⊤AxT . . .Ax1 µ,

where 1 is the all-ones vector and recall that µ is the initial state distribution. Hsu, Kakade and

Zhang show that these operators can be estimated, up to a linear transformation, whenever T and
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O have full column rank. In fact, under their assumptions, these operators can be recovered from

Pr[x1=·,x2=·,x3=·] alone; no higher order moments of the distribution are required.

Unfortunately, this approach fails if either T or O are (column) rank deficient, and it is

conjectured that the rank deficient HMMs are precisely the hard instances [70]. On the other

hand, many interesting HMMs are rank deficient. For example, any overcomplete HMM—one

with fewer observations than states—cannot have a full column rank O matrix. This captures all

deterministic finite automata where the alphabet size is smaller than the number of states as well

as the parity with noise problem.

Learning parity with noise is a particularly interesting case. The standard formulation is

that we obtain samples of the form (z,y) ∈ {0,1}T−1 ×{0,1} where z is uniformly distributed

on the hypercube and y =
⊕

i∈I zi with probability 1−α and y = 1−
⊕

i∈I zi with the remaining

probability. Here
⊕

denotes the parity operation, I is a secret subset of indices I ⊆ [T − 1],

and α ∈ (0,1/2) is a noise parameter. We want to learn the subset I, given samples from this

process. This problem is widely believed to be computationally hard and can be encoded as an

HMM with O = {0,1} and 4T states (see [55]). Considering this problem, it is quite apparent

that low degree moments, like those used by Hsu, Kakade, and Zhang, reveal no information

about the subset I. In particular, the observable operators Ao are not identifiable from low degree

moments. One must use higher order information, i.e., statistics about long sequences, to solve

this problem.

3.3.2 Efficient representation

For rank deficient HMMs, it is not clear how to identify the observable operators and it

is not even clear that such operators exist for the more general case of low rank distributions.

So, we must return to the question of how to efficiently represent the distribution. Here, our first

observation is that any submatrix of Pr[Ft |Ht ] that has the same rank as the entire matrix can be

used to build an efficient representation. To see why, suppose we have such a submatrix, and let

us index the columns/histories of the submatrix by Bt , which we refer to as the basis. It follows
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Bt Bt+1 Bto1 Bto2

o1Ft+1

o2Ft+1

h

β(h) β(Bto1) β(Bto2)

Pr[Ft ∣ Ht]

Pr[Ft+1 ∣ Ht+1]

Pr[o2Ft+1 ∣ Bt] = Pr[Ft+1 ∣ Bto2]diag(Pr[o2 ∣ Bt])

Figure 3.1. Schematic of the circulant structure relating the Pr[Ft |Ht ] and Pr[Ft+1|Ht+1] matrices.
Columns of Pr[Ft | Ht ] can be represented linearly in basis Bt using coefficients β (·). The blocks
Pr[oFt+1 | Bt ] appear in the next matrix Pr[Ft+1 | Ht+1] (up to scaling), so they can be represented
in basis Bt+1.

that Pr[Ft |Bt ] spans the column space of Pr[Ft |Ht ], which implies that for any history h ∈ Ht there

exists coefficients β (h) ∈ R|Bt | such that

Pr[Ft |h] = Pr[Ft |Bt ]β (h).

The main observation toward obtaining an efficient representation is to exploit a certain circulant

structure in the matrices {Pr[Ft |Ht ]}t≤T to model the evolution of the coefficients (visualized

in Figure 3.1). The circulant structure is simply that for basis Bt , observation o, and future

f ∈ Ft+1 (i.e., of length T − t − 1) the vector Pr[Bto f ] appears in two of the matrices (albeit

with different scaling). It appears in the matrix Pr[Ft |Ht ] in row o f and columns Bt , and it

appears in the matrix Pr[Ft+1|Ht+1] in row f and columns Bto. Thus, if we learn how to represent
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the columns Pr[Ft+1|Bto] in terms of the columns Pr[Ft+1|Bt+1]—which we can do via the

coefficients—the circulant property provides a connection between the matrices Pr[Ft+1|Ht+1]

and Pr[Ft |Ht ].

Formally, we can define operators {Ao,t} for each observation o ∈O and sequence length

t ∈ [T ] satisfying

Pr[Ft+1|Bt+1]Ao,t = Pr[oFt+1|Bt ], (3.2)

which can then be used to express sequence probabilities by iterated application. Indeed, we

have

Pr[x1, . . . ,xT ] = Pr[x1, . . . ,xT |B0] = Pr[x2, . . . ,xT |B1]Ax1,0 = . . .

. . .= Pr[xT |BT−1]AxT−1,T−2 . . .Ax1,0 = AxT ,T−1 . . .Ax1,0 , (3.3)

where by an explicit choice of B0, BT and FT , the matrices Ax1,0 and AxT ,T−1 are column and row

vectors respectively, and so the right-hand side is a scalar (see Proposition 16 for details)6. More

importantly, these operators can also be viewed as evolving the coefficients via the identity:

∀h ∈ Ht ,o ∈ O : β (ho) =
Ao,tβ (h)
Pr[o|h]

. (3.4)

This identity is proved in Proposition 16. We highlight the scaling, which results in a nonlinear

update equation and appears because the coefficients express conditional rather than joint

probabilities. This viewpoint of operators evolving coefficients will play a central role in our

error analysis.

Thus, it remains to find the bases {Bt}t≤T , estimate the operators {Ao,t}o∈O,t≤T , and

6We define B0, BT and FT to be singleton sets. B0 and FT contain the empty string ϕ and BT contains any length
T observation sequence. These new definitions, in conjunction with Proposition 16 imply: AxT ,T−1 = Pr[xT |BT−1]
and therefore will be a row vector. Similarly, Ax1,0 is a solution of Pr[F1|B1]Ax1,0 = Pr[x1F1|ϕ] and is therefore a
column vector.
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control the error amplification from iteratively multiplying these estimates. We turn to these

issues next.

Remark 12. The approach of Hsu, Kakade, and Zhang can also be viewed as estimating operators

via Equation (3.2) with the particular choice of basis. They show that conditional distribution of

futures given any history can be written in the span of the conditional distributions of the single

observation histories, so that O itself forms a basis. This is implied by their assumptions and

it permits using only second and third degree moments to estimate the operators. However, in

general we will need to use long sequences in our bases and interactive access will be crucial for

estimation. Additionally, under their choice of bases and their assumptions they show that the

solution of Equation (3.2) is related to the observable operators [47], explicitly given by T and

O, by an invertible and bounded transformation, which is instrumental in their error analysis.

When considering general bases B, we do not have such a connection and will require a novel

error propagation argument.

3.3.3 Error propagation

Although finding the bases Bt and estimating corresponding operators Ao,t is nontrivial,

even if we have estimated these operators accurately, we must address the error amplification

that can arise from repeated application of the learned operators. This challenge makes up the

majority of our technical analysis. We discuss estimating operators Ao,t in Section 3.3.4 and how

to find the basis in Section 3.3.5.

To explain the error amplification challenge, suppose for now that we are given bases

{Bt}t≤T and subsequently estimate the operators Ao,t in ℓ2 norm, i.e., we have estimate Âo,t

satisfying ∥Âo,t −Ao,t∥2 ≤ ε . We first define our estimated model P̂r in terms of the estimated

operators Âo,t . Considering Equation (3.3), the natural estimator is

P̂r[x1, . . . ,xT ] = ÂxT ,T−1 . . . Âx2,1Âx1,0, (3.5)
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where, as before, the matrices Âx1,0 and ÂxT ,T−1 are column and row vectors respectively, so the

right hand side is a scalar. To simplify notation for this section, we omit the time indexing on the

operators.

Given this estimate, the total variation distance is

1
2 ∑

x1,...,xT∈OT

∣∣∣ÂxT . . . Âx1 −AxT . . .Ax1

∣∣∣ .
Let us first discuss two strategies for bounding this expression that can work in some cases, but

do not seem to work in our setting. One idea is to pass to the ℓ2 norm and use a telescoping

argument to obtain several terms of the form

∑
x1,...,xT∈OT

∥ÂxT . . . Âxt+2∥2 · ∥
(

Âxt+1 −Axt+1

)
Axt . . .Ax1∥2

These terms are convenient because the matrix products only disagree in the t th operator. However,

both the “incoming” product Axt . . .Ax1 that pre-multiplies this difference and the “outgoing”

product ÂxT . . . Âxt+2 whose norm we must bound can be rather poorly behaved. For example,

the product Axt . . .Ax1 can have ℓ2 norm that grows exponentially with t, since the ℓ2 norm of

the individual matrices can be much larger than 1. An even worse problem is that we have

exponentially many terms in the sum, so that even bounding each term by ε (which would be

possible if the incoming and outgoing products were well behaved) is grossly insufficient.

The other approach is the strategy adopted by Hsu, Kakade, and Zhang [46], which uses

the definition of the observable operators [47], Ax = Tdiag(O[x, ·]), explicitly. This allows them

to control the incoming and outgoing products in a decomposition analogous to the one above,

but in the ℓ1 norm. Their decomposition involves several terms, but to convey the main idea,

observe that we can bound

∑
x1,...,xt+1

∥
(
Âxt+1 −Axt+1

)
Axt . . . ,Ax1∥1 ≲ Oε · ∑

x1,...,xt

∥Axt . . . ,Ax1∥1 ≤ Oε.
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The idea is that each term in the final sum can be seen as a joint probability of the history

x1, . . . ,xt and the hidden state st+1, so we can sum over all histories with no error amplification.

Unfortunately, there is no hidden state in the more general setting (and for the rank deficient

case, the observable operators can not be learned accurately as discussed in Section 3.3.1), so

we cannot appeal to an argument of this form. Indeed, our main technical contribution is a new

perturbation analysis that relies on no structural assumptions.

At a more technical level, the issue with both of these arguments is that passing to any

norm, seems to be too coarse to adequately control the error amplification. Instead, our argument

carefully tracks the error in the space of the coefficients. Precisely, given estimates Âo,t that

satisfy ∥Âo,t −Ao,t∥2 ≤ ε , we can show, via an inductive argument, that for any x1, . . . ,xt

(Âxt . . . Âx1 −Axt . . .Ax1) = ∑
h∈Ht

β (h)αh + ∑
v∈V⊥

t

vγv,

where V⊥
t is an orthonormal basis for the kernel of Pr[Ft | Bt ] and αh,γv are scalars. Moreover,

the TV distance between Pr[·] and P̂r[·] is exactly equal to the sum of these scalars over all

sequences x1, . . . ,xT . Even though there could be exponentially many terms in this sum, we show

that this sum is small via an inductive argument. This makes up the most technical component of

our proof, and we give a more detailed overview in Section 3.5 with the formal proofs in [55].

3.3.4 Estimating operators

We next discuss estimating the operators {Ao,t}o∈O,t≤T using the conditional sampling

oracle. A natural idea is to use samples to estimate both sides of the system in Equation (3.2) and

solve the noisy version via linear regression. Unfortunately, this system may have exponentially

small (in T − t) singular values, making it highly sensitive to perturbation. There is also a

cosmetic issue when working with Pr[Ft+1|Bt+1], namely this matrix is exponentially large.

To address these challenges, we introduce a particular preconditioner that stabilizes the
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system. Specifically, we instead estimate and solve

Pr[Ft+1|Bt+1]
⊤D−1

t+1 Pr[Ft+1|Bt+1]Ao,t = Pr[Ft+1|Bt+1]
⊤D−1

t+1 Pr[oFt+1|Bt ] , (3.6)

where Dt+1 is a diagonal matrix with entries dt+1( f ) := 1
|Bt+1| ∑b∈Bt+1 Pr[ f |b] on the diagonal.7

The benefit of this preconditioner is that the new matrices are of size |Bt+1|× |Bt+1| rather than

exponentially large, and yet they can still be estimated efficiently using the conditional sampling

oracle. To see why the latter holds, observe that the (i, j)th entry of the matrix on the LHS is

[
Pr[Ft+1|Bt+1]

⊤D−1
t+1 Pr[Ft+1|Bt+1]

]
i, j

= ∑
f∈Ft+1

dt+1( f )
[

Pr[ f |bi]Pr[ f |b j]

dt+1( f )2

]
,

where Bt+1 = {b1,b2, . . . ,}. Intuitively, we can estimate this entry by sampling futures f from

Pr[·|b] to approximate any term in the sum and sampling futures from dt+1(·) to approximate the

sum itself. While this is true, there is one technical issue to overcome: to estimate the ratio to

additive accuracy, we must estimate the individual probabilities Pr[ f | bi], Pr[ f | b j] and dt+1( f )

to relative accuracy. We can obtain (1±ζ ) relative error estimates using conditional samples as

long as the one-step probabilities are at least Ω(ζ/T ), but this is challenging when even a single

one-step probability is small. To address this issue, we show that such futures actually contribute

very little to the overall sum, and we design a test to safely ignore them. See [55] for details.

While the ability to estimate the entries is clearly important, the hope with preconditioning

is that it dramatically amplifies the singular values of the matrix on the left hand side. In particular,

we want that the matrix Pr[Ft+1|Bt+1]
⊤D−1

t+1 Pr[Ft+1|Bt+1] has large (non-zero) singular values, as

this will allow us to estimate the operators Ao,t in the ℓ2 norm. Our choice of preconditioner does

achieve this in the important example of parity with noise: we can show that Pr[Ft+1|Bt+1] has

exponentially small (in T − t) singular values for every choice of Bt+1, while there exists a basis

Bt+1 for which the non-zero singular values of the preconditioned matrix are Ω(1) (see [55]).

7This choice of Dt+1 ensures there is no division-by-zero issue, see [55].
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Unfortunately, in general, a basis which ensures the preconditioner has large singular values

might not exist, and we address this by introducing the notion of fidelity.

Definition 13 (Fidelity). We say that distribution Pr[·] has fidelity ∆∗ if there exists some bases

{Bt}t∈[T ], such that maxt |Bt | ≤ 1/∆∗ and

∀t ∈ [T ] : σ+

(
S

1
2
t Pr[Ft |Ht ]

⊤D−1
t Pr[Ft |Ht ]S

1
2
t

)
≥ ∆

∗

where σ+(M) denotes the magnitude of the smallest non-zero eigenvalue of M, Dt is a diagonal

matrix of size |Ft |× |Ft | with entries dt( f ) := 1
|Bt | ∑b∈Bt Pr[ f |b], and St is a diagonal matrix of

size |Ht |× |Ht | with entries st(h) := Pr[h].

Importantly, we only assume the existence of bases with this property, not that it is given

to us or otherwise known in advance. Note that, although the matrix with large eigenvalues

according to the fidelity definition is not the same as the preconditioned matrix we care about for

learning operators, nevertheless when the distribution has high fidelity (i.e., ∆∗ is large), we can

find a basis for which Pr[Ft+1|Bt+1]
⊤D−1

t+1 Pr[Ft+1|Bt+1] has large eigenvalues. This, combined

with our approach for estimating entries of the preconditioned matrix, allow us to learn operators

Ao,t in the ℓ2 norm. We provide details in [55].

Remark 14. Although our approach seems to require large fidelity, the parity with noise example

suggests that this definition of fidelity, which can lead to a favorable preconditioned system, is

more appropriate than directly assuming Pr[Ft+1|Bt+1] has large singular values. Indeed, we can

also show that fidelity captures all previously studied positive results for learning HMMs. We

also believe our approach can be extended to learn HMMs with small fidelity as described in

Section 3.6.

3.3.5 Finding the basis

The only remaining challenge is to find the bases {Bt}t∈[T ]. Recall that, when considering

the conditional sampling oracle, we want bases for which the preconditioned matrices have
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large eigenvalues. It turns out that when the distribution has high fidelity a random sample of

polynomially many histories will form a basis with this property with high probability. Given

that the other aspects of our analysis seem to require high fidelity, this random sampling approach

thus suffices to prove Theorem 4.

On the other hand, for low fidelity distributions, random sampling will fail to cover

the directions with small singular value, and so basis finding becomes an intriguing aspect of

learning with the conditional sampling oracle. Basis finding is also the final issue to address

for Theorem 3, using the exact oracle. In both cases, we provide adaptations of Angluin’s L∗

algorithm that finds bases for any low rank distribution. We defer discussion of the conditional

sampling version to [55] and hope that it serves as a starting point toward resolving Open

Problem 11.

Adapting L∗ for basis finding with the exact oracle. We close this section by explaining how

to find a basis when provided with the exact probability oracle. As a first observation, note that

we need not construct the entire system in Equation (3.2) to identify operators Ao,t . It suffices

to find a set of futures Λt ⊂ Ft such that Pr[Λt | Ht ] spans the row space of Pr[Ft | Ht ]. In other

words, we just need Bt and Λt for which Pr[Λt | Bt ] has the same rank as Pr[Ft | Ht ].

The difficulty is that there is no universal choice of Bt ,Λt for general low rank distribu-

tions, and finding these sets poses a challenge search problem in an exponentially large space.

We address this challenge using the exact probability oracle and an adaptation of Angluin’s L∗

algorithm for learning DFAs. The basic idea is as follows: given sets Bt ,Λt whose submatrix is

not of the required rank, we can still solve the underdetermined system

Pr[Λt |Bt ]Ao,t = Pr[oΛt |Bt ]

and obtain an estimate P̂r[·] via Equation (3.5). Then, we can sample sequences x1, . . . ,xt ∼ Pr[·]

and check if our estimate makes the correct predictions on these sequences. In particular, we
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check

P̂r[x1, . . . ,xt ,Λt ]
?
= Pr[x1, . . . ,xt ,Λt ].

If the predictions are accurate (i.e., these equalities hold) for each t and for polynomially many

random sequences, then we can show that P̂r[·] is close Pr[·] in total variation distance.

On the other hand, if these equalities do not hold for some sample x1, . . . ,xt , then we can

use it as a counterexample to improve our basis. We provide all the details in Section 3.4.

3.4 Learning with conditional probabilities

In this section we prove Theorem 3.

Theorem 3 (Learning with exact conditional probabilities). Assume O = {0,1}. Let Pr[·]

be any rank r distribution over observation sequences of length T . Pick any 0 < ε,δ < 1.

Then Algorithm 1 with access to an exact probability oracle and samples from Pr[·], runs in

poly(r,T,1/ε, log(1/δ )) time and returns an efficiently represented approximation P̂r[·] satisfy-

ing TV(Pr, P̂r)≤ ε with probability at least 1−δ .

We first introduce some notation, which differs from Section 3.3 slightly. We define

Ht := Ot to be the set of histories of length t. Similarly, we define Ft := O≤T−t to be the set of

futures of length ≤ T − t, coinciding with our rank definition. Notice that unlike in Section 3.3,

we take Ft to be all futures of length up to T −t, so that one may append elements from the futures

Ft to elements from the histories Ht to obtain a valid observation sequence of length at most T .

To simplify the technical notation, let ϕ be the empty string and define probabilities associated to

empty string as: Pr[x1 . . .xT |ϕ] = Pr[x1 . . .xT ] and Pr[ϕ|x1 . . .xT ] = 1 for any T -length sequence

x1, . . . ,xT .

We now formally define the notion of bases for distribution Pr[·].
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Definition 15 (Basis). Let Pr[·] be any distribution over observation sequences of length T . A

set {Bt}t∈[T ], where each Bt ⊂ Ht , forms bases for Pr[·], if for each t ∈ [T ] and all x ∈ Ot , there

exists coefficients β (x) such that:

Pr[Ft |x] = Pr[Ft |Bt ]β (x) .

We call each Bt a basis for Pr[·] at sequence length t.

In other words, a set Bt ⊂ Ht forms a basis for distribution Pr[·] if the column vectors

Pr[Ft |Bt ] span the column space of Pr[Ft |Ht ]. For now, when choosing Bt , we impose no constraint

on the size of these coefficients, and we also do not require the columns Pr[Ft | Bt ] to be linearly

independent. The low rank property of Pr[·] directly implies that for each t, there exists a basis

Bt with |Bt | ≤ r. However, as discussed in Section 3.3.2, there are exponentially many histories

in Ht , so even if we had such a small basis Bt , simply learning the coefficients for each history

will not suffice for an efficient algorithm. We address this issue with the following structural

result: because of the circulant structure of the conditional probability matrix, we can generate

all the coefficients using OT matrices each of size at most r× r.

Proposition 16 (Existence of efficient representation). Let B0 = FT = {ϕ} and BT = {h} for any

observation sequence h ∈ HT .8 For t ∈ {1, . . . ,T −1}, let Bt ⊂ Ht be any basis for distribution

Pr[·] at sequence length t. Then, the probability distribution Pr[·] can be written as9:

Pr[x1 . . .xT ] = AxT ,T−1AxT−1,T−2 . . .Ax1,0

8We set BT to be a singleton set for notational clarity, as otherwise we would have to pre-multiply our probability
estimate with the all ones row vector. Note that any singleton set forms a basis because Pr[FT |HT ] is the all ones
matrix.

9Here by choice of basis B0 and BT , AxT ,T−1 = Pr[xT |BT−1] by definition and is therefore a row vector. Similarly,
Ax1,0 is a solution of Pr[F1|B1]Ax1,0 = Pr[x1F1|ϕ] and is therefore a column vector.
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where matrices Ao,t for every o ∈ O and t ∈ {0, . . . ,T −1} satisfy

Pr[Ft+1|Bt+1]Ao,t = Pr[oFt+1|Bt ]. (3.7)

Moreover, this equation always has a solution.

Proof. We first show there exists a solution Ao,t for Equation (3.7). For basis Bt = {b1, . . . ,bn}

and Bt+1, we claim the following Ao,t is a solution:

Ao,t =

[
β (b1o) β (b2o) · · · β (bno)

]


Pr[o|b1] 0 · · · 0

0 Pr[o|b2] · · · 0
...

... . . . 0

0 · · · 0 Pr[o|bn]


(3.8)

Here β (x) and β (xo) are the coefficients associated to history x of length t under Bt and history

xo of length t +1 under Bt+1 respectively. Recall that, in particular, these coefficients are such

that Pr[Ft+1 | Bt+1]β (xo) = Pr[Ft+1 | xo]. By definition of Ao,t ,

Pr[Ft+1|Bt+1]Ao,t

=Pr[Ft+1|Bt+1]

[
β (b1o) β (b2o) · · · β (bno)

]
Pr[o|b1] 0 · · · 0

...
... . . . 0

0 · · · 0 Pr[o|bn]



=Pr[Ft+1|Bto]


Pr[o|b1] 0 · · · 0

...
... . . . 0

0 · · · 0 Pr[o|bn]

 (by definition of β (bio))

=Pr[oFt+1|Bt ]. (by Bayes rule)
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Algorithm 1: Learning low rank distributions using exact conditional probabili-
ties.

1 Set B0 = ΛT = {ϕ}.
2 Set Bt = {0t} where 0t is (0, . . . ,0) with t zeroes for all t ∈ {1, . . . ,T}.
3 Set Λt = {0} or {1} to ensure Pr[Λt |Bt ] ̸= 0 for all t ∈ {0, . . . ,T −1}. 10

4 for round 1,2, . . . do
5 Choose Âo,t for each o ∈ O and t ∈ [T −1] to be any matrix that satisfies

Pr[Λt+1|Bt+1]Âo,t = Pr[oΛt+1|Bt ] (3.9)

6 Let Pr be a function defined on observation sequence (x1 . . .xt) for any t ∈ [T ] as,

Pr[x1, . . . ,xt ,Λt ] = Pr[Λt |Bt ]Âxt ,t−1 . . . Âx1,0 (3.10)

7 Sample n sequences (x1, . . .xt) for each length t ∈ [T ] and check if any one of
these nT sequences is a counterexample, i.e., it satisfies

Pr[x1, . . . ,xt ,Λt ] ̸= Pr[x1, . . . ,xt ,Λt ]

8 if we find such a counterexample (x1, . . . ,xt) then
9 Use Proposition 17 to find a time step τ ∈ [t], a new test future λ ′ ∈ Fτ , and a

new representative history b′ ∈ Hτ . Update Λτ := Λτ ∪{λ ′} and
Bτ := Bτ ∪{b′}.

10 else
11 return {Âo,t}o∈O,t∈[T−1]

Since oFt+1 is a subset of Ft , by repeatedly applying this equation, we get

Pr[FT |BT ]AxT ,T−1AxT−1,T−2 . . .Ax1,0 = Pr[xT FT | BT−1]AxT−1,T−2 . . .Ax1,0 = Pr[x1x2 . . .xT FT |B0]

Noting Pr[FT |BT ] = 1 and Pr[x1x2 . . .xT FT |B0] = Pr[x1x2 . . .xT ϕ|ϕ] = Pr[x1x2 . . .xT ] as FT =

B0 = {ϕ} completes the proof.

10either Pr[0|Bt ] or Pr[1 | Bt ] must be nonzero.
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3.4.1 Algorithm

We now present our algorithm (Algorithm 1). The user furnishes ε , the accuracy with

which the distribution is to be learned; and δ , a confidence parameter. The parameter n depends

on the input and is detailed in the proof of Theorem 3.

As discussed in Section 3.3, the algorithm iteratively builds a set of histories Bt ⊂ Ht and

a set of futures Λt ⊂ Ft (for each t), to span the column/row space of Pr[Ft | Ht ], respectively.

Via Proposition 16, if we can find such sets, they would provide an efficient representation of

the distribution. We refer to Bt and Λt as representative histories and test futures, respectively,

and as we grow these sets, we maintain the invariant that the matrix Pr[Λt | Bt ] is square and

invertible.

We start with Bt ,Λt of size 1. Then, we repeat the following: motivated by the evolving

equation in Proposition 16, we use Equation (3.9) to compute estimates Âo,t using our current

representative histories and test futures. This may be an under-determined linear system, but

Proposition 16 guarantees that it has a solution, and we take Âo,t to be any such solution. We use

these operators to define our estimate for the distribution, given in Equation (3.10), via iterated

multiplication of the operators. Then, we sample several sequences from the distribution and

check if any of them certify that our estimate is incorrect, i.e., serve as a counterexample. If we

do find a counterexample, then the algorithm finds a time step τ , a new history b′ ∈ Hτ and a

new future λ ′ ∈ Fτ that increases the rank of Pr[Fτ | Bτ ] (this step is described in Proposition 17

below). This can only happen rT times if the distribution has rank r. On the other hand, if we do

not find a counterexample, then we simply output our current estimate.

3.4.2 Analysis

We first show how to use a counterexample to improve our set of representative histories

and test futures.

Proposition 17 (Finding representative histories and test futures). If x1 . . .xt is a counterexample,
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that is, it satisfies the following:

Pr[x1, . . . ,xt ,Λt ] ̸= Pr[x1, . . . ,xt ,Λt ] (3.11)

then we can find a new test future λ ′ ∈ Fτ and representative history b′ ∈ Hτ for τ ∈ [t] in at

most poly(r,T ) time such that rank(Pr[Λτ ∪{λ ′}|Bτ ∪{b′}]) = rank(Pr[Λτ |Bτ ])+1.

Proof. For clarity, in the poof, we abuse notation and do not explicitly mention the sequence

length when writing the operator Ao,t , i.e., we use Axt instead of Axt ,t−1. First, we find a time

τ ∈ [t] where the following equations hold:

Pr[x1 . . .xτΛτ ] = Pr[Λτ |Bτ ]Âxτ
. . . Âx1

Pr[x1 . . .xτxτ+1Λτ+1] ̸= Pr[Λτ+1|Bτ+1]Âxτ+1Âxτ
. . . Âx1

Such a τ must exist because (a) the first equation is true for τ = 0 by definition, and (b) the second

equation is true for τ = t −1 because of the counterexample property (Equation (3.11)). Now,

we can simplify the equations above by substituting the vector v := (Pr[x1 . . .xτ ])
−1Âxτ

. . . Âx1

which gives

Pr[Λτ |x1 . . .xτ ] = Pr[Λτ |Bτ ]v (3.12)

Pr[xτ+1Λτ+1|x1 . . .xτ ] ̸= Pr[Λτ+1|Bτ+1]Âxτ+1v = Pr[xτ+1Λτ+1|Bτ ]v, (3.13)

where the last step holds by definition of Âxτ+1 (Equation (3.9)). Let xτ+1λτ+1 index the row

of Equation (3.13) where equality does not hold. Define λ ′ = xτ+1λτ+1 and b′ = x1 . . .xτ . We

show that the equations above imply that the row vector Pr[λ ′|B′
τ ] := Pr[xτ+1λτ+1|B′

τ ] is linearly

independent of the rows of Pr[Λτ |B′
τ ]. This is enough to prove our claim that rank(Pr[Λ′

τ |B′
τ ]) =

rank(Pr[Λτ |Bτ ])+1.

We establish linear independence by contradiction. Assume that Pr[λ ′ | B′
τ ] is in the span
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of the rows of Pr[Λτ | B′
τ ]. Then, there exists a vector w such that:

Pr[xτ+1λτ+1|B′
τ ] = w⊤Pr[Λτ |B′

τ ] . (3.14)

Then, we reach a contradiction as

Pr[xτ+1λτ+1|x1 . . .xτ ] = w⊤Pr[Λτ |x1 . . .xτ ]

= w⊤Pr[Λτ |Bτ ]v

= Pr[xτ+1λτ+1|Bτ ]v

̸= Pr[xτ+1λτ+1|x1 . . .xτ ]

where the first and third equality follows from linear dependence (Equation (3.14)), the second

equality follows from Equation (3.12), and the last inequality follows from Equation (3.13).

Finally, we need a technical lemma which allows us to estimate the TV distance using

conditional samples. This lemma implies that if our algorithm does not find a violation, then

with high probability our estimate is close to the true distribution in TV distance.

Proposition 18 (Substitute for TV oracle). Let Pr[·] and P̂r[·] be two probability distributions

over observation sequences of length T . Suppose that for all t ∈ {0, . . . ,T} and observations

o ∈ O

Ex1,...,xt∼Pr[·]

[∣∣∣P̂r[o|x1, . . . ,xt ]−Pr[o|x1, . . . ,xt ]
∣∣∣]≤ ε .

Then

TV (Pr, P̂r) =
1
2 ∑

x1,...,xT

|(Pr[x1:T ]− P̂r[x1:T ])| ≤
(T +1)|O|ε

2

Since, Pr[·] might not be a probability distribution, we need to apply this proposition to a

probability distribution P̂r[·] that is close to Pr[·], which can be obtained by a simple construction.

These details and the proof of Proposition 18 are relatively straightforward and deferred to [55].
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Algorithm 2: Learning low rank distributions using conditional samples.
1 for sequence length t = 0,1,2, . . . ,T do
2 Build set Bt = {b1, . . . ,bn} of n observation sequences of length t using

Lemma 20.
3 Build empirical estimates q̂(bo) and Σ̂Bt (defined in Equation (3.17) and

Equation (3.16)) for each history b ∈ Bt , observations o ∈ O with m conditional
samples (see [55] for details).

4 Compute SVD of Σ̂Bt .
5 Let V̂t be the matrix of eigenvectors corresponding to eigenvalues > ∆/2.
6 Compute coefficients β̂ (b′io) for each observation o ∈ O and sequence b′i ∈ Bt−1

by solving:
β̂ (b′io) = argminz∥Σ̂Bt z− q̂(b′io)∥2

2 +λ∥z∥2
2.

7 Compute model parameters Âo,t−1 for each observation o ∈ O:

Âo,t−1 = V̂tV̂⊤
t

[
β̂ (b′1o) · · · β̂ (b′no)

]
P̂r[o|b′1] · · · 0

0 · · · 0
... . . . 0
0 0 P̂r[o|b′n]

V̂t−1V̂⊤
t−1.

(3.15)
8 Return model parameters {Âo,t}.

3.5 Learning with conditional samples

In this section, we prove Theorem 4

Theorem 4 (Learning with conditional samples). Let Pr[·] be any rank r distribution over

observation sequences of length T . Assume distribution Pr[·] has fidelity ∆∗. Pick any 0 <

ε,δ < 1. Then Algorithm 2 with access to a conditional sampling oracle runs in poly(r, T , O,

1/∆∗, 1/ε , log(1/δ )) time and returns an efficiently represented approximation P̂r[·] satisfying

TV(Pr, P̂r)≤ ε with probability at least 1−δ .

Throughout this section, we use the same notation as Section 3.3, the set of futures

Ft := OT−t .
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3.5.1 Algorithm

Algorithm pseudocode is displayed in Algorithm 2. The user furnishes ε , the accuracy

with which the distribution is to be learned; δ , a confidence parameter; ∆∗, the fidelity of the

distribution and r, the rank of the distribution. The parameters ∆,λ ,n and m are detailed in the

proof of Theorem 4 in [55].

As with the previous algorithm, Algorithm 2 relies on the efficient representation provided

by Proposition 16. First, the algorithm finds basis histories Bt for each t ∈ [T ]. As discussed in

Section 3.3, under the fidelity assumption, this is not particularly challenging and can be done by

sampling from the distribution. The remaining steps in the algorithm constitute a specialized

technique for estimating the operators Ao,t−1 specified in Proposition 16.

Our estimate Âo,t−1 is based on the formula for Ao,t−1 given in Equation (3.8) and

involves three components: (a) projection onto (an estimate of) the row space of Pr[Ft | Bt ], (b)

estimates of coefficients β (bo) and (c) estimates of probabilities Pr[o | b], where the latter two

are for bi ∈ Bt−1. Item (c) is straightforward using conditional samples. For item (a), we define

the “preconditioned matrix”

ΣBt := Pr[Ft | Bt ]
⊤D−1

t Pr[Ft | Bt ], (3.16)

where Dt is a |Ft |× |Ft | diagonal matrix with dt( f ) = 1
|Bt | ∑b∈Bt Pr[ f | b] on the diagonal. We

show in [55], how this matrix can be estimated using conditional samples. We project onto the

principal subspace of the estimated matrix, i.e., onto the span of the eigenvectors with eigenvalue

larger than ∆/2. These projections help with error propagation, as it eliminates errors that leave

the principal subspace.

For item (b), we estimate the coefficients β (bo) for b ∈ Bt−1 via linear regression. Using
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our preconditioner and the definition of the coefficients, we can see that the coefficients satisfy:

q(bo) = ΣBt β (bo) where q(bo) := Pr[Ft | Bt ]
⊤D−1

t Pr[Ft | bo] (3.17)

As with ΣBt , q(bo) can also be estimated using conditional samples (via the approach in [55]).

Moreover, our basis Bt will ensure that ∥β (bo)∥2 is bounded by a universal constant, so we

can use ridge regression to find estimates β̂ (bo). Then we can plug these into Equation (3.15)

to obtain estimates Âo,t−1. We return these matrices as the representation of our estimated

distribution.

3.5.2 Analysis

In the previous setting, when we had access to exact conditional probability oracle, the

main challenge was finding the bases. In contrast, now that we can only obtain samples, even if

we know the bases, we can only learn operators Ao,t approximately. As discussed in Section 3.3,

controlling estimation errors will require the notion of robust bases, which we define next.

Definition 19 (Robust bases). Bases {Bt}t∈[T ] for distribution Pr[·] are ∆-robust if for every

t ∈ [T ]:

σ+

(
Pr[Ft |Bt ]

⊤D−1
t Pr[Ft |Bt ]

)
≥ ∆

where σ+(M) denotes the minimum non-zero eigenvalue of M and Dt is a diagonal matrix of

size |Ft |× |Ft | with entries dt( f ) := 1
|Bt | ∑b∈Bt Pr[ f |b] on the diagonal.

A priori, it is unclear if such bases exists for arbitrary low rank distributions. Moreover,

even if robust bases exist, how do we find them? Our first lemma show how to find robust bases

for high fidelity distributions (Definition 13).

Lemma 20 (Finding robust bases). Assume distribution Pr[·] has rank r and fidelity ∆∗. Pick

0 < δ < 1. Let n = O(∆∗−8 log(r/δT )) and ∆ = Ω(∆∗−11/2 log(r/δT )). For each t ∈ [T ], let St
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be a random sample of size n of observation sequences of length t from distribution Pr[·]. Then,

with probability 1−δ , {St}t∈[T ] form ∆-robust bases for Pr[·].

We provide a proof in [55]. According to this lemma, a random sample from a high

fidelity distribution forms a robust basis for each t. With access to a ∆-robust basis Bt , we turn

to the issues of estimation and error analysis. First we study estimation of the preconditioned

quantities q(bo) and ΣBt used by the algorithm. Note that all entries of these vectors and matrices

are of the following form, where b∗ ∈ Bt and x is a history of length t:

s(b∗,x) = ∑
f∈Ft

Pr[ f |b∗]Pr[ f |x]
d( f )

.

We show such quantities can be estimated efficiently using conditional samples.

Lemma 21 (Estimating preconditioned quantities). Let {Bt}t∈[T ] be bases for distribution Pr[·]

where max0≤t≤T |Bt | ≤ n. Pick any 0 < ε,δ < 1. Fix b∗ ∈ Bt and x ∈ Ht . Then we can build

estimate ŝ(b∗,x) in poly(n, |O|,T,1/ε, log(1/δ )) time such that with probability 1−δ ,

|s(b∗,x)− ŝ(b∗,x)| ≤ ε .

We provide the estimation algorithm and a proof in [55]. Using this lemma, we can esti-

mate the operators Ao,t via Equation (3.15). The next lemma provides a precise characterization

of the estimation error for these operators.

Lemma 22 (Estimating operators). Assume the distribution Pr[·] has rank r and that {Bt}t∈[T ] are

∆-robust bases. Pick 0 < ε,δ < 1. Then, we can learn approximations Âo,t for all observations

o ∈ O and t ∈ [T ] in poly(r, |O|, T , 1/ε , 1/∆, log(1/δ )) time such that with probability 1−δ ,

for any unit vector v

(Âo,t −Ao,t)v = β (Bt+1)α(o,v)+V⊥
t+1α

⊥(o,v),
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where β (Bt+1) is a matrix with columns β (b) for b ∈ Bt+1, V⊥
t+1 is a matrix whose columns form

an orthonormal basis for the kernel of Pr[Ft+1|Bt+1]
⊤D−1

t+1 Pr[Ft+1|Bt+1], and the vectors α(o,v)

and α⊥(o,v) are ℓ1 bounded, i.e.,

max(∥α(o,v)∥1,∥α
⊥(o,v)∥1)≤ ε .

We provide the proof in [55]. As noted in Section 3.3, the main technical challenge is

in analyzing how the estimation error propagates to errors in induced distributions. Using this

structured error, we can show how to bound the TV distance between the induced distributions.

Lemma 23 (Perturbation argument). Assume for each sequence length t ∈ [T ] and observation

o ∈ O , we have an operator Âo,t which is close to Ao,t as defined above in Lemma 22. Let P̂r[·]

be a function over observation sequences of length T given by

P̂r[x1 . . .xT ] = ÂxT ,T−1 . . . Âx1,0

Then, the functions Pr[·] and P̂r[·] are close in TV distance:

TV(Pr, P̂r)≤ 2|O|T ε

This makes up the most technical component of our proof, and we give the formal proofs

in [55]. Together with previous lemmas, this proves our main theorem, Theorem 4.

3.6 Discussion

In this chapter we show how interactive access to hidden Markov models (and more

generally low rank distributions) can circumvent computational barriers to efficient learning. In

particular, we show that all low rank distributions with a certain fidelity property can be efficiently

learned assuming access to a conditional sampling oracle. In [55], we show that fidelity captures
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the assumptions considered in prior work on (non-interactive) learning of HMMs, specifically:

• Parity with noise admits bases Bt each of cardinality 2 with fidelity (1−2α2)/2, where α

is the noise parameter.

• Full rank HMMs, where T and O are full column rank, admit bases of size O with fidelity

bounded by the minimum singular value of the second moment matrix Pr[x2 = ·,x1 = ·].

This parameter also appears polynomially in the analysis of [46].

• The overcomplete setting of [88], where sequences of length logS are used for estimation,

admits bases of size S with fidelity 1/poly(S), matching their parameters.

Despite this, the reliance on the fidelity parameter is the main limitation of our results.

We believe this dependence is not necessary, which leads to the main open problem, Open

Problem 11. We close the chapter with some final remarks regarding this open problem.

As we have mentioned previously, although fidelity greatly simplifies the basis finding

aspect of our algorithm, it is not necessary for this part and refer the reader to [55] where we

give a general algorithm for basis finding. Indeed the only place where fidelity is required is in

our error propagation analysis, where our techniques require that operators Âo,t are estimated

in ℓ2 norm. In the general case, we will only be able to learn operators in the directions for

which the preconditioned matrix has large eigenvalues, and ideally we should be able to ignore

the directions with small eigenvalues. This strategy would work if we can show that ignoring

the small directions preserves the low rank property, which is the linear-algebraic analog of

approximating an HMM by one with fewer states. Unfortunately, we do not know if the latter

holds, and we believe this is the key challenge to resolving Open Problem 11. We look forward

to further progress on this problem.
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Chapter 4

Understanding algorithms in practice

4.1 Preliminaries

A (finite) Markov Decision Process (MDP) M = (S ,A ,P,r,γ,ρ) is specified by: a finite

state space S ; a finite action space A ; a transition model P where P(s′|s,a) is the probability of

transitioning into state s′ upon taking action a in state s; a reward function r : S ×A → [0,1]

where r(s,a) is the immediate reward associated with taking action a in state s; a discount factor

γ ∈ [0,1); a starting state distribution ρ over S .

A deterministic, stationary policy π : S → A specifies a decision-making strategy in

which the agent chooses actions adaptively based on the current state, i.e., at = π(st). The agent

may also choose actions according to a stochastic policy π : S → ∆(A ) (where ∆(A ) is the

probability simplex over A ), and, overloading notation, we write at ∼ π(·|st).

A policy induces a distribution over trajectories τ = (st ,at ,rt)
∞
t=0, where s0 is drawn

from the starting state distribution ρ , and, for all subsequent timesteps t, at ∼ π(·|st) and

st+1 ∼ P(·|st ,at). The value function V π : S → R is defined as the discounted sum of future

rewards starting at state s and executing π , i.e.

V π(s) := E

[
∞

∑
t=0

γ
tr(st ,at)|π,s0 = s

]
,

where the expectation is with respect to the randomness of the trajectory τ induced by π in M.
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Since we assume that r(s,a) ∈ [0,1], we have 0 ≤V π(s)≤ 1
1−γ

. We overload notation and define

V π(ρ) as the expected value under the initial state distribution ρ , i.e.

V π(ρ) := Es0∼ρ [V π(s0)].

The action-value (or Q-value) function Qπ : S ×A → R and the advantage function

Aπ : S ×A → R are defined as:

Qπ(s,a) = E

[
∞

∑
t=0

γ
tr(st ,at)|π,s0 = s,a0 = a

]
, Aπ(s,a) := Qπ(s,a)−V π(s) .

The goal of the agent is to find a policy π that maximizes the expected value from the

initial state, i.e. the optimization problem the agent seeks to solve is:

max
π

V π(ρ), (4.1)

where the max is over all policies. The famous theorem of [16] shows there exists a policy π⋆

which simultaneously maximizes V π(s0), for all states s0 ∈ S .

Policy Parameterizations. This work studies ascent methods for the optimization problem:

max
θ∈Θ

V πθ (ρ),

where {πθ |θ ∈ Θ} is some class of parametric (stochastic) policies. We consider a number of

different policy classes. The first two are complete in the sense that any stochastic policy can be

represented in the class. The final class may be restrictive. These classes are as follows:

• Direct parameterization: The policies are parameterized by

πθ (a|s) = θs,a, (4.2)
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where θ ∈ ∆(A )|S |, i.e. θ is subject to θs,a ≥ 0 and ∑a∈A θs,a = 1 for all s ∈ S and

a ∈ A .

• Softmax parameterization: For unconstrained θ ∈ R|S ||A |,

πθ (a|s) =
exp(θs,a)

∑a′∈A exp(θs,a′)
. (4.3)

The softmax parameterization is also complete.

• Restricted parameterizations: We also study parametric classes {πθ |θ ∈ Θ} that may not

contain all stochastic policies. In particular, we pay close attention to both log-linear policy

classes and neural policy classes (see [6]). Here, the best we may hope for is an agnostic

result where we do as well as the best policy in this class.

While the softmax parameterization is the more natural parametrization among the two complete

policy classes, it is also informative to consider the direct parameterization.

Non-Concavity. It is worth explicitly noting that V πθ (s) is non-concave in θ for both the

direct and the softmax parameterizations, so the standard tools of convex optimization are not

applicable. For completeness, we formalize this as follows (with a proof in [6], along with an

example in Figure 4.1):

Lemma 24. There is an MDP M (described in Figure 4.1) such that the optimization problem

V πθ (s) is not concave for both the direct and softmax parameterizations.

Policy gradients. In order to introduce these methods, it is useful to define the discounted state

visitation distribution dπ
s0

of a policy π as:

dπ
s0
(s) := (1− γ)

∞

∑
t=0

γ
tPrπ(st = s|s0), (4.4)
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0
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0

0 r > 0

0

Figure 4.1. (Non-concavity example) A de-
terministic MDP corresponding to Lemma
24 where V πθ (s) is not concave. Numbers
on arrows represent the rewards for each
action.

s0 s1 · · · sH sH+1

a1

a1 a1
a1

a2 a2

a3

a4
a3

a4

Figure 4.2. (Vanishing gradient example)
A deterministic, chain MDP of length H+2.
We consider a policy where π(a|si) = θsi,a
for i = 1,2, . . . ,H. Rewards are 0 every-
where other than r(sH+1,a1) = 1. See
Proposition 28.

where Prπ(st = s|s0) is the state visitation probability that st = s, after we execute π starting at

state s0. Again, we overload notation and write:

dπ
ρ (s) = Es0∼ρ

[
dπ

s0
(s)
]
,

where dπ
ρ is the discounted state visitation distribution under initial distribution ρ .

The policy gradient functional form (see e.g. [99, 91]) is then:

∇θV πθ (s0) =
1

1− γ
Es∼d

πθ
s0
Ea∼πθ (·|s)

[
∇θ logπθ (a|s)Qπθ (s,a)

]
. (4.5)

Furthermore, if we are working with a differentiable parameterization of πθ (·|s) that explicitly

constrains πθ (·|s) to be in the simplex, i.e. πθ ∈ ∆(A )|S | for all θ , then we also have:

∇θV πθ (s0) =
1

1− γ
Es∼d

πθ
s0
Ea∼πθ (·|s)

[
∇θ logπθ (a|s)Aπθ (s,a)

]
. (4.6)

Note the above gradient expression (Equation 4.6) does not hold for the direct parameterization,

while Equation 4.5 is valid. 1

1This is due to ∑a ∇θ πθ (a|s) = 0 not explicitly being maintained by the direct parameterization.
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The performance difference lemma. The following lemma is helpful throughout:

Lemma 25. (The performance difference lemma [54]) For all policies π,π ′ and states s0,

V π(s0)−V π ′
(s0) =

1
1− γ

Es∼dπ
s0
Ea∼π(·|s)

[
Aπ ′

(s,a)
]
.

For completeness, we provide a proof in [6].

The distribution mismatch coefficient. We often characterize the difficulty of the exploration

problem faced by our policy optimization algorithms when maximizing the objective V π(µ)

through the following notion of distribution mismatch coefficient.

Definition 26 (Distribution mismatch coefficient). Given a policy π and measures ρ,µ ∈ ∆(S ),

we refer to
∥∥∥dπ

ρ

µ

∥∥∥
∞

as the distribution mismatch coefficient of π relative to µ . Here,
dπ

ρ

µ
denotes

componentwise division.

We often instantiate this coefficient with µ as the initial state distribution used in a

policy optimization algorithm, ρ as the distribution to measure the sub-optimality of our pol-

icy (this is the start state distribution of interest), and where π above is often chosen to be

π⋆ ∈ argmaxπ∈ΠV π(ρ), given a policy class Π.

Notation. Following convention, we use V ⋆ and Q⋆ to denote V π⋆
and Qπ⋆

respectively. For

iterative algorithms which obtain policy parameters θ (t) at iteration t, we let π(t), V (t) and A(t)

denote the corresponding quantities parameterized by θ (t), i.e. π
θ (t) , V θ (t)

and Aθ (t)
, respectively.

For vectors u and v, we use u
v to denote the componentwise ratio; u ≥ v denotes a componentwise

inequality; we use the standard convention where ∥v∥2 =
√

∑i v2
i , ∥v∥1 = ∑i |vi|, and ∥v∥∞ =

maxi |vi|.
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Table 4.1. Iteration Complexities with Exact Gradients for the Tabular Case: A summary
of the number of iterations required by different algorithms to find a policy π such that V ⋆(s0)−
V π(s0)≤ ε for some fixed s0, assuming access to exact policy gradients.

Algorithm Iteration complexity

Projected Gradient Ascent on Simplex (Thm 5)
O
(

D2
∞|S ||A |
(1−γ)6ε2

)
Policy Gradient, softmax parameterization (Thm 6) asymptotic

Policy Gradient + log barrier regularization,
softmax parameterization (Cor 33)

O
(

D2
∞|S |2|A |2
(1−γ)6 ε2

)
Natural Policy Gradient (NPG),

softmax parameterization (Thm 8)
2

(1−γ)2ε

4.2 Our results

This chapter focuses on first-order and quasi second-order policy gradient methods

which directly work in the space of some parameterized policy class (rather than value-based

approaches). We characterize the computational, approximation, and sample size properties of

these methods in the context of a discounted Markov Decision Process (MDP). We focus on: 1)

tabular policy parameterizations, where there is one parameter per state-action pair so the policy

class is complete in that it contains the optimal policy, and 2) function approximation, where we

have a restricted class or parametric policies which may not contain the globally optimal policy.

Note that policy gradient methods for discrete action MDPs work in the space of stochastic

policies, which permits the policy class to be differentiable. We now discuss our contributions in

the both of these contexts.

Tabular case: We consider three algorithms: two of which are first order methods, projected

gradient ascent (on the simplex) and gradient ascent (with a softmax policy parameterization);

and the third algorithm, natural policy gradient ascent, can be viewed as a quasi second-order
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method (or preconditioned first-order method). Table 4.1 summarizes our main results in this

case: upper bounds on the number of iterations taken by these algorithms to find an ε-optimal

policy, when we have access to exact policy gradients.

Arguably, the most natural starting point for an analysis of policy gradient methods is

to consider directly doing gradient ascent on the policy simplex itself and then to project back

onto the simplex if the constraint is violated after a gradient update; we refer to this algorithm

as projected gradient ascent on the simplex. Using a notion of gradient domination [79], our

results provably show that any first-order stationary point of the value function results in an

approximately optimal policy, under certain regularity assumptions; this allows for a global

convergence analysis by directly appealing to standard results in the non-convex optimization

literature.

A more practical and commonly used parameterization is the softmax parameterization,

where the simplex constraint is explicitly enforced by the exponential parameterization, thus

avoiding projections. This work provides the first global convergence guarantees using only

first-order gradient information for the widely-used softmax parameterization. Our first result for

this parameterization establishes the asymptotic convergence of the policy gradient algorithm;

the analysis challenge here is that the optimal policy (which is deterministic) is attained by

sending the softmax parameters to infinity.

In order to establish a finite time convergence rate to optimality for the softmax parame-

terization, we then consider a log barrier regularizer and provide an iteration complexity bound

that is polynomial in all relevant quantities. Our use of the log barrier regularizer is critical to

avoiding the issue of gradients becomingly vanishingly small at suboptimal near-deterministic

policies, an issue of significant practical relevance. The log barrier regularizer can also be viewed

as using a relative entropy regularizer; here, we note the general approach of entropy based

regularization is common in practice (e.g. see [100, 68, 77, 3, 7]). One notable distinction,

which we discuss later, is that our analysis is for the log barrier regularization rather than the

entropy regularization.
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For these aforementioned algorithms, our convergence rates depend on the optimization

measure having coverage over the state space, as measured by the distribution mismatch coef-

ficient D∞ (see Table 4.1 caption). In particular, for the convergence rates shown in Table 4.1

(for the aforementioned algorithms), we assume that the optimization objective is the expected

(discounted) cumulative value where the initial state is sampled under some distribution, and D∞

is a measure of the coverage of this initial distribution. Furthermore, we provide a lower bound

that shows such a dependence is unavoidable for first-order methods, even when exact gradients

are available.

We then consider the Natural Policy Gradient (NPG) algorithm [53] (also see [15,

78]), which can be considered a quasi second-order method due to the use of its particular

preconditioner, and provide an iteration complexity to achieve an ε-optimal policy that is at most

2
(1−γ)2ε

iterations, improving upon the previous related results of [35, 41] (see Section 4.3). Note

the convergence rate has no dependence on the number of states or the number of actions, nor

does it depend on the distribution mismatch coefficient D∞. We provide a simple and concise

proof for the convergence rate analysis by extending the approach developed in [35], which

uses a mirror descent style of analysis [73, 27] and also handles the non-concavity of the policy

optimization problem.

This fast and dimension free convergence rate shows how the variable preconditioner in

the natural gradient method improves over the standard gradient ascent algorithm. The dimension

free aspect of this convergence rate is worth reflecting on, especially given the widespread use

of the natural policy gradient algorithm along with variants such as the Trust Region Policy

Optimization (TRPO) algorithm [84]; our results may help to provide analysis of a more general

family of entropy based algorithms (see for example [76]).

Function Approximation: We now summarize our results with regards to policy gradient meth-

ods in the setting where we work with a restricted policy class, which may not contain the optimal

policy. In this sense, these methods can be viewed as approximate methods. Table 4.2 provides
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Table 4.2. Overview of Approximate Methods: The suboptimality, V ⋆(s0)−V π(s0), after T
iterations for various approximate algorithms, which use different notions of approximation error
(sample complexities are not directly considered but instead may be thought of as part of ε1 and
εstat).

Algorithm Suboptimality
after T Iterations Relevant Quantities

Approx. Value/Policy Iteration
[17]

ε∞

(1−γ)2 +
γT

(1−γ)2 ε∞: ℓ∞ error of values

Approx. Value/Policy Iteration,
with concentrability

[72, 10]

C∞ε1
(1−γ)2 +

γT

(1−γ)2

ε1: an ℓ1 average error
C∞: concentrability

(max density ratio)

Conservative Policy Iteration
[54]

D∞ε1
(1−γ)2 +

1
(1−γ)

√
T

ε1: an ℓ1 average error
D∞: max density ratio

to opt., D∞ ≤C∞

Natural Policy Gradient
[6]

√
κεstat+D∞εapprox

(1−γ)3 +
1

(1−γ)
√

T

εstat: excess risk
εapprox: approx. error
κ: a condition number
D∞: max density ratio
to opt., D∞ ≤C∞

a summary along with the comparisons to some relevant approximate dynamic programming

methods.

A long line of work in the function approximation setting focuses on mitigating the

worst-case “ℓ∞” guarantees that are inherent to approximate dynamic programming methods [17]

(see the first row in Table 4.2). The reason to focus on average case guarantees is that it supports

the applicability of supervised machine learning methods to solve the underlying approximation

problem. This is because supervised learning methods, like classification and regression, typically

have bounds on the expected error under a distribution, as opposed to worst-case guarantees over

all possible inputs.

The existing literature largely consists of two lines of provable guarantees that attempt to

mitigate the explicit ℓ∞ error conditions of approximate dynamic programming: those methods
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which utilize a problem dependent parameter (the concentrability coefficient [72]) to provide

more refined dynamic programming guarantees (e.g. see [72, 92, 10, 36]) and those which work

with a restricted policy class, making incremental updates, such as Conservative Policy Iteration

(CPI) [54, 82], Policy Search by Dynamic Programming (PSDP) [14], and MD-MPI [41]. Both

styles of approaches give guarantees based on worst-case density ratios, i.e. they depend on a

maximum ratio between two different densities over the state space. As discussed in[81], the

assumptions in the latter class of algorithms are substantially weaker, in that the worst-case

density ratio only depends on the state visitation distribution of an optimal policy (also see

Table 4.2 caption and Section 4.3).

With regards to function approximation, our main contribution is in providing perfor-

mance bounds that, in some cases, have milder dependence on these density ratios. We precisely

quantify an approximation/estimation error decomposition relevant for the analysis of the natural

gradient method; this decomposition is stated in terms of the compatible function approximation

error as introduced in [91]. More generally, we quantify our function approximation results

in terms of a precisely quantified transfer error notion, based on approximation error under

distribution shift. Table 4.2 shows a special case of our convergence rates of NPG, which is

governed by four quantities: εstat, εapprox, κ , and D∞.

Let us discuss the important special case of log-linear policies (i.e. policies that take the

softmax of linear functions in a given feature space) where the relevant quantities are as follows:

εstat is a bound on the excess risk (the estimation error) in fitting linearly parameterized value

functions, which can be driven to 0 with more samples (at the usual statistical rate of O(1/
√

N)

where N is the number of samples); εapprox is the usual notion of average squared approximation

error where the target function may not be perfectly representable by a linear function; κ can be

upper bounded with an inverse dependence on the minimal eigenvalue of the feature covariance

matrix of the fitting measure (as such it can be viewed as a dimension dependent quantity but not

necessarily state dependent); and D∞ is as before.

For the realizable case, where all policies have values which are linear in the given
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features (such as in linear MDP models of [52, 101, 49]), we have that the approximation error

εapprox is 0. Here, our guarantees yield a fully polynomial and sample efficient convergence

guarantee, provided the condition number κ is bounded. Importantly, there always exists a good

(universal) initial measure that ensures κ is bounded by a quantity that is only polynomial in the

dimension of the features, d, as opposed to an explicit dependence on the size of the (infinite)

state space (see [6]). Such a guarantee would not be implied by algorithms which depend on the

coefficients C∞ or D∞.2

Our results are also suggestive that a broader class of incremental algorithms — such

as CPI [54], PSDP [14], and MD-MPI [41] which make small changes to the policy from one

iteration to the next — may also permit a sharper analysis, where the dependence of worst-case

density ratios can be avoided through an appropriate approximation/estimation decomposition;

this is an interesting direction for future work (a point which we return to in Section 4.6). One

significant advantage of NPG is that the explicit parametric policy representation in NPG (and

other policy gradient methods) leads to a succinct policy representation in comparison to CPI,

PSDP, or related boosting-style methods [82], where the representation complexity of the policy

of the latter class of methods grows linearly in the number of iterations (since these methods add

one policy to the ensemble per iteration). This representation complexity is likely why the latter

class of algorithms are less widely used in practice.

4.3 Related work

We now discuss related work, roughly in the order which reflects our presentation of

results in the previous section.

For the direct policy parameterization in the tabular case, we make use of a gradient

domination-like property, namely any first-order stationary point of the policy value is approxi-

2Bounding C∞ would require a restriction on the dynamics of the MDP (see [28] and Section 4.3). Bounding D∞

would require an initial state distribution that is constructed using knowledge of π⋆, through dπ⋆
. In contrast, κ can

be made O(d), with an initial state distribution that only depends on the geometry of the features (and does not
depend on any other properties of the MDP). See [6].
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mately optimal up to a distribution mismatch coefficient. A variant of this result also appears

in Theorem 2 of [82], which itself can be viewed as a generalization of the approach in [54].

In contrast to CPI [54] and the more general boosting-based approach in [82], we phrase this

approach as a Polyak-like gradient domination property [79] in order to directly allow for the

transfer of any advances in non-convex optimization to policy optimization in RL. More broadly,

it is worth noting the global convergence of policy gradients for Linear Quadratic Regulators [37]

also goes through a similar proof approach of gradient domination.

Empirically, the recent work of [7] studies entropy based regularization and shows the

value of regularization in policy optimization, even with exact gradients. This is related to our

use of the log barrier regularization.

For our convergence results of the natural policy gradient algorithm in the tabular setting,

there are close connections between our results and the works of [35, 41]. [35] provides provable

online regret guarantees in changing MDPs utilizing experts algorithms (also see [75, 1]); as a

special case, their MDP Experts Algorithm is equivalent to the natural policy gradient algorithm

with the softmax policy parameterization. While the convergence result due to [35] was not

specifically designed for this setting, it is instructive to see what it implies due to the close

connections between optimization and regret [27, 86]. The Mirror Descent-Modified Policy

Iteration (MD-MPI) algorithm [41] with negative entropy as the Bregman divergence results is

an identical algorithm as NPG for softmax parameterization in the tabular case; Corollary 3 [41]

applies to our updates, leading to a bound worse by a 1/(1− γ) factor and also has logarithmic

dependence on |A |. Our proof for this case is concise and may be of independent interest. Also

worth noting is the Dynamic Policy Programming of [13], which is an actor-critic algorithm

with a softmax parameterization; this algorithm, even though not identical, comes with similar

guarantees in terms of its rate (it is weaker in terms of an additional 1/(1− γ) factor) than the

NPG algorithm.

We now turn to function approximation, starting with a discussion of iterative algorithms

which make incremental updates in which the next policy is effectively constrained to be close to
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the previous policy, such as in CPI and PSDP [14]. Here, the work in [82] show how CPI is part

of broader family of boosting-style methods. Also, with regards to PSDP, the work in [81] shows

how PSDP actually enjoys an improved iteration complexity over CPI, namely O(log1/εopt)

vs. O(1/ε2
opt). It is worthwhile to note that both NPG and projected gradient ascent are also

incremental algorithms.

We now discuss the approximate dynamic programming results characterized in terms

of the concentrability coefficient. Broadly we use the term approximate dynamic programming

to refer to fitted value iteration, fitted policy iteration and more generally generalized policy

iteration schemes such as classification-based policy iteration as well, in addition to the classical

approximate value/policy iteration works. While the approximate dynamic programming results

typically require ℓ∞ bounded errors, which is quite stringent, the notion of concentrability (origi-

nally due to [71, 72]) permits sharper bounds in terms of average case function approximation

error, provided that the concentrability coefficient is bounded (e.g. see [72, 92, 10, 64]). [28]

provide a more detailed discussion on this quantity. Based on this problem dependent constant

being bounded, [72, 92], [10] and [64] provide meaningful sample size and error bounds for

approximate dynamic programming methods, where there is a data collection policy (under

which value-function fitting occurs) that induces a concentrability coefficient. In terms of the

concentrability coefficient C∞ and the “distribution mismatch coefficient” D∞ in Table 4.2 , we

have that D∞ ≤C∞, as discussed in [81] (also see the table caption). Also, as discussed in [28], a

finite concentrability coefficient is a restriction on the MDP dynamics itself, while a bounded

D∞ does not require any restrictions on the MDP dynamics. The more refined quantities defined

by [36] (for the approximate policy iteration result) partially alleviate some of these concerns,

but their assumptions still implicitly constrain the MDP dynamics, like the finiteness of the

concentrability coefficient.

Assuming bounded concentrability coefficient, there are a notable set of provable average

case guarantees for the MD-MPI algorithm [41] (see also [13, 83]), which are stated in terms of

various norms of function approximation error. MD-MPI is a class of algorithms for approximate
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planning under regularized notions of optimality in MDPs. Specifically, [41] analyze a family

of actor-critic style algorithms, where there are both approximate value functions updates and

approximate policy updates. As a consequence of utilizing approximate value function updates

for the critic, the guarantees of [41] are stated with dependencies on concentrability coefficients.

When dealing with function approximation, computational and statistical complexities

are relevant because they determine the effectiveness of approximate updates with finite samples.

With regards to sample complexity, the work in [92, 10] provide finite sample rates (as discussed

above), further generalized to actor-critic methods in [13, 83]. In our policy optimization ap-

proach, the analysis of both computational and statistical complexities are straightforward, since

we can leverage known statistical and computational results from the stochastic approximation

literature; in particular, we use the stochastic projected gradient ascent to obtain a simple, linear

time method for the critic estimation step in the natural policy gradient algorithm.

In terms of the algorithmic updates for the function approximation setting, our devel-

opment of NPG bears similarity to the natural actor-critic algorithm [78], for which some

asymptotic guarantees under finite concentrability coefficients are obtained in [19]. While both

updates seek to minimize the compatible function approximation error, we perform streaming

updates based on stochastic optimization using Monte Carlo estimates for values. In contrast [78]

utilize Least Squares Temporal Difference methods [24] to minimize the loss. As a consequence,

their updates additionally make linear approximations to the value functions in order to estimate

the advantages; our approach is flexible in allowing for wide family of smoothly differentiable

policy classes (including neural policies).

Finally, we remark on some concurrent works. The work of [18] provides gradient

domination-like conditions under which there is (asymptotic) global convergence to the optimal

policy. Their results are applicable to the projected gradient ascent algorithm; they are not

applicable to gradient ascent with the softmax parameterization (see the discussion in Section 4.5

herein for the analysis challenges). [18] also provide global convergence results beyond MDPs.

Also, [67] provide an analysis of the TRPO algorithm [84] with neural network parameterizations,
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which bears resemblance to our natural policy gradient analysis. In particular, [67] utilize ideas

from both [35] (with a mirror descent style of analysis) along with [26] (to handle approximation

with neural networks) to provide conditions under which TRPO returns a near optimal policy.

[67] do not explicitly consider the case where the policy class is not complete (i.e when there

is approximation). Another related work of [87] considers the TRPO algorithm and provides

theoretical guarantees in the tabular case; their convergence rates with exact updates are O(1/
√

T )

for the (unregularized) objective function of interest; they also provide faster rates on a modified

(regularized) objective function. They do not consider the case of infinite state spaces and function

approximation. The closely related recent papers [1, 2] also consider closely related algorithms

to the Natural Policy Gradient approach studied here, in an infinite horizon, average reward

setting. Specifically, the EE-POLITEX algorithm is closely related to the Q-NPG algorithm

which we study in [6], though our approach is in the discounted setting. We adopt the name

Q-NPG to capture its close relationship with the NPG algorithm, with the main difference being

the use of function approximation for the Q-function instead of advantages. We refer the reader

to [6] for more discussion of the technical differences between the two works.

4.4 Warmup: Constrained tabular parameterization

Our starting point is, arguably, the simplest first-order method: we directly take gradient

ascent updates on the policy simplex itself and then project back onto the simplex if the constraints

are violated after a gradient update. This algorithm is projected gradient ascent on the direct

policy parametrization of the MDP, where the parameters are the state-action probabilities, i.e.

θs,a = πθ (a|s) (see (4.2)). As noted in Lemma 24, V πθ (s) is non-concave in the parameters πθ .

Here, we first prove that V πθ (µ) satisfies a Polyak-like gradient domination condition [79], and

this tool helps in providing convergence rates. The basic approach was also used in the analysis

of CPI [54]; related gradient domination-like lemmas also appeared in [82].

It is instructive to consider this special case due to the connections it makes to the non-
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convex optimization literature. We also provide a lower bound that rules out algorithms whose

runtime appeals to the curvature of saddle points (e.g. [74, 40, 50]).

For the direct policy parametrization where θs,a = πθ (a|s), the gradient is:

∂V π(µ)

∂π(a|s)
=

1
1− γ

dπ
µ(s)Q

π(s,a), (4.7)

using (4.5). In particular, for this parameterization, we may write ∇πV π(µ) instead of ∇θV πθ (µ).

4.4.1 Gradient domination

Informally, we say a function f (θ) satisfies a gradient domination property if for all

θ ∈ Θ,

f (θ ⋆)− f (θ) = O(G(θ)),

where θ ⋆ ∈ argmaxθ ′∈Θ f (θ ′) and where G(θ) is some suitable scalar notion of first-order

stationarity, which can be considered a measure of how large the gradient is (see [58, 23,

11]). Thus if one can find a θ that is (approximately) a first-order stationary point, then the

parameter θ will be near optimal (in terms of function value). Such conditions are a standard

device to establishing global convergence in non-convex optimization, as they effectively rule

out the presence of bad critical points. In other words, given such a condition, quantifying

the convergence rate for a specific algorithm, like say projected gradient ascent, will require

quantifying the rate of its convergence to a first-order stationary point, for which one can invoke

standard results from the optimization literature.

The following lemma shows that the direct policy parameterization satisfies a notion of

gradient domination. This is the basic approach used in the analysis of CPI [54]; a variant of this

lemma also appears in [82]. We give a proof for completeness.

Even though we are interested in the value V π(ρ), it is helpful to consider the gradient

with respect to another state distribution µ ∈ ∆(S ).
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Lemma 27 (Gradient domination). For the direct policy parameterization (as in (4.2)), for all

state distributions µ,ρ ∈ ∆(S ), we have

V ⋆(ρ)−V π(ρ) ≤

∥∥∥∥∥dπ⋆

ρ

dπ
µ

∥∥∥∥∥
∞

max
π̄

(π̄ −π)⊤∇πV π(µ)

≤ 1
1− γ

∥∥∥∥∥dπ⋆

ρ

µ

∥∥∥∥∥
∞

max
π̄

(π̄ −π)⊤∇πV π(µ),

where the max is over the set of all policies, i.e. π̄ ∈ ∆(A )|S |.

Before we provide the proof, a few comments are in order with regards to the performance

measure ρ and the optimization measure µ . Subtly, note that although the gradient is with respect

to V π(µ), the final guarantee applies to all distributions ρ . The significance is that even though

we may be interested in our performance under ρ , it may be helpful to optimize under the

distribution µ . To see this, note the lemma shows that a sufficiently small gradient magnitude in

the feasible directions implies the policy is nearly optimal in terms of its value, but only if the

state distribution of π , i.e. dπ
µ , adequately covers the state distribution of some optimal policy π⋆.

Here, it is also worth recalling the theorem of [16] which shows there exists a single policy π⋆

that is simultaneously optimal for all starting states s0. Note that the hardness of the exploration

problem is captured through the distribution mismatch coefficient (Definition 26).

of Lemma 27. By the performance difference lemma (Lemma 25),

V ⋆(ρ)−V π(ρ) =
1

1− γ
∑
s,a

dπ⋆

ρ (s)π⋆(a|s)Aπ(s,a)

≤ 1
1− γ

∑
s,a

dπ⋆

ρ (s)max
ā

Aπ(s, ā)

=
1

1− γ
∑
s

dπ⋆

ρ (s)

dπ
µ(s)

·dπ
µ(s)max

ā
Aπ(s, ā)

≤ 1
1− γ

(
max

s

dπ⋆

ρ (s)

dπ
µ(s)

)
∑
s

dπ
µ(s)max

ā
Aπ(s, ā), (4.8)
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where the last inequality follows since maxā Aπ(s, ā)≥ 0 for all states s and policies π . We wish

to upper bound (4.8). We then have:

∑
s

dπ
µ(s)

1− γ
max

ā
Aπ(s, ā) = max

π̄∈∆(A )|S |∑s,a

dπ
µ(s)

1− γ
π̄(a|s)Aπ(s,a)

= max
π̄∈∆(A )|S |∑s,a

dπ
µ(s)

1− γ
(π̄(a|s)−π(a|s))Aπ(s,a)

= max
π̄∈∆(A )|S |∑s,a

dπ
µ(s)

1− γ
(π̄(a|s)−π(a|s))Qπ(s,a)

= max
π̄∈∆(A )|S |

(π̄ −π)⊤∇πV π(µ)

where the first step follows since maxπ̄ is attained at an action which maximizes Aπ(s, ·)

(per state); the second step follows as ∑a π(a|s)Aπ(s,a) = 0; the third step uses ∑a(π̄(a|s)−

π(a|s))V π(s) = 0 for all s; and the final step follows from the gradient expression (see (4.7)).

Using this in (4.8),

V ⋆(ρ)−V π(ρ)≤

∥∥∥∥∥dπ⋆

ρ

dπ
µ

∥∥∥∥∥
∞

max
π̄∈∆(A )|S |

(π̄ −π)⊤∇πV π(µ)

≤ 1
1− γ

∥∥∥∥∥dπ⋆

ρ

µ

∥∥∥∥∥
∞

max
π̄∈∆(A )|S |

(π̄ −π)⊤∇πV π(µ).

where the last step follows due to max
π̄∈∆(A )|S | (π̄ −π)⊤∇πV π(µ) ≥ 0 for any policy π and

dπ
µ(s)≥ (1− γ)µ(s) (see (4.4)).

In a sense, the use of an appropriate µ circumvents the issues of strategic exploration. It

is natural to ask whether this additional term is necessary, a question which we return to. First,

we provide a convergence rate for the projected gradient ascent algorithm.

4.4.2 Convergence rates for projected gradient ascent

Using this notion of gradient domination, we now give an iteration complexity bound for

projected gradient ascent over the space of stochastic policies, i.e. over ∆(A )|S |. The projected
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gradient ascent algorithm updates

π
(t+1) = P

∆(A )|S|(π
(t)+η∇πV (t)(µ)), (4.9)

where P
∆(A )|S | is the projection onto ∆(A )|S | in the Euclidean norm.

Theorem 5. The projected gradient ascent algorithm (4.9) on V π(µ) with stepsize η = (1−γ)3

2γ|A |

satisfies for all distributions ρ ∈ ∆(S ),

min
t<T

{
V ⋆(ρ)−V (t)(ρ)

}
≤ ε whenever T >

64γ|S ||A |
(1− γ)6ε2

∥∥∥∥∥dπ⋆

ρ

µ

∥∥∥∥∥
2

∞

.

A proof is provided in [6]. The proof first invokes a standard iteration complexity

result of projected gradient ascent to show that the gradient magnitude with respect to all

feasible directions is small. More concretely, we show the policy is ε-stationary3, that is, for all

πθ +δ ∈ ∆(A )|S | and ∥δ∥2 ≤ 1, δ⊤∇πV πθ (µ)≤ ε . We then use Lemma 27 to complete the

proof.

Note that the guarantee we provide is for the best policy found over the T rounds, which

we obtain from a bound on the average norm of the gradients. This type of a guarantee is standard

in the non-convex optimization literature, where an average regret bound cannot be used to

extract a single good solution, e.g. by averaging. In the context of policy optimization, this is not

a serious limitation as we collect on-policy trajectories for each policy in doing sample-based

gradient estimation, and these samples can be also used to estimate the policy’s value. Note that

the evaluation step is not required for every policy, and can also happen on a schedule, though

we still need to evaluate O(T ) policies to obtain the convergence rates described here.

3See [6] for discussion on this definition.
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4.4.3 Lower bound: Vanishing gradients and saddle points

To understand the necessity of the distribution mismatch coefficient in Lemma 27 and

Theorem 5, let us first give an informal argument that some condition on the state distribution

of π , or equivalently µ , is necessary for stationarity to imply optimality. For example, in a

sparse-reward MDP (where the agent is only rewarded upon visiting some small set of states), a

policy that does not visit any rewarding states will have zero gradient, even though it is arbitrarily

suboptimal in terms of values. Below, we give a more quantitative version of this intuition, which

demonstrates that even if π chooses all actions with reasonable probabilities (and hence the agent

will visit all states if the MDP is connected), then there is an MDP where a large fraction of the

policies π have vanishingly small gradients, and yet these policies are highly suboptimal in terms

of their value.

Concretely, consider the chain MDP of length H +2 shown in Figure 4.2. The starting

state of interest is state s0 and the discount factor γ =H/(H+1). Suppose we work with the direct

parameterization, where πθ (a|s) = θs,a for a = a1,a2,a3 and πθ (a4|s) = 1−θs,a1 −θs,a2 −θs,a3 .

Note we do not over-parameterize the policy. For this MDP and policy structure, if we were to

initialize the probabilities over actions, say deterministically, then there is an MDP (obtained by

permuting the actions) where all the probabilities for a1 will be less than 1/4.

The following result not only shows that the gradient is exponentially small in H, it also

shows that many higher order derivatives, up to O(H/ logH), are also exponentially small in H.

Proposition 28 (Vanishing gradients at suboptimal parameters). Consider the chain MDP of Fig-

ure 4.2, with H+2 states, γ =H/(H+1), and with the direct policy parameterization (with 3|S |

parameters, as described in the text above). Suppose θ is such that 0 < θ < 1 (componentwise)

and θs,a1 < 1/4 (for all states s). For all k ≤ H
40log(2H) −1, we have ∥∇k

θ
V πθ (s0)∥ ≤ (1/3)H/4,

where ∇k
θ
V πθ (s0) is a tensor of the kth order derivatives of V πθ (s0) and the norm is the operator

norm of the tensor.4 Furthermore, V ⋆(s0)−V πθ (s0)≥ (H +1)/8− (H +1)2/3H .

4The operator norm of a kth-order tensor J ∈ Rd⊗k
is defined as supu1,...,uk∈Rd : ∥ui∥2=1⟨J,u1 ⊗ . . .⊗ud⟩.
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This lemma also suggests that results in the non-convex optimization literature, on

escaping from saddle points, e.g. [74, 40, 50], do not directly imply global convergence due to

that the higher order derivatives are small.

Remark 29. (Exact vs. Approximate Gradients) The chain MDP of Figure 4.2, is a common

example where sample based estimates of gradients will be 0 under random exploration strategies;

there is an exponentially small in H chance of hitting the goal state under a random exploration

strategy. Note that this lemma is with regards to exact gradients. This suggests that even with

exact computations (along with using exact higher order derivatives) we might expect numerical

instabilities.

Remark 30. (Comparison with the upper bound) The lower bound does not contradict the upper

bound of Theorem 27 (where a small gradient is turned into a small policy suboptimality bound),

as the distribution mismatch coefficient, as defined in Definition 26, could be infinite in the chain

MDP of Figure 4.2, since the start-state distribution is concentrated on one state only. More

generally, for any policy with θs,a1 < 1/4 in all states s,
∥∥∥∥ dπ⋆

ρ

d
πθ
ρ

∥∥∥∥
∞

= Ω(4H).

Remark 31. (Comparison with information-theoretic lower bounds) The lower bound here is

not information theoretic, in that it does not present a hard problem instance for all algorithms.

Indeed, exploration algorithms for tabular MDPs starting from E3 [60], RMAX [25] and several

subsequent works yield polynomial sample complexities for the chain MDP. Proposition 28

should be interpreted as a hardness result for the specific class of policy gradient like approaches

that search for a policy with a small policy gradient, as these methods will find the initial

parameters to be valid in terms of the size of (several orders of) gradients. In particular, it

precludes any meaningful claims on global optimality, based just on the size of the policy

gradients, without additional assumptions as discussed in the previous remark.

The proof is provided in [6]. The lemma illustrates that lack of good exploration can

indeed be detrimental in policy gradient algorithms, since the gradient can be small either due
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to π being near-optimal, or, simply because π does not visit advantageous states often enough.

In this sense, it also demonstrates the necessity of the distribution mismatch coefficient in

Lemma 27.

4.5 Softmax tabular parameterization

We now consider the softmax policy parameterization (4.3). Here, we still have a non-

concave optimization problem in general, as shown in Lemma 24, though we do show that global

optimality can be reached under certain regularity conditions. From a practical perspective,

the softmax parameterization of policies is preferable to the direct parameterization, since the

parameters θ are unconstrained and standard unconstrained optimization algorithms can be

employed. However, optimization over this policy class creates other challenges as we study in

this section, as the optimal policy (which is deterministic) is attained by sending the parameters

to infinity.

We study three algorithms for this problem. The first performs direct policy gradient

ascent on the objective without modification, while the second adds a log barrier regularizer to

keep the parameters from becoming too large, as a means to ensure adequate exploration. Finally,

we study the natural policy gradient algorithm and establish a global optimality result with no

dependence on the distribution mismatch coefficient or dimension-dependent factors.

For the softmax parameterization, the gradient takes the form:

∂V πθ (µ)

∂θs,a
=

1
1− γ

dπθ
µ (s)πθ (a|s)Aπθ (s,a) (4.10)

(see [6] for a proof).

4.5.1 Asymptotic convergence, without regularization

Due to the exponential scaling with the parameters θ in the softmax parameterization,

any policy that is nearly deterministic will have gradients close to 0. In spite of this difficulty, we
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provide a positive result that gradient ascent asymptotically converges to the global optimum for

the softmax parameterization.

The update rule for gradient ascent is:

θ
(t+1) = θ

(t)+η∇θV (t)(µ). (4.11)

Theorem 6 (Global convergence for softmax parameterization). Assume we follow the gradient

ascent update rule as specified in Equation (4.11) and that the distribution µ is strictly positive i.e.

µ(s)> 0 for all states s. Suppose η ≤ (1−γ)3

8 , then we have that for all states s, V (t)(s)→V ⋆(s)

as t → ∞.

Remark 32. (Strict positivity of µ and exploration) Theorem 6 assumed that optimization

distribution µ was strictly positive, i.e. µ(s)> 0 for all states s. We leave it is an open question

of whether or not gradient ascent will globally converge if this condition is not met. The concern

is that if this condition is not met, then gradient ascent may not globally converge due to that

dπθ
µ (s) effectively scales down the learning rate for the parameters associated with state s (see

(4.10)).

The complete proof is provided in [6]. We now discuss the subtleties in the proof and

show why the softmax parameterization precludes a direct application of the gradient domination

lemma. In order to utilize the gradient domination property (in Lemma 27), we would desire to

show that: ∇πV π(µ)→ 0. However, using the functional form of the softmax parameterization

and (4.7), we have that:

∂V πθ (µ)

∂θs,a
=

1
1− γ

dπθ
µ (s)πθ (a|s)Aπθ (s,a) = πθ (a|s)

∂V πθ (µ)

∂πθ (a|s)
.

Hence, we see that even if ∇θV πθ (µ)→ 0, we are not guaranteed that ∇πV πθ (µ)→ 0.

We now briefly discuss the main technical challenges in the proof. The proof first shows

that the sequence V (t)(s) is monotone increasing pointwise, i.e. for every state s, V (t+1)(s) ≥
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V (t)(s). This implies the existence of a limit V (∞)(s) by the monotone convergence theorem.

Based on the limiting quantities V (∞)(s) and Q(∞)(s,a), which we show exist, define the following

limiting sets for each state s:

Is
0 := {a|Q(∞)(s,a) =V (∞)(s)}

Is
+ := {a|Q(∞)(s,a)>V (∞)(s)}

Is
− := {a|Q(∞)(s,a)<V (∞)(s)} .

The challenge is to then show that, for all states s, the set Is
+ is the empty set, which would

immediately imply V (∞)(s) = V ⋆(s). The proof proceeds by contradiction, assuming that Is
+

is non-empty. Using that Is
+ is non-empty and that the gradient tends to zero in the limit, i.e.

∇θV πθ (µ) → 0, we have that for all a ∈ Is
+, π(t)(a|s) → 0 (see (4.10)). This, along with the

functional form of the softmax parameterization, implies that there must be divergence (in

magnitude) among the set of parameters associated with some action a at state s, i.e. that

maxa∈A |θ (t)
s,a | → ∞. The primary technical challenge in the proof is to then use this divergence,

along with the dynamics of gradient ascent, to show that Is
+ is empty via a contradiction.

We leave it as a question for future work as to characterizing the convergence rate, which

we conjecture is exponentially slow in some of the relevant quantities, such as in terms of the

size of state space. Here, we turn to a regularization based approach to ensure convergence at a

polynomial rate in all relevant quantities.

4.5.2 Polynomial convergence with log barrier regularization

Due to the exponential scaling with the parameters θ , policies can rapidly become

near deterministic, when optimizing under the softmax parameterization, which can result in

slow convergence. Indeed a key challenge in the asymptotic analysis in the previous section

was to handle the growth of the absolute values of parameters as they tend to infinity. A

common practical remedy for this is to use entropy-based regularization to keep the probabilities
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from getting too small [100, 68], and we study gradient ascent on a similarly regularized

objective in this section. Recall that the relative-entropy for distributions p and q is defined as:

KL(p,q) := Ex∼p[− logq(x)/p(x)]. Denote the uniform distribution over a set X by UnifX ,

and define the following log barrier regularized objective as:

Lλ (θ) := V πθ (µ)−λ Es∼UnifS

[
KL(UnifA ,πθ (·|s))

]
= V πθ (µ)+

λ

|S | |A |∑s,a
logπθ (a|s)+λ log |A | , (4.12)

where λ is a regularization parameter. The constant (i.e. the last term) is not relevant with

regards to optimization. This regularizer is different from the more commonly utilized entropy

regularizer as in [68], a point which we return to in Remark 34.

The policy gradient ascent updates for Lλ (θ) are given by:

θ
(t+1) = θ

(t)+η∇θ Lλ (θ
(t)). (4.13)

Our next theorem shows that approximate first-order stationary points of the entropy-regularized

objective are approximately globally optimal, provided the regularization is sufficiently small.

Theorem 7. (Log barrier regularization) Suppose θ is such that:

∥∇θ Lλ (θ)∥2 ≤ εopt

and εopt ≤ λ/(2|S | |A |). Then we have that for all starting state distributions ρ:

V πθ (ρ) ≥ V ⋆(ρ)− 2λ

1− γ

∥∥∥∥∥dπ⋆

ρ

µ

∥∥∥∥∥
∞

.

Proof. The proof consists of showing that maxa Aπθ (s,a)≤ 2λ/(µ(s)|S |) for all states. To see
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that this is sufficient, observe that by the performance difference lemma (Lemma 25),

V ⋆(ρ)−V πθ (ρ) =
1

1− γ
∑
s,a

dπ⋆

ρ (s)π⋆(a|s)Aπθ (s,a)

≤ 1
1− γ

∑
s

dπ⋆

ρ (s)max
a∈A

Aπθ (s,a)

≤ 1
1− γ

∑
s

2dπ⋆

ρ (s)λ/(µ(s)|S |)

≤ 2λ

1− γ
max

s

(
dπ⋆

ρ (s)

µ(s)

)
.

which would then complete the proof.

We now proceed to show that maxa Aπθ (s,a) ≤ 2λ/(µ(s)|S |). For this, it suffices to

bound Aπθ (s,a) for any state-action pair s,a where Aπθ (s,a)≥ 0 else the claim is trivially true.

Consider an (s,a) pair such that Aπθ (s,a) > 0. Using the policy gradient expression for the

softmax parameterization,

∂Lλ (θ)

∂θs,a
=

1
1− γ

dπθ
µ (s)πθ (a|s)Aπθ (s,a)+

λ

|S |

(
1

|A |
−πθ (a|s)

)
. (4.14)

The gradient norm assumption ∥∇θ Lλ (θ)∥2 ≤ εopt implies that:

εopt ≥
∂Lλ (θ)

∂θs,a
=

1
1− γ

dπθ
µ (s)πθ (a|s)Aπθ (s,a)+

λ

|S |

(
1

|A |
−πθ (a|s)

)
≥ λ

|S |

(
1

|A |
−πθ (a|s)

)
,

where we have used Aπθ (s,a)≥ 0. Rearranging and using our assumption εopt ≤ λ/(2|S | |A |),

πθ (a|s)≥
1

|A |
−

εopt|S |
λ

≥ 1
2|A |

.
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Solving for Aπθ (s,a) in (4.14), we have:

Aπθ (s,a) =
1− γ

dπθ
µ (s)

(
1

πθ (a|s)
∂Lλ (θ)

∂θs,a
+

λ

|S |

(
1− 1

πθ (a|s)|A |

))
≤ 1− γ

dπθ
µ (s)

(
2|A |εopt +

λ

|S |

)
≤ 2

1− γ

dπθ
µ (s)

λ

|S |
≤ 2λ/(µ(s)|S |) ,

where the penultimate step uses εopt ≤ λ/(2|S | |A |) and the final step uses dπθ
µ (s)≥ (1−γ)µ(s).

This completes the proof.

By combining the above theorem with standard results on the convergence of gradient

ascent (to first order stationary points), we obtain the following corollary.

Corollary 33. (Iteration complexity with log barrier regularization) Let βλ := 8γ

(1−γ)3 +
2λ

|S | .

Starting from any initial θ (0), consider the updates (4.13) with λ = ε(1−γ)

2

∥∥∥∥∥ dπ⋆
ρ

µ

∥∥∥∥∥
∞

and η = 1/βλ . Then

for all starting state distributions ρ , we have

min
t<T

{
V ⋆(ρ)−V (t)(ρ)

}
≤ ε whenever T ≥ 320|S |2|A |2

(1− γ)6 ε2

∥∥∥∥∥dπ⋆

ρ

µ

∥∥∥∥∥
2

∞

.

See [6] for the proof. The corollary shows the importance of balancing how the regular-

ization parameter λ is set relative to the desired accuracy ε , as well as the importance of the

initial distribution µ to obtain global optimality.

Remark 34. (Entropy vs. log barrier regularization) The more commonly considered regularizer

is the entropy [68] (also see [7] for a more detailed empirical investigation), where the regularizer

would be:
1

|S |∑s
H(πθ (·|s)) =

1
|S |∑s

∑
a
−πθ (a|s) logπθ (a|s).
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Note the entropy is far less aggressive in penalizing small probabilities, in comparison to the log

barrier, which is equivalent to the relative entropy. In particular, the entropy regularizer is always

bounded between 0 and log |A |, while the relative entropy (against the uniform distribution over

actions), is bounded between 0 and infinity, where it tends to infinity as probabilities tend to

0. We leave it is an open question if a polynomial convergence rate 5 is achievable with the

more common entropy regularizer; our polynomial convergence rate using the KL regularizer

crucially relies on the aggressive nature in which the relative entropy prevents small probabilities

(the proof shows that any action, with a positive advantage, has a significant probability for any

near-stationary policy of the regularized objective).

4.5.3 Dimension-free convergence of Natural Policy Gradient Ascent

We now show the Natural Policy Gradient algorithm, with the softmax parameteriza-

tion (4.3), obtains an improved iteration complexity. The NPG algorithm defines a Fisher

information matrix (induced by π), and performs gradient updates in the geometry induced by

this matrix as follows:

Fρ(θ) = Es∼d
πθ
ρ

Ea∼πθ (·|s)

[
∇θ logπθ (a|s)

(
∇θ logπθ (a|s)

)⊤]
θ
(t+1) = θ

(t)+ηFρ(θ
(t))†

∇θV (t)(ρ), (4.15)

where M† denotes the Moore-Penrose pseudoinverse of the matrix M. Throughout this section,

we restrict to using the initial state distribution ρ ∈ ∆(S ) in our update rule in (4.15) (so our

optimization measure µ and the performance measure ρ are identical). Also, we restrict attention

to states s ∈ S reachable from ρ , since, without loss of generality, we can exclude states that are

not reachable under this start state distribution6.

We leverage a particularly convenient form the update takes for the softmax parameteri-

5Here, ideally we would like to be poly in |S |, |A |, 1/(1− γ), 1/ε , and the distribution mismatch coefficient,
which we conjecture may not be possible.

6Specifically, we restrict the MDP to the set of states {s ∈ S : ∃π such that dπ
ρ (s)> 0}.
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zation (see [53]). For completeness, we provide a proof in [6].

Lemma 35. (NPG as soft policy iteration) For the softmax parameterization (4.3), the NPG

updates (4.15) take the form:

θ
(t+1) = θ

(t)+
η

1− γ
A(t) and π

(t+1)(a|s) = π
(t)(a|s)exp(ηA(t)(s,a)/(1− γ))

Zt(s)
,

where Zt(s) = ∑a∈A π(t)(a|s)exp(ηA(t)(s,a)/(1− γ)).

The updates take a strikingly simple form in this special case; they are identical to

the classical multiplicative weights updates [39, 27] for online linear optimization over the

probability simplex, where the linear functions are specified by the advantage function of the

current policy at each iteration. Notably, there is no dependence on the state distribution d(t)
ρ ,

since the pseudoinverse of the Fisher information cancels out the effect of the state distribution

in NPG. We now provide a dimension free convergence rate of this algorithm.

Theorem 8 (Global convergence for NPG). Suppose we run the NPG updates (4.15) using

ρ ∈ ∆(S ) and with θ (0) = 0. Fix η > 0. For all T > 0, we have:

V (T )(ρ)≥V ∗(ρ)− log |A |
ηT

− 1
(1− γ)2T

.

In particular, setting η ≥ (1− γ)2 log |A |, we see that NPG finds an ε-optimal policy in

a number of iterations that is at most:

T ≤ 2
(1− γ)2ε

,

which has no dependence on the number of states or actions, despite the non-concavity of the

underlying optimization problem.
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The proof strategy we take borrows ideas from the online regret framework in changing

MDPs (in [35]); here, we provide a faster rate of convergence than the analysis implied by [35]

or by [41]. We also note that while this proof is obtained for the NPG updates, it is known in the

literature that in the limit of small stepsizes, NPG and TRPO updates are closely related (e.g. see

[84, 76, 80]).

First, the following improvement lemma is helpful:

Lemma 36 (Improvement lower bound for NPG). For the iterates π(t) generated by the NPG

updates (4.15), we have for all starting state distributions µ

V (t+1)(µ)−V (t)(µ)≥ (1− γ)

η
Es∼µ logZt(s)≥ 0.

Proof. First, let us show that logZt(s)≥ 0. To see this, observe:

logZt(s) = log∑
a

π
(t)(a|s)exp(ηA(t)(s,a)/(1− γ))

≥ ∑
a

π
(t)(a|s) logexp(ηA(t)(s,a)/(1− γ)) =

η

1− γ
∑
a

π
(t)(a|s)A(t)(s,a) = 0.

where the inequality follows by Jensen’s inequality on the concave function logx and the final

equality uses ∑a π(t)(a|s)A(t)(s,a) = 0. Using d(t+1) as shorthand for d(t+1)
µ , the performance

difference lemma implies:

V (t+1)(µ)−V (t)(µ) =
1

1− γ
Es∼d(t+1) ∑

a
π
(t+1)(a|s)A(t)(s,a)

=
1
η
Es∼d(t+1) ∑

a
π
(t+1)(a|s) log

π(t+1)(a|s)Zt(s)
π(t)(a|s)

=
1
η
Es∼d(t+1)KL(π(t+1)

s ||π(t)
s )+

1
η
Es∼d(t+1) logZt(s)

≥ 1
η
Es∼d(t+1) logZt(s)≥

1− γ

η
Es∼µ logZt(s),

where the last step uses that d(t+1) = d(t+1)
µ ≥ (1− γ)µ , componentwise (by (4.4)), and that
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logZt(s)≥ 0.

With this lemma, we now prove Theorem 8.

of Theorem 8. Since ρ is fixed, we use d⋆ as shorthand for dπ⋆

ρ ; we also use πs as shorthand for

the vector of π(·|s). By the performance difference lemma (Lemma 25),

V π⋆
(ρ)−V (t)(ρ) =

1
1− γ

Es∼d⋆ ∑
a

π
⋆(a|s)A(t)(s,a)

=
1
η
Es∼d⋆ ∑

a
π
⋆(a|s) log

π(t+1)(a|s)Zt(s)
π(t)(a|s)

=
1
η
Es∼d⋆

(
KL(π⋆

s ||π
(t)
s )−KL(π⋆

s ||π
(t+1)
s )+∑

a
π
∗(a|s) logZt(s)

)
=

1
η
Es∼d⋆

(
KL(π⋆

s ||π
(t)
s )−KL(π⋆

s ||π
(t+1)
s )+ logZt(s)

)
,

where we have used the closed form of our updates from Lemma 35 in the second step.

By applying Lemma 36 with d⋆ as the starting state distribution, we have:

1
η
Es∼d⋆ logZt(s)≤

1
1− γ

(
V (t+1)(d⋆)−V (t)(d⋆)

)

which gives us a bound on Es∼d⋆ logZt(s).

Using the above equation and that V (t+1)(ρ) ≥ V (t)(ρ) (as V (t+1)(s) ≥ V (t)(s) for all
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states s by Lemma 36), we have:

V π⋆
(ρ)−V (T−1)(ρ)≤ 1

T

T−1

∑
t=0

(V π⋆
(ρ)−V (t)(ρ))

≤ 1
ηT

T−1

∑
t=0

Es∼d⋆(KL(π⋆
s ||π

(t)
s )−KL(π⋆

s ||π
(t+1)
s ))+

1
ηT

T−1

∑
t=0

Es∼d⋆ logZt(s)

≤ Es∼d⋆KL(π⋆
s ||π(0))

ηT
+

1
(1− γ)T

T−1

∑
t=0

(
V (t+1)(d⋆)−V (t)(d⋆)

)
=

Es∼d⋆KL(π⋆
s ||π(0))

ηT
+

V (T )(d⋆)−V (0)(d⋆)

(1− γ)T

≤ log |A |
ηT

+
1

(1− γ)2T
.

The proof is completed using that V (T )(ρ)≥V (T−1)(ρ).

4.6 Discussion

This work provides a systematic study of the convergence properties of policy optimiza-

tion techniques, both in the tabular and the function approximation settings. At the core, our

results imply that the non-convexity of the policy optimization problem is not the fundamen-

tal challenge for typical variants of the policy gradient approach. This is evidenced by the

global convergence results which we establish and that demonstrate the relative niceness of

the underlying optimization problem. At the same time, our results highlight that insufficient

exploration can lead to the convergence to sub-optimal policies, as is also observed in practice;

technically, we show how this is an issue of conditioning. Conversely, we can expect typical

policy gradient algorithms to find the best policy from amongst those whose state-visitation

distribution is adequately aligned with the policies we discover, provided a distribution-shifted

notion of approximation error is small.

In the tabular case, our results show that the nature and severity of the exploration /

distribution mismatch term differs in different policy optimization approaches. For instance, we

find that doing policy gradient in its standard form for both the direct and softmax parameteri-
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zations can be slow to converge, particularly in the face of distribution mismatch, even when

policy gradients are computed exactly. Natural policy gradient, on the other hand, enjoys a fast

dimension-free convergence when we are in tabular settings with exact gradients. On the other

hand, for the function approximation setting, or when using finite samples, all algorithms suffer

to some degree from the exploration issue captured through a conditioning effect.

With regards to function approximation, the guarantees herein are the first provable

results that permit average case approximation errors, where the guarantees do not have explicit

worst case dependencies over the state space. These worst case dependencies are avoided by

precisely characterizing an approximation/estimation error decomposition, where the relevant

approximation error is under distribution shift to an optimal policies measure. Here, we see

that successful function approximation relies on two key aspects: good conditioning (related to

exploration) and low distribution-shifted, approximation error. In particular, these results identify

the relevant measure of the expressivity of a policy class, for the natural policy gradient.

With regards to sample size issues, we showed that simply using stochastic (projected)

gradient ascent suffices for accurate policy optimization. However, in terms of improving sample

efficiency and polynomial dependencies, there are number of important questions for future

research, including variance reduction techniques along with data re-use.

There are number of compelling directions for further study. The first is in understanding

how to remove the density ratio guarantees among prior algorithms; our results are sugges-

tive that the incremental policy optimization approaches, including CPI [54], PSDP [14], and

MD-MPI [41], may permit such an improved analysis. The question of understanding what

representations are robust to distribution shift is well-motivated by the nature of our distribution-

shifted, approximation error (the transfer error). Finally, we hope that policy optimization

approaches can be combined with exploration approaches, so that, provably, these approaches

can retain their robustness properties (in terms of their agnostic learning guarantees) while

mitigating the need for a well conditioned initial starting distribution.

Acknowledgements. Chapter 4 contains a reprint of the material as it appears in Con-
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