
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
Sample-based Variant of Expected Utility Explains Effects of Time Pressure andIndividual 
Differences in Processing Speed on Risk Preferences

Permalink
https://escholarship.org/uc/item/4tf7b6bw

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 41(0)

Authors
Castanheira, Kevin da Silva
Nobandegani, Ardavan S.
Otto, A. Ross

Publication Date
2019
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/4tf7b6bw
https://escholarship.org
http://www.cdlib.org/


Sample-based Variant of Expected Utility Explains Effects of Time Pressure and
Individual Differences in Processing Speed on Risk Preferences

Kevin da Silva Castanheira1, Ardavan S. Nobandegani1,2, & A. Ross Otto1

{kevin.dasilvacastanheira, ardavan.salehinobandegani}@mail.mcgill.ca
ross.otto@mcgill.ca

1Department of Psychology, McGill University
2Department of Electrical & Computer Engineering, McGill University

Abstract

While previous models of economic decision-making offer de-
scriptive accounts of behavior, they often overlook the com-
putational complexity of estimating expected utility. Here,
we seek to understand how both environmental and individual
constraints on cognition shape our daily decision. Informed
by the predictions of a recently-proposed resource-rational
process model of risky choice, sample-based expected utility
(SbEU; Nobandegani, da Silva Castanheira, Otto, & Shultz,
2018), we reveal that both time pressure and individual dif-
ferences in processing speed have a convergent effect on risk
preferences during a risky decision-making task. Under severe
time constraints, participants’ risk preferences manifested a
strong framing effect compared to little time pressure in which
choice adhered to the classic fourfold pattern of risk prefer-
ences. Similarly, individual differences in processing speed,
measured using an established task, predicted similar effects
upon risk attitudes as extrinsic time pressure. These findings
reveal a converging contribution of environmental and individ-
ual limitations on risky choice, and provide empirical support
for SbEU as a resource-rational process model of risky deci-
sion making. Notably, SbEU serves as a single-process model
of two well-established biases, and the transition between the
two, in risky choice.
Keywords: Behavioral economics; Risky decision-making;
Time pressure; Processing speed; resource-rational process
models

1 Introduction
Our capacity to adapt our decision-making strategies—
financial or otherwise—to environmental demands such as
time pressure is an invaluable asset for successful behav-
ior. From an online sale which expires in a few minutes, to
the rapid trading of stocks in volatile financial markets, our
decisions are inevitably constrained by time pressure. Fur-
thermore, internal limitations in processing speed—that is,
the speed with which an individual can perform any cogni-
tive operation—should interact with these environmentally
imposed limitations (Gigerenzer & Selten, 2002; Salthouse,
1985) as making a choice is widely thought to require a com-
putation of the relative values of the options under consider-
ation (Kahneman and Tversky, 1979). In light of these con-
straints, one might wonder if our apparent failures to abide
by rational decision-making frameworks (e.g., expected util-
ity theory) could reflect a strategic use of limited cognitive
resources. To this end, a number of recent theories have pro-
posed that human cognition, with all its apparent biases, can
in fact be understood as optimal response—subject to com-
putational and cognitive limitations (rational minimalist pro-
gram, Nobandegani, 2018; Griffiths, Lieder, & Goodman,
2015; Icard, 2014).

Thus, it is of interest to better understand both how we
have adapted our decision-making processes to meet these
demands and to what extent our ostensibly irrational choices
are shaped by these limitations. While previous work has in-
vestigated the effects of environmental constraints like time
pressure on irrational choice (Guo, Trueblood, & Diederich,
2017), here we seek to corroborate the contributions of both
environmental and individual limitations on risky decision-
making.

Perhaps one of the most studied departures from rational
theories of decision-making is the violation of description in-
variance, which posits that preferences should remain consis-
tent across choices, regardless of the context in which avail-
able options are presented. For example, according to ex-
pected utility theory (von Neumann & Morgenstern, 2007),
whether a decision is made to avoid a loss or seek gains, it
should not change one’s choice. However, this assumptions
is challenged by a wealth of data supporting the framing ef-
fect: people tend to be risk seeking for losses and risk averse
for gains (Tversky & Kahneman, 1981). Sensitivity to choice
framing has been documented in a variety of real-world cir-
cumstances including consumer (e.g., Levin & Gaeth, 1988;
Loke & Lau, 1992), and medical decisions (e.g., McNeill,
Pauker, Sox, & Tversky, 1982; Moxey, O’Connell, McGet-
tigan, & Henry, 2003). This classic pattern of choice—risk-
seeking in the domain of losses and risk-aversion in the do-
main of gains—is perhaps most famously explained by the
S-shaped utility function posited by prospect theory (Kahne-
man & Tversky, 1979; Tversky & Kahneman, 1992)—a well-
known descriptive model of choice behavior.

Prospect theory also explains another choice phenomenon:
a decision-maker’s risk preference depends not only on the
framing of the problem (gains vs. losses), but also the prob-
ability of the outcome (small vs. large) associated with the
risky option. For example, people buy lottery tickets for
which winning in unlikely (low probability gain) but prefer
to pay to insure their houses against unlikely disasters (low
probability loss). On the other hand, when faced with highly
probable outcomes, people prefer to select a sure gain over
a probabilistic one—“something is better than nothing”—
but prefer to risk it all when faced with two unfavorable
options—“Ive got nothing to lose” (Di Mauro & Maffioletti,
2004; Fehr-Duda et al., 2010; Kahneman & Tversky, 1979;
Markowitz, 1952; Scholten & Read, 2014; Tversky & Kah-
neman, 1992). According to prospect theory, the fourfold
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Figure 1: Sample-based expected utility (SbEU; Nobande-
gani et al., 2018) model predictions for the differential effect
of the number of samples on choice. With limited samples
(Left) model predicts a framing effect whereas, with more
samples, the model predicts more of a fourfold pattern.

pattern of choice arises from the interplay between the S-
shaped utility function and the subjective over-weighting of
small probabilities (below 1/3) and underweighting of large
probabilities (above 1/3) (Tversky & Kahneman, 1992).

While prospect theory offers a descriptive account for the
framing effects, it fails to explain either how the decision-
making process evolves over time, or how time constraints
might bear upon the decision-making process. In order to an-
swer questions about the role of time in these risky choices
one must turn to dynamic models of choice. Sequential sam-
pling models are a class of models which assume that choice
preferences are estimated by the simulation of an action’s po-
tential consequences and where samples are simulated out-
comes (Shadlen & Shohamy, 2016). In such models, each
simulation takes a non-negligible amount of time and can-
not be run in parallel, making time a valuable resource for
the decision-maker (Lieder, Griffiths, & Hsu, 2018; Noban-
degani, da Silva Castanheira, Otto, & Shultz, 2018). Thus,
both total available time and the speed at which these simu-
lations (i.e., samples) are run are directly proportional to the
total number of potential outcomes considered (i.e., samples).

If sampling is costly in terms of elementary mental pro-
cesses, then the number of effective ‘samples’ an indi-
vidual is able to draw in a fixed amount of time should
also vary in accordance with individual differences in the
speed at which an individual processes information—a well-
documented capacity limitation termed “processing speed”—
which varies considerably across individuals (Kail & Salt-
house, 1994). Accordingly, we leverage time pressure manip-
ulations and these individual differences in processing speed
to investigate the effect of limiting the number of samples

on risky decision-making. Using these two manipulations,
will test the effect of varying the number of samples on
risky decision-making. Our hypotheses on the directional-
ity of the effect of the time pressure are chiefly informed by
a recently-proposed resource-rational process-level model of
risky decision-making, sample-based expected utility (SbEU;
Nobandegani et al., 2018). Extending an earlier model by
Lieder et al. (2018), SbEU posits that an agent rationally
adapts their strategies depending on the amount of time avail-
able for deciding.

Recently, Lieder et al. (2018) proposed a rational process
model of risky choice. This model estimates the difference
in expected utility of two prospect by using importance sam-
pling, whereby outcomes are sampled in proportion to both
its objective probability and its utility (e.g., important out-
comes are overrepresented). Lieder et al.’s model, however,
was developed under restrictive technical assumptions, mak-
ing it only optimal when a large number of samples can be
drawn. Fortunately, recent developments have determined an
optimal sampling distribution which holds for both small and
large number of samples (Nobandegani et al., 2018). This
is of particular importance as mounting empirical evidence
suggests that decision-makers draw very few samples (e.g.,
Vul, Goodman, Griffiths, & Tenenbaum, 2014); thus, provid-
ing an opportunity to explore the effect of limiting cognitive
resources (i.e., available samples) on risk preferences.

Accordingly, we used SbEU to generate predictions of peo-
ple’s behavior for a mixture of gambles (i.e., both gains and
losses and large and small outcome probabilities) under both
conditions of time pressure—in which they can draw very few
samples (s = 1)—and less constrained conditions—in which
they can draw more samples (s = 2). Both prospects and
time conditions modeled are conceptually identical to those
experienced by participants during the task. As depicted in
Fig. 1, drawing more samples to estimate the expected util-
ity results in moving from a ‘pure’ framing effect (Fig. 1a) to
the classic fourfold pattern of risk preferences (Fig. 1b). This
prediction is in line with the empirical work which suggests
that time pressure reduces the amount of information one can
process (Miller, 1960; Zur & Breznitz, 1981), as the four-
fold pattern requires integrating both outcome and outcome
probability information (Kahneman & Tversky, 1979, 1979).
Thus, informed by the SbEU’s predictions, we sought out to
test whether the effects of time pressure on economic choice
would conform to the hypothesized pattern. Furthermore, as
these predictions are not specific to external time pressure, but
any internal constraint on the amount of information that can
be processed per unit time, we simultaneously test if differ-
ences in cognitive capacity (i.e., processing speed) can also
predict a similar pattern of results.

Method
Participants
Data were collected online using Amazon’s Mechanical Turk;
100 (41 Female) US-based adult volunteers (mean age =
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Figure 2: Screenshots of the Gambling task. Participants were given instructed to think about the gamble presented to them
before being prompted to respond. The time allotted to think about the problem varied between time pressure conditions: under
severe time pressure participants were given 1.5 second to think whereas under light time pressure participants had 5 seconds.
Gambles were represented as bar charts where the probability of an outcome was depicted as proportional to the size of the
colored portion. Color was used to emphasize the frame of the problem: red represented losses and blue represented gains.

34.77, SD = 9.88), recruited via Amazon’s Mechanical Turk
(Crump, McDonnell, & Gureckis, 2013), participated in the
experiment for a base remuneration of $3.00 USD and a cash
bonus—computed in proportion to the outcomes of all trials,
with a mean overall payment of $5.85 USD. This study was
approved by the McGill University Research Ethics Board.

Processing Speed Measurement
Individual differences in processing speed were assessed us-
ing a computerized Digit-Symbol Coding task (Mathias et
al., 2017; Salthouse, 1985) which we adapted for use online.
Participants were asked to indicate whether or not the digit-
symbol pair presented in the center of the screen matched ac-
cording to the key of associations presented to them. In order
to asses processing speed, participants were given 90 seconds
to respond to as many trials as correctly and quickly as possi-
ble. To ensure participants were taking the task seriously and
to minimize exclusions due to random responding, partici-
pants were asked to complete the task a second time if their
accuracy was below 70%. We subsequently only analyzed the
data from a participant’s final attempt at the task.

Risky Decision-Making Task
Participants were presented with 120 pairs of binary choices,
60 of which were presented during the light-time pressure
(LTP) block and the remaining 60 were presented in the se-
vere time pressure block (STP). Time pressure was manip-
ulated by allowing the participants either 1.5 seconds (STP

blocks) or 5 seconds (LTP blocks) to think about their choice.
After this lock-out period, participants had a 1 second win-
dow to respond in both time pressure conditions; this re-
sponse window was implemented to minimize the variabil-
ity in response times and isolate the effects of processing
speed on decision-making. Participants were prompted to
think about their choice before the response window opened
which was signaled by a switch in the cue—from “think” to
“choose”—and the image of two arrow keys. The order of
presentation of the two time pressure blocks was counterbal-
anced across participants.

Each pair of options involved a certain option and a risky
option with probability p of winning the indicated amount
and probability 1− p of winning nothing; all gambles were
of equal expected value except for 12 “catch” trials in which
the expected value greatly favored an option (expected value
= ±90). Half of the stimuli were framed as losses and half of
the stimuli were framed as gains. In both frames, the outcome
probability of the risky options varied between extremely
likely (0.90, 0.95 or 0.99) or extremely unlikely (0.10, 0.05,
0.01).

Information about each pair of options were presented in
a manner similar to that used by Tymula et al. (2012): at
the start of each trial participants were presented with two
stacked bar-graphs where framing was depicted by the color
of the bars (red for losses, and blue for gain) and the outcome
probability was depicted by the proportion of the bar which
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was colored (either red or blue), while the amounts ranged
from $1 to $200 (see Fig. 2). The outcomes of gain trials
were added to total earnings while the outcomes of loss trials
were subtracted from total earnings—making the task incen-
tives compatible. Participants were paid a bonus in proportion
to their total earnings.

Data Analysis
In order to ensure that participants’ choices were not made
randomly but were based on the information presented, par-
ticipants with less than 75% accuracy on catch trials across
both conditions (operationalized as the proportion of choices
which maximize expected value) were excluded from the
sample, resulting in the exclusion of 21 participants. Partici-
pants who also failed to score above 70% accuracy during the
last run of the digit-symbol task were also excluded from the
sample—one in total. Finally, six participants were excluded
for failing to meet the specified deadline resulting in a total
exclusion of 28 participants of the 100 collected.

We used a mixed-effects logistic regression to predict risky
versus certain choice on the basis of 1) the framing of the
problem (losses or gains) 2) the outcome probability (coded
as >0.5 or <0.5), and 3) time pressure condition (light or se-
vere), and all two- and three-way interactions between these
predictors. This regression model then gives us two terms
of interest: the two-way interaction between probability and
framing—an estimate of the fourfold pattern of choice effect
since it represents the extent to which mean differences be-
tween gain and loss frames depend on outcome probability
(large or small), and the three-way interaction between prob-
ability, framing and time pressure, which indicates the ex-
tent to which the presence of fourfold pattern is modulated
by time pressure. Similarly, two additional regression models
were run to test the effects of individual differences in pro-
cessing speed on choice within each time pressure condition.
Specifically, to assess the influence of individual differences
in processing speed on choice, a similar regression was run
for each time pressure condition except with normalized pro-
cessing speed score added as an independent variable instead
of time pressure condition. For all regressions, all categorical
independent variables were effect coded and entered as both
fixed and random effects. These regressions were estimated
using the lme4 package (Pinheiro & Bates, 2002) for the R
programming language.

Results
As predicted, under little time constraints participants exhib-
ited a fourfold pattern of choice: they were both sensitive to
the framing of the problem (β = 1.44, SE = 0.10, p < .001),
and the interaction between the outcome probability and the
framing of the problem (β =−0.37, SE = 0.18, p = 0.04).

However, under strong time pressure participants exhibited
a marked framing effect, becoming less sensitive to outcome
probability (β = 0.28, SE = 0.08, p = 0.001). Thus, the effect
of time pressure on risky choice, surprisingly, changed par-
ticipant’s preferences from one ostensibly irrational pattern

Figure 3: The effect of time pressure on risky decision-
making. Under the light time pressure condition (LTP; 5 sec)
participants showed more of a fourfold pattern compared to
when under the severe time pressure condition (STP; 1.5 sec).

to another (see Fig. 3).
However, it remains unclear if this change in preference is

a result of a reduction in the participant’s ability to compre-
hend the gambles offered and correctly respond. It is possible
that time limitations would lead to a nonspecific increase in
choice randomness, as opposed to the proposed reduction in
cognitive resources used. To test this alternative account, we
compared the percentage of correct responses to the catch tri-
als in the strong time pressure condition to test if it was sig-
nificantly higher than chance. Using an Exact Binomial test,
we were able to confirm that participants were capable of re-
sponding to the catch trials well above chance (Accuracy =
0.91, p≤ 2.2×10−16). This is to be expected as those partic-
ipants who did not respond accurately in general—either due
to lack of attention or understanding—were excluded from
the analyses.

Finally, individual differences in processing speed were
found to be related to risk preference in the predicted direc-
tion. Under light time pressure (LTP condition), individual
differences in processing speed interacted with both framing
of the problem (β = 0.29, SE = 0.13, p = 0.02) and the in-
teraction between outcome probability and the framing of the
problem (β = −0.51, SE = 024, p = 0.03). As processing
speed increased, the extent to which participants exhibited
a fourfold pattern also increased. Put another way, as pro-
cessing speed decreased they were less likely to endorse a
fourfold pattern (see Fig. 4). Moreover, these changes in risk
preferences were not likely due to random performance on
the task as processing speed and catch trials accuracy was not
correlated (r = −0.0081, p = 0.94). Similarly, under severe
time pressure (STP condition), both the two-way interaction
between processing speed and the framing of the problem
(β = 0.24, SE = 0.09, p = 0.01) and three-way interaction
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Figure 4: Under the light time pressure condition individual
differences in processing speed (PS) predicted the extent to
which participants endorsed a fourfold pattern. Processing
speed conditions were assigned based on a median split.

between outcome probability, framing, and processing speed
(β=−0.30, SE = 0.12, p= 0.01) were statistically significant
(see Fig. 5).

General Discussion
The results presented here show that both situational and per-
sonal factors which limit cognitive resources contribute to
changes in participants’ risk preferences. Under little time
constraints, participants produced a fourfold pattern of risk
preferences—consistent with prospect theory (Kahneman &
Tversky, 1979; Tversky & Kahneman, 1992). However,
as predicted by a recently-proposed sample-based variant of
expected utility theory, SbEU (Nobandegani et al., 2018),
limitations in available cognitive resources—induced either
through time pressure or measured by individual differences
in processing speed—lead participants to go from showing a
fourfold pattern to a framing effect.

While, descriptive models like prospect theory describe the
risk preferences when selecting between gambles, this pro-
vide no account for how these preferences evolve over time
or how limiting cognitive resources affects preferences. Thus,
our results surprisingly reveal that the ostensibly irrational
framing effect, fourfold pattern, and the demonstrated tran-
sition between the two, can all be explained as resulting from
rational use of limited cognitive resources.

Interestingly, Stanovich and West (1998) demonstrated that
performance on classic reasoning and judgment tasks and re-
lationships to measures of academic achievement, correlates
within individuals. Taken together with the results presented
here, there is mounting evidence that the use of heuristics and
biases may reflect the rational use of limited processing re-
sources, thus suggesting that future models of choice should
take into consideration individuals’ cognitive abilities (or lim-

Figure 5: Under the severe time pressure condition individual
differences in processing speed predicted the extent to which
participants endorsed a fourfold pattern. For ease of expo-
sition, processing speed scores (PS) were split based on the
median.

itations). However, more work needs to be done to identify
which specific cognitive capacities (e.g., processing speed or
working memory) significantly contribute to the use of certain
heuristics, thus providing an opportunity to better understand
the cognitive mechanisms required for the performance of a
given task.

Recent empirical work has also found time pressure to pro-
duce a similar pattern of results—severe time pressure lead
to stronger framing effects—but failed to observe a fourfold
pattern; instead they found individual preferences to reflect a
weaker framing effect under light time pressure (Guo et al.,
2017). However, the results were interpreted to arise from us-
ing a fast, intuitive systemas opposed to a slow, deliberative
system.

Some have suggested that heuristics and biases are more
than merely a result of flaws in human reasoning but are
adaptive strategies to deal with conditions of limited time,
knowledge or computational capacities (Simon, 1956; Todd
& Gigerenzer, 2012) or take advantage of the structure of in-
formation in the environment (Todd & Gigerenzer, 2012). In
fact, both experimental work (Goldstein & Gigerenzer, 2002),
and theoretical work (e.g., Nobandegani & Shultz, 2019) has
shown that fast and frugal algorithms can outperform stan-
dard integrative algorithms when knowledge is limited. Our
results are in accordance with this compromise between nor-
mative and heuristic views of cognition as we show that bi-
ases like the framing effect can be explained as a strategic use
of limited cognitive resources.

While previous work has also interpreted the framing ef-
fect as being a result of quick and intuitive thinking, these ex-
planations make appeal to dual-process theory (De Martino,
Kumaran, Seymour, & Dolan, 2006; Guo et al., 2017; Kah-
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neman & Frederick, 2005; Sloman, 1996; Stanovich & West,
1998). Surprisingly, here we show that a rational single-
process model can account for the observed results: an ap-
parent framing effect can arise from limiting the number of
samples in a resource-rational, sample-based expected utility
model, SbEU (Nobandegani et al., 2018). A single-process
framework is favorable over dual-process models as it pro-
vides a more parsimonious account of the observed effect.

Interestingly, unlike dual process theory would suggest,
our results reveal that even when using a slow, deliberative
system one can produce ostensibly irrational behavior. Con-
cretely, according to our findings, deliberation takes us from
one ostensibly irrational bias (framing effect) to another (the
fourfold pattern of risk preferences)—and, as our work sug-
gests, all of this can be understood as the optimal use of lim-
ited cognitive resources.
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