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ABSTRACT OF THE DISSERTATION

A map in Sharifi’s conjecture for general non-exceptional characters and tame level

by

Frederick Vu

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2023

Professor Romyar Thomas Sharifi, Chair

This dissertation details the construction of the map Υ of Sharifi’s conjecture for a general

tame level N and odd prime p satisfying Np > 3 and for general non-exceptional characters θ

of (Z/NpZ)×. We then show that, conditioned upon a certain Zariski density result of Hida,

the constructed map Υ is in fact surjective and is an isomorphism modulo p-torsion.
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CHAPTER 1

Introduction

Given the data of an odd prime p, a positive integer N prime to p, and a character θ of

(Z/NpZ)×, subject to some conditions, the map Υ of Sharifi’s conjecture is a morphism of

Iwasawa modules from a component of the unramified Iwasawa module X∞ of the cyclotomic

field Q(µNp) to the quotient T /Iθ of an inverse limit T of étale cohomology groups of modular

curves X1(Np
r) by the action of the Eisenstein ideal Iθ. The morphism is induced by the

restriction of a cocycle appearing in the representation of the absolute Galois group GQ on

T /Iθ. A similar cocycle was considered already by M. Ohta in [Oh99,Oh00,Oh03], where

he adapted a method of constructing unramified abelian extensions of number fields due

to Kurihara in [Ku93] and Harder-Pink in [HP92] to an Iwasawa-theoretic setting in order

to give a simpler proof of the main conjecture of Iwasawa theory for the cyclotomic Zp

extension of (a finite abelian extension of) Q. The thread of ideas going into Ohta’s proof,

and Sharifi’s conjecture, passes through many seminal papers in the field of Iwasawa theory.

The main conjecture was proved originally by Mazur-Wiles in [MW84], and its proof was

greatly simplified and generalized by Wiles in [Wi90] using the language of Hida theory, then

recently developed in [Hi86a,Hi86b]. In both of these works, the main conjecture was proved

by demonstrating the existence of appropriate abelian unramified extensions via a study of

Galois representations arising from the geometry of modular curves and the arithmetic of

modular forms, a method whose key ideas arose from Ribet’s insight in [Ri76] and Mazur’s

influential work on modular curves and the Eisenstein ideal in [Ma77]. Sharifi’s conjecture

can be seen as a refinement of the Iwasawa main conjecture, which is only concerned with the

structure of X∞ up to pseudo-isomorphism, and in fact only its characteristic ideal (and which
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has no obvious ties to the geometry of modular curves). Let us introduce some temporary

notation in order to speak more precisely about Sharifi’s conjecture.

Let F be an abelian number field and S a set of places of F containing those dividing p

and any real places. Let H i
Iw,S(F∞/F,Zp(i)) denote the i-th S-ramified Iwasawa cohomology

group of the cyclotomic Zp-extension F∞/F with coefficients in Zp(i). When i = 1, we have

a canonical identification of this group with the group of norm-compatible systems of S-units

of the intermediate fields Fr of F∞/F , and the cup product in Galois cohomology gives us

a map to the Iwasawa cohomology group with i = 2. With F = Q(µNp) and S = SNp, the

set of places containing those dividing Np and any real places, Sharifi constructed a map

relating the geometry of modular curves to the arithmetic of cyclotomic fields

ϖ : H+ := lim←−
r

H1(X1(Np
r)an, Cr;Zp)+ → H2

Iw,SNp
(F∞/F,Zp(2)),

defined on the complex-conjugation-fixed part of the inverse limit of singular cohomology

groups of the complex analytic curves X1(Np
r)an relative to their cusps and which sends

a compatible system of Manin symbols, which are roughly homology classes of geodesics

between cusps, to a compatible system of cup products of cyclotomic units. This map needs

no reference to θ-eigenspaces with respect to the action of Gal(F/Q) and needs no conditions

on N and p in order to be defined, aside from p > 2. We are concerned with a map Υ

defined in the direction opposite to that of ϖ, but not quite between the two objects given

above. The map ϖ was conjectured by Sharifi and shown by Fukaya and Kato in [FK12] to

factor through the quotient by the (equivariant) Eisenstein ideal I of the universal p-ordinary

cuspidal adjoint Hecke algebra h∗ of Hida by showing that ϖ arises as the composite of a

map which sends a system of Manin symbols to a system of cup products of Siegel units

in the second étale cohomology groups of modular curves with the specialization map at

the ∞ cusp which takes these cohomology groups to the second Iwasawa cohomology group

above. Additionally, Fukaya and Kato showed that the restriction of ϖ to the inverse limit

of H1
ét(X1(Np

r)an;Zp)+ has image contained in the Sp-ramified Iwasawa cohomology group

H2
Iw,Sp

(F∞/F,Zp(2)) ⊂ H2
Iw,SNp

(F∞/F,Zp(2)).

2



Consider the unramified Iwasawa module X∞ of F∞, i.e., the Galois group of the maximal

abelian pro-p everywhere unramified extension H∞ of F∞, which naturally carries the

conjugation action of Γ̃ := Gal(F∞/Q) and makes X∞ into a (continuous) Λ̃ := Zp[[Γ̃]]-

module. There is a natural map from X∞(1) to H2
Iw,S(F∞/F,Zp(2)) which factors through

the Tate twist of the S-split Iwasawa module YS of F∞, the quotient of X∞ corresponding

to the maximal subextension of M∞/F∞ in which all places of F∞ lying above those in

S split completely. This map is neither injective nor surjective in general, but for certain

p-adic characters χ of the torsion subgroup ∆ of the abelian group Γ̃ ∼= ∆× Γ, we have an

isomorphism between the χ-quotients X∞(1)χ and H2
Iw,Sp

(F∞/F,Zp(2))χ. When F = Q(µNp)

so that ∆ ∼= (Z/NpZ)×, these isomorphisms are had for χ such that χω−1 is nontrivial on

the subgroup (Z/pZ)× × ⟨p⟩, where ⟨p⟩ ⊂ (Z/NZ)× is the subgroup generated by p and ω is

the Teichmüller character. For such χ, we call χ−1 non-exceptional.

Consider next Ohta’s p-ordinary Eichler-Shimura cohomology group

T = lim←−
r

H1
ét(X1(Np

r)Q,Zp(1))
ord

which sits in a short exact sequence of h∗[GQp ]-modules

0→ Tsub → T → Tquo → 0,

where Tquo is defined to be the maximal unramified quotient of T . For p ≥ 5, it was shown by

Ohta in [Oh95] that Tsub is isomorphic to h∗ and Tquo is isomorphic to HomΛ̃(h
∗, Λ̃), where Λ̃

is viewed as the subalgebra of adjoint diamond operators of h∗. It was also shown by Ohta

in [Oh99,Oh00] when p ∤ φ(N), where φ denotes Euler’s totient function, and for θ ̸= ω−2

a primitive, non-exceptional, even character of (Z/NpZ)× that this sequence splits after

localization at the maximal ideal of the Hecke algebra associated with the Eisenstein series

associated with θ, and that modulo the corresponding Eisenstein ideal Iθ, one obtains a

Galois representation

GQ ∋ σ 7→

1 b̄(σ)

0 d̄(σ)
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where one uses an ordered basis corresponding to (Tquo, Tsub). The cocycle b̄ of GQ restricts

to a homomorphism on GF∞ which, under certain technical conditions, factors through X∞.

Fukaya and Kato presented this representation as coming from a short exact sequence of

h∗/Iθ[GQ]-modules in the reverse direction, which is split as a sequence of h∗[GQp ]-modules

from Ohta’s work,

0→ Tquo/Iθ → T /Iθ → Tsub/Iθ → 0.

The target of b̄ can be canonically identified with H+/Iθ, and one obtains the morphism of

Λ̃-modules

Υ = Υθ : X∞(1)θ−1
∼= H2

Iw,S(F∞/F,Zp(2))θ−1 → H+/Iθ

which is conjecturally inverse to the θ-eigenspace of ϖ. In fact, it was shown recently in

[Oh20] that, for certain θ, the map Υ is surjective via a study of multiplicative type subgroup

schemes of the Jacobians of modular curves, following the strategy of Vatsal in [Va05]. The

proof of this final result relies on an analog of Washington’s result on the boundedness of

the growth of p-parts of class groups up a cyclotomic Zl-extension in the setting of the

anticyclotomic Zl-extension of an abelian extension L of an imaginary quadratic field K in

which p splits as pp̄, and the proof of this analog result relies on a non-vanishing mod p result

of Hida on special values p-adic L-function associated with Hecke characters of K along with

an affirmative answer to the p-ramified main conjectures of the fields along the anticyclotomic

Zl-tower of an abelian extension of K.

In this dissertation, we seek to relax some of the conditions imposed by Sharifi and Ohta

in the construction of the map Υ. Specifically, by using results in [La15b] of Lafferty and

following the ideas of [FK12] and [Oh03], we define a map Υ = Υθ on the θ−1-eigenspace

of H2
Iw,S(F∞/F,Zp(2)) which is induced from a cocycle as in the above account which is

conjecturally inverse to the θ-eigenspace of ϖ (modulo the Eisenstein ideal) allowing for θ to

be imprimitive and for p | φ(N), though with the latter condition we are often forced to invert

p. We cannot hope to allow for arbitrary characters θ as for exceptional characters, we do not

have an isomorphism between X∞,θ−1 and H2
Iw,Sp

(F∞/F,Zp(1))θ−1 , and so the construction
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of Υ as the restriction of a cocycle in such a case cannot be inverse to the θ-eigenspace of ϖ.

We additionally address the case p = 3, which was omitted by Ohta due to the lack of citable

references of standard results in Hida theory at the time of writing of [Oh95,Oh99,Oh00],

and explain how Ohta’s proof that Υ is conditionally a surjection carries through to these

new cases.

Theorem 1.0.1. Let p be an odd prime, N be a positive integer prime to p such that Np > 3,

and θ be an even Dirichlet character of modulus Np. Consider θ as a Galois character via

the canonical isomorphism Gal(Q(µNp)/Q) ∼= (Z/NpZ)×. Let ∆p ⩽ Gal(Q(µNp)/Q) be the

decomposition subgroup at p and let ∆′
p ≤ ∆p be the prime-to-p subgroup of ∆p. Let ζNφ(N)

be a primitive Nφ(N)-th root of unity, and set O = Zp[ζNφ(N)].

If ωθ is nontrivial on ∆′
p, then there is a morphism of Λ̃O = O[[Gal(Q(µNp∞)/Q)]]-modules

Υ : X∞(1)θ−1 ⊗Zp O → (Tquo,O/Iθ)ι

where the Λ̃O-module structure on (Tsub,O/Iθ)ι is induced by the h∗O-module structure on

Tsub,O/Iθ and the Zp-algebra map Λ̃O → h∗O which sends a group element [σ] to the diamond

operator ⟨κNp(σ)⟩, where κNp is the cyclotomic character valued in Z×
p,N .

If ωθ is nontrivial on ∆p, then there is a morphism of Λ̃O-modules

Υ : X∞(1)θ−1 ⊗Zp O[1/p]→ (Tquo,O/Iθ)ι[1/p].

In either case, if in addition the restriction θ|(Z/pZ)× has nontrivial kernel and if the claims

of [Hi04, Propositions 2.7, 2.8] are true as stated, then the map Υ is surjective. Conditioned

upon this surjectivity, the map Υ is an isomorphism if p ∤ φ(N) and is an isomorphism up to

p-torsion in general.

1.1 Overview

In Chapter 2, we review the definitions of the unramified, S-split, and S-ramified Iwasawa

modules associated with a Zp-extension of a number field and the definition of the anticyclo-
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tomic Zl-extension of an imaginary quadratic field K. We also define Iwasawa cohomology

groups and relate these Iwasawa modules to certain Iwasawa cohomology groups. We addi-

tionally state the p-ramified main conjecture of an abelian extension of K for rational primes

p which split as pp in K, to be used in the proof of the surjectivity of Υ in Chapter 4. In

Chapter 3, we review the algebraic definitions of modular curves and classical modular forms

and Hecke algebras and their Λ-adic variants. In Chapter 4, we recall the statement of Ohta’s

p-adic Eichler-Shimura isomorphism theorem. We then use the results of [La15b] and a

twisted Λ-adic Poincaré duality pairing to construct a short exact sequence of h∗[GQ]-modules

from which we obtain a cocycle on GQ which we denote b̄. We then study this cocycle in

order to define Υ. Finally, we show that Υ is surjective following the argument of [Oh20].
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CHAPTER 2

Iwasawa theory

In this chapter, we first establish standard notation to be used throughout the dissertation.

We then define the classical unramified, S-split, and S-ramified Iwasawa modules, X∞, YS,

and XS, associated to a Zp-extension F∞/F of a number field F , review known results of their

Iwasawa λ- and µ-invariants in certain cases, and relate them to Iwasawa cohomology groups.

We additionally review the definition of the anticyclotomic Zl-extension of an imaginary

quadratic field K and state the proven p-ramified main conjecture of an abelian extension of

K for an odd prime p which splits as pp in K.

2.1 Iwasawa algebras

Let p be an odd prime. We fix choices of algebraic closures Qp/Qp and Q/Q, embeddings of

Q into C and into Cp := Q̂p, and an isomorphism C ∼= Cp compatible with these embeddings.

All algebraic extensions of Q and of Qp considered will be contained in Cp. For any field K,

we set GK := Gal(K̄/K) and for an algebraic extension K of Q or Qp, we denote by OK

its ring of integers. For a general commutative ring R, we denote by Q(R) its total ring of

fractions which is defined as the localization of R at the multiplicative set of non-zero-divisors.

Let N be a positive integer prime to p. Set Zp,N = lim←−r Z/Np
rZ. The unit group Z×

p,N

canonically decomposes as a product

Z×
p,N
∼= (Z/NZ)× × Z×

p
∼= (Z/NZ)× × (Z/pZ)× × (1 + pZp).

Define ∆ := (Z/NpZ)× and Ur := 1 + prZp for 1 ≤ r. Fix the topological generator

7



γ := 1 + p ∈ U1 and define the logarithm homomorphism i : U1 → Zp by γi(α) = α. We

denote by ∆′ the prime-to-p subgroup of ∆ and by ∆(p) the p-Sylow subgroup of ∆. For any

Zp-algebra O, we denote by Λ̃O and ΛO the completed group rings

Λ̃O = O[[Z×
p,N ]] = lim←−

r

O[(Z/NprZ)×],

ΛO = O[[U1]] = lim←−
r

O[U1/Ur].

If O = Zp, we often denote Λ̃Zp and ΛZp simply by Λ̃ and Λ, respectively.

For a general group ring R[G] and g ∈ G, we denote by [g] the corresponding element of

R[G]. We may identify Λ with the power series ring in one variable Zp[[T ]] via [γ] 7→ 1 + T .

Thus, Λ is a complete regular local ring of Krull dimension 2, and so in particular it is a

UFD. For any group G, we denote by Ĝ the group of finite order characters of G valued in

C×
p . We have that Λ̃ is a complete semi-local ring which decomposes as a direct product of

reduced local rings of Krull dimension 2

Λ̃ ∼=
∏
[θ]

Zp[θ][∆(p)][[U1]]

where the product ranges over GQp-conjugacy classes of characters θ ∈ ∆̂′. Moreover, the

irreducible components of Spec(Λ̃) correspond bijectively to Galois-conjugacy classes of

characters on ∆. Note that when ∆(p) is nontrivial, the rings Zp[∆(p)] and Zp[∆(p)][[U1]] are

not integral domains. For a general integral Zp-algebra R in place of Zp, the decomposition

as above still holds, but one considers instead GQ(R)-conjugacy classes of characters, though

the local rings are no longer necessarily so nice. E.g., the power series ring OCp [[T ]] has

infinite Krull dimension [Ar73].

There is the well-known structure theorem for finitely generated modules over such rings

due to Serre [NSW13, 5.1.10].

Proposition 2.1.1. Let R be a regular local ring of Krull dimension 2, and let M be a

finitely generated R-module. There exist an integer r, a finite index set I, height one primes

8



pi ⊂ R and positive integers mi for i ∈ I, and a morphism of R-modules

M → Rr ⊕
⊕
i∈I

R/pmii

with finite kernel and cokernel. Moreover, the r and pi are uniquely determined with r =

dimQ(R)(M ⊗R Q(R)) and the pi are those height one primes occurring in the support of M .

We now define the standard invariants attached to finitely generated modules over such

rings R. For O a complete DVR with uniformizer π, we first recall that the Weierstrass

preparation theorem states that any power series f ∈ O[[T ]] may be written uniquely as

f(T ) = uπmf0(T ) where u ∈ O× and f0(T ) is a polynomial which is distinguished in the

sense that it is monic and all non-leading coefficients are divisible by π.

Definition 2.1.2. In the notation of Proposition 2.1.1, define the characteristic ideal of M

to be the ideal in R given by

char(M) :=
∏
i

pmii

If R = O[[T ]] for a complete DVR O with uniformizer π, then by the Weierstrass

preparation theorem, we may specify generators pi = (fi) for fi a distinguished polynomial in

R or fi = π. In this case, we refine the notation of the structure theorem

M → Rr ⊕
⊕
j∈J

R/(πmj )⊕
⊕
k∈K

R/(fnkk )

and define the characteristic polynomial of M to be π
∑
j∈J mj

∏
k∈K f

nk
k . We call µ =

∑
j∈J mj

the µ-invariant of M and λ =
∑

k∈K deg(fk)nk the λ-invariant of M .

Note that the µ-invariant of a finitely generated, torsion ΛO-module M is zero if and only

if M is finitely generated as an O-module.

2.2 Iwasawa modules

We fix the p-power compatible system of primitive Nprth roots of unity {ζNpr := e2πi/Np
r}r≥0

in Q ⊂ C and define µNpr ⊂ Q as the set of Nprth roots of unity in Q for 0 ≤ r <∞ and

9



µNp∞ as
⋃
r>0 µNpr . We set ζpr = ζNNpr so that {ζpr}r≥0 forms a p-power compatible system

of primitive roots of unity. We define the cyclotomic characters

κNp : GQ → Z×
p,N

κp : GQ → Z×
p

by σ(ζNpr) = ζ
κNp(σ)
Npr for all r, and similarly for κp with ζpr in place of ζNpr . These characters

then induce isomorphisms Gal(Q(µNp∞)/Q) ∼= Z×
p,N and Gal(Q(µp∞)/Q) ∼= Z×

p .

We recall that there is a unique Galois extension Q∞ of Q such that Gal(Q∞/Q) ∼= Zp.

This extension is called the cyclotomic Zp-extension of Q and may be formed by taking the

fixed field of Q(µp∞) under the action of the torsion subgroup of Gal(Q(µp∞)/Q). For a

general number field E, we may then form the cyclotomic Zp-extension F ·Q∞ of F which

will necessarily be Galois with Gal(F∞/F ) ∼= Zp.

For any extension of number fields F/E with corresponding cyclotomic Zp-extensions F∞

and E∞, we take the convention of identifying the groups Gal(F∞/F ) and Gal(E∞/E) via

restriction and denote this group by Γ without reference to the base field in the notation. Via

the cyclotomic character, we then identify Γ ∼= U1 in the decomposition Gal(Q(µNp∞)/Q) ∼=

Z×
p,N
∼= ∆ × Γ, viewing Γ both as a quotient and a subgroup of the Galois group, and we

similarly identify Gal(Q(µNp)/Q) ∼= ∆.

We now define some of the basic Iwasawa modules of interest.

Definition 2.2.1. Let F∞/F be a Zp-extension of a number field F with intermediate

extensions Fr/F of degree pr. Define the p-parts of the class group of Fr

Ar = AFr := ClFr [p
∞].

For 1 ≤ r ≤ ∞, let Hr = HFr be the maximal abelian pro-p everywhere unramified extension

of Fr. Define the unramified Iwasawa module of F∞/F to be X∞ = XF,∞ := Gal(H∞/F∞).

The maximality of HFr gives us that HFr/F is Galois [Wa97, proof of Theorem 13.13], and

class field theory tells us that Ar is canonically isomorphic to the Gal(HFr/Fr) compatibly

10



with the natural actions of Gal(Fr/F ) on both objects. Restriction gives a map X∞ → Ar for

each r, and it can be shown also via class field theory that X∞ ∼= lim←−r Ar, where the transition

maps Ar+1 → Ar are induced by the field norm, or by restriction under the identification

with Gal(HFr/Fr). This gives X∞ the structure of a Zp[[Gal(F∞/F )]]-module, and it was

first shown by Iwasawa that X∞ is finitely generated and torsion as a Zp[[Gal(F∞/F )]]-

module [Iw73, Theorem 5]. If F/K is an abelian extension of number fields and F∞/F is

the cyclotomic Zp-extension, then F∞/K is abelian and XF,∞ is also a Λ[Gal(F/K)]-module.

We will later be interested in the case of the cyclotomic Zp-extension of a subextension F of

Q(µNp)/Q.

Remark 2.2.2. The notation is a bit imprecise and inaccurate as the group XF,∞ depends

on F∞, and the Zp[[Gal(F∞/F )]]-module structure of course depends on F∞/F . We accept

these shortcomings, as it should be clear from the context what Zp-extension of F one is

considering.

For a general abelian group G, Zp[G]-module M , and character χ ∈ Ĝ, we define

Mχ :=M ⊗Zp[G] Zp[χ]

where the map Zp[G]→ Zp[χ] is induced by [a] 7→ χ(a). We refer to Mχ as the χ-eigenspace

of M (we always consider quotients and not submodules unless explicitly stated otherwise).

For any algebraic extension E of Q and set of places SE of E, we say that an algebraic

extension F/E is SE-split if it is completely split at all places in SE.

Definition 2.2.3. Let the notation be as in the previous definition, and let S be a set of

places of F including those over p. Define the S-class group ClFr,S of Fr to be the quotient

of ClFr by the subgroup generated by the classes of primes of Fr corresponding to places over

those in S. Set

Ar,S = ClFr,S[p
∞].

For 1 ≤ r ≤ ∞, let Lr = LFr be the maximal abelian pro-p S-split extension of Fr, and define

the S-split Iwasawa module to be YS = YF,S := Gal(L∞/F∞).

11



As before, we have that L∞/F is Galois by maximality giving YS the structure of a

Zp[Gal(F∞/F )]-module. This action is moreover continuous, e.g. as YS ∼= lim←−r Ar,S by class

field theory, so that in fact YS is a Zp[[Gal(F∞/F )]]-module. We may view YS as a quotient of

X∞ by the subgroup generated by the decomposition subgroups of places of F∞ above those

in S. When F∞/F is the cyclotomic Zp-extension, then in fact the decompsition subgroups

of X∞ at places of F∞ not dividing p are trivial so that YS is the quotient of X∞ by the

subgroup generated by decomposition subgroups at places over p, and for any set of places

S ′ ⊃ S of F containing those that divide p, we have that YF,S′ ∼= YF,S via restriction. This

can be seen by considering a place w of F∞ lying over a place v ∈ S not lying over p and

noting that the completion F∞,w is the maximal abelian pro-p unramified extension of Fv, so

that w must split in any abelian pro-p unramified extension of F∞.

Finally, we define the S-ramified Iwasawa module. For any algebraic extension E of Q

and set of places SE of E, we say that an algebraic extension F/E is SE-ramified if it is

unramified at all places not in SE. When S consists of a single prime p, we often opt to call

the extension p-ramified rather than S-ramified.

Definition 2.2.4. Let the notation be as in the previous definitions, and let S be a set of

places of F . For 1 ≤ r ≤ ∞, let Mr =MFr be the maximal abelian pro-p S-ramified extension

of Fr. Define XS,r = Gal(Mr/Fr) for r <∞, and define the S-ramified Iwasawa module to

be XS = XF,S := Gal(M∞/F∞).

As before, M∞ is Galois over F by maximality, and XS
∼= lim←−r XS,r giving XS the

structure of a Zp[[Gal(F∞/F )]]-module. We have that X∞ is the quotient of XS by the

subgroup generated by the inertia subgroups at places lying over those in S.

We have the following lemma comparing Iwasawa modules associated with fields F and

E with F/E abelian of degree prime to p.

Lemma 2.2.5. Let K ⊃ F be finite abelian extensions of a number field E with p ∤ [K : F ].

Set G = Gal(K/F ). Let E∞/E be a Zp-extension and set K∞ = K · E∞ and F∞ = F · E∞.
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Let S be a finite set of places of E and view the Iwasawa modules defined above for K∞/K

and F∞/F as Zp[[Gal(E∞/E)]][G]-modules. Then the norm maps induce isomorphisms

AK,G ∼= AF

XK,S,G
∼= XF,S

XK,∞,G
∼= XF,∞

YK,S,G ∼= YF,S,

where (−)G denotes G-coinvariants and where in the last case we assume that S ⊇ Sp.

Proof. We give the proof for the S-ramified and S-split Iwasawa modules following the proof

of [Oh20, Lemma 2.2.1], where an analogous claim is proved for isotypic components of class

groups. Taking S to be empty then gives the claim for the unramified Iwasawa modules as

X∅ = X∞. We start with the S-split case.

Let L′ denote the maximal abelian subextension of LK∞/F∞, and let L′(p) correspond to the

maximal pro-p quotient of Gal(L′/F∞). As p ∤ [K : F ], we have Gal(K/F ) ∼= Gal(K∞/F∞)

and so p ∤ [K∞ : F∞]. Therefore, as L′/K∞ is S-split, any prime of F∞ lying over a prime of

S can only have ramification index and inertia degree prime to p in L′. We then have that

L′(p)/F∞ is S-split, and therefore we have L′(p) = LF∞ and L′ = K · LF∞ . In terms of Galois

groups, this says that the image of YK,S in the abelianization Gal(LK∞/F∞)ab ∼= G× YF,S is

the factor YF,S.
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LK∞

L′

L′(p)

LF∞

K∞

F∞

YK,S

YF,S

G

Consider next the short exact sequence of groups

0→ YK,S → Gal(LK∞/F∞)→ Gal(K∞/F∞)→ 0.

As p ∤ [K∞ : F∞], this sequence splits as groups by a profinite version of the Schur-

Zassenhaus theorem [RZ10, 2.3.15]. We view YK,S as a module over Gal(K/F ) and write gx

for g ∈ Gal(K/F ) and x ∈ YK,S to mean g̃xg̃−1, where g̃ ∈ Gal(LK∞/F∞) is any choice of lift

of g. As the sequence above is split and as YK,S and Gal(K∞/F∞) are abelian, we find that

the commutator subgroup of Gal(LK∞/F∞) lies in YK,S and is generated by the elements

(g − 1)x for g ∈ Gal(K/F ) and x ∈ YK,S. Let D denote the closure of the commutator

subgroup of Gal(LK∞/F∞). Then YK,S/D is the module of G-coinvariants of YK,S. On the

other hand, by the previous paragraph, we have that YK,S/D ∼= YF,S, proving the claim of

the lemma.

For the case of the S-ramified modules, we may argue similarly withMK∞ andMF∞ in place

of LK∞ and LF∞ . Letting M ′ denote the maximal abelian subextension of MK∞/F∞ and M ′(p)

its maximal pro-p subextension, we find that M ′(p)/F∞ is S-ramified as any place of F∞ not

lying over a place of S has ramification index prime-to-p in M ′ as p ∤ [K∞ : F∞]. Thus, we have

M ′(p) =MF∞ and M ′ = K∞ ·MF∞ , and so the image of XK,S in Gal(MK∞/F∞)ab ∼= G×XF∞,S
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is the factor XF∞,S. We have the split short exact sequence of groups

0→ XK,S → Gal(MK∞/F∞)→ Gal(K∞/F∞)→ 0,

and as before we may conclude that the module of G-coinvariants of XK,S is isomorphic to

XF,X .

Corollary 2.2.6. In the setting of the lemma above, for any character χ ∈ ̂Gal(F/E) ⊆
̂Gal(K/E), we have isomorphisms

AK,χ ∼= AF,χ

XK,S,χ
∼= XF,S,χ

XK,∞,χ
∼= XF,∞,χ

YK,S,χ ∼= YF,S,χ.

A similar argument may also be used to demonstrate control of p-class groups up a

Zp-tower in which there is a unique ramified prime above p which is moreover totally ramified.

Lemma 2.2.7 ([Se60, §4]). Let F∞/F denote a Zp-extension which is ramified at exactly

one prime, and suppose that it totally ramifies. For n ≥ 0, let Fn/F denote the inter-

mediate extension of degree pn and let Γn = Gal(F∞/Fn). Then the norm map induces

isomorphisms X∞,Γn
∼= AFn between the Γn-coinvariants of the unramified Iwasawa module

X∞ = Gal(H∞/F∞) and the p-class group of Fn.

Proof. Let Ln denote the maximal abelian subextension of H∞/Fn. The subextensions Hn

and F∞ of Ln/Fn are linearly disjoint over Fn as the former is unramified while the latter is

totally ramified, and the choice of an inertia subgroup in Gal(Ln/Fn) of a totally ramified

prime in F∞/Fn gives a splitting of Gal(Ln/Fn) ↠ Γn. As there is only one such prime by

assumption, the fixed field corresponding to the image of the inertia subgroup under the

splitting must be Hn, and so we have Ln = F∞ ·Hn and an identification Gal(Ln/F∞) ∼= AFn .
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This says that the image of X∞ in the abelianization Gal(H∞/Fn)
ab ∼= Γn×AFn is the factor

AFn .
H∞

Ln

Hn

F∞

Fn

X∞

AFn

Γn

On the other hand, the exact sequence of groups

0→ Gal(H∞/F∞)→ Gal(H∞/Fn)→ Gal(F∞/Fn)→ 0

is split as the choice of an inertia subgroup in Gal(H∞/Fn) of a totally ramified prime in

F∞/Fn gives a splitting (this again does not require there to be a unique totally ramified

prime). As in the proof of the previous lemma, this splitting implies that the image of

Gal(H∞/F∞) in Gal(H∞/Fn)
ab is isomorphic to the module of Γn-coinvariants of X∞, and

by the previous paragraph, this image is also isomorphic to Gal(Ln/F∞).

2.2.1 The Iwasawa main conjecture

As Sharifi’s conjecture can be viewed as a refinement of the Iwasawa main conjecture, it

would be strange not to include a statement of the latter in the dissertation.

Recall that for any Dirichlet character χ of modulus M , there exists the complex analytic

Dirichlet L-function in the complex variable s which has a series representation for the real

part of s greater than 1

L(χ, s) =
∑
n≥1

χ(n)

ns
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from which one may analytically continue to the whole complex plane, except in the case

that χ is trivial where one then has a simple pole at the point s = 1. The values of this

L-function at nonpositive integers may be written in terms of the generalized Bernoulli

numbers Bk,χ ∈ Q associated with χ

L(χ, 1− k) = −Bk,χ

k

for k ≥ 1, where the Bernoulli numbers are algebraic numbers which may be defined in terms

of the Taylor expansion
N∑
a=1

χ(a)teat

eNt − 1
=

∞∑
n=0

Bn,χ
tn

n!
.

One may construct a function Lp(χ, s) on Zp which takes on the values

Lp(χ, 1− k) = (1− (χω−k)(0)(p)p
k−1)L(χω−k, 1− k)

for integers k ≥ 1, where ω denotes the Teichmüller character and where for a general Dirichlet

character θ we denote by θ(0) its associated primitive Dirichlet character. In this sense, the

function Lp(χ, s) p-adically interpolates the values of complex analytic L-functions associated

to twists of the character χ at the nonpositive integers. Below, in Section 3.3.1, we give a

detailed construction of these p-adic L-functions as elements of ΛZp[χ]
∼= Zp[χ][[T ]] following

Iwasawa [Iw69]. Write fχ(T ) for the power series satisfying

fχ(γ
s − 1) = Lp(χ

−1ω, s),

where we remind the reader that [γ] = [1 + p] ∈ ΛZp is sent to 1 + T ∈ Zp[[T ]] under the

isomorphism ΛZp
∼= Zp[[T ]].

We can now state the Iwasawa main conjecture for the cyclotomic Zp-extension of an

abelian number field over Q. Let χ be an odd Dirichlet character of modulus M where p2 ∤M ,

and view χ as a character of Gal(Q(µM )/Q) ∼= (Z/MZ)×. Set F = Q(µM )ker(χ) and continue

to denote by χ the character of Gal(F/Q) induced by χ.
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Theorem 2.2.8 ([MW84, p. 214]). The characteristic ideal of XF,∞,χ in ΛZp[χ] is generated

by fχ(T ).

Remark 2.2.9. Recall that for even characters θ, the p-adic L-function Lp(θ−1ω, s) is identically

0, and the component XF,∞,θ is conjectured to be finite by Greenberg [Gr71].

As mentioned in the introduction, the main conjecture was originally proved in 1984

by Mazur and Wiles [MW84] through a careful study of the geometry of certain abelian

variety quotients with good reduction at p of the Jacobians J1(Npr) of the modular curves

X1(Np
r) for r ≥ 1. Their proof can be viewed to be in a similar line of thought as that

of Ribet’s proof in [Ri76] of the converse to Herbrand’s theorem in that Mazur and Wiles

constructed unramified abelian extensions of the fields Q(µNpr) as the splitting fields of Galois

representations, from which a Fitting ideal argument led to the conclusion that fχ(T ) divides

char((X∞)χ). These divisibilities for all such χ together with the analytic class number

formula, and Ferrero and Washington’s result on the vanishing of the µ-invariant of X∞

[FW79], imply equality of ideals. However, rather than directly studying congruences between

Eisenstein series and cusp forms as Ribet did, Mazur and Wiles studied the cuspidal divisor

class subgroups of the Jacobians J1(Npr), which lie inside the part of the aforementioned

quotient abelian varieties killed by the Eisenstein ideals of the cuspidal Hecke algebras of

each level Γ1(Np
r).

In [Wi86], Wiles revisited the ideas of Ribet and streamlined the proof of the main

conjecture over Q while additionally generalizing the results to cover the analogous main

conjecture for totally real fields of odd degree over Q. The argument eschewed the analysis

of the cuspidal group and proceeded instead by establishing congruences between sequences

of (Hilbert) cusp forms and (Hilbert) Eisenstein series with coefficients in the group rings

Zp[(Z/NprZ)×] for r ≥ 1 and then showing the existence of lattices with prescribed properties

inside the representation spaces of the Galois representations associated with the cusp forms

coming from the cohomology of (Hilbert) modular varieties (cf. [Wi86, §3] or [Wi90, §5]). The

splitting field of the representations on the lattices modulo the Eisenstein ideal then produce

18



unramified extensions of Q(µNp∞) in the appropriate components of X∞, and again a Fitting

ideal argument gives divisibility of the characteristic polynomial by the p-adic L-function.

The restriction on the degree of the totally real field over Q was due to the lack of knowledge

at the time of the existence of representations associated with Hilbert cusp forms in general

– the odd degree case being due to work of Hida and of Carayol building off the work of

Shimura. These obstacles were overcome in [Wi88] and [MW86], now using the language of

the recently developed Hida theory, and led to a proof of the cyclotomic main conjecture

for all totally real fields in [Wi90] up to µ-invariants, following the same strategy as that in

[Wi86].

One shortcoming of Wiles’ arguments in [Wi90] in the case of Q is that the lattices that

he used are inexplicit – he showed that starting with any Galois stable lattice inside the

representation associated with a cusp form, one can find a stable sublattice such that its

reduction modulo the Eisenstein ideal has the desired optimality property in the sense that it

is “type 1 deprived” in the terminology of [Wi90, Proposition 5.2] and the discussion following.

Any optimal lattice can then be used to prove the main conjecture via the process described

above. In the case of Q, there is of course a natural lattice that one is led to consider in the

representation space: that given by the integral étale cohomology of the modular curve. In

short, the part of Sharifi’s conjecture with which we concern ourselves in this dissertation is

the claim that this canonical lattice is optimal; the map Υ comes from a cocycle associated

with the extension class of the Galois representation associated with this lattice, and its

surjectivity is equivalent to this claim of optimality.

2.3 Iwasawa Cohomology

In this section, we define Iwasawa cohomology groups as inverse limits of continuous Galois

cohomology groups along a tower of fields in a Zp-extension of a number field. We then relate

the Iwasawa modules defined in the previous section to these cohomology groups and describe
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their compatibilities along extensions of number fields.

Let E be an algebraic extension of Q and let SE be a set of places E. Set GE,SE =

Gal(ESE/E) the Galois group of the maximal SE-ramified extension ESE of E. We will often

write SE simply as S when it is clear with which field it is that we are concerned. We also

often take the convention that when considering an extension of fields L/K and a set of

places SK of K, the notation SL will denote the set of places of L that lie over those in

SK , and in some instances, we will use S to denote either of SK or SL when it is clear from

context which is meant. For any set of places S, we denote by Sf its subset of finite places,

and for an extension of fields E/F , we indicate that the extension is finite by the use of the

notation E ⊇f F .

Definition 2.3.1. Let p be an odd prime and R the ring of integers of a finite extension of

Qp. Let F be a number field, S a set of places of F containing those over p and any real

places, and F∞/F a Zp-extension. For a finitely generated, continuous R[[GF,S]]-module T ,

define the ith S-ramified Iwasawa cohomology group of T to be

H i
Iw,S(F∞/F, T ) = lim←−

F∞⊃E⊇fF
H i(GE,S, T ),

where we take the convention that all group cohomology groups considered will be of continuous

group cohomology, and where the limit is with respect to the corestriction maps running over

all finite subextensions of F∞/F . If F/K is a Galois extension, then H i
Iw,S(F∞/F, T ) is

naturally an R[[Gal(F∞/K)]]-module induced from the usual action on conjugation on group

cohomology.

Set QNr = Q(µNpr) for 1 ≤ r ≤ ∞. Recall from the introduction that the group

H2
Iw,SNp

(QN∞/QN1 ,Zp(2)) is the target of the morphism ϖ in Sharifi’s conjecture and that

its image is contained in the submodule of Sp-ramified Iwasawa cohomology. As Υ is meant

to be the inverse to ϖ, we review in this section some general properties of this group for use

in Chapter 4.
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Note that if E/F is an S-ramified extension, then FS = ES so that GE,S is a subgroup of

GF,S. We then have an identification of Iwasawa cohomology groups of E and of F when

E/F is in addition finite and Galois.

Lemma 2.3.2. Let the notation be as in the definition above, and let E/F be an SF -ramified

Galois extension of number fields. Set E∞ = E · F∞, and let SE denote the corresponding set

of places of E. Then the inverse limit of corestriction maps induces an isomorphism

cor : H2
Iw,SE

(E∞/E, T )Gal(E/F )

∼=−→ H2
Iw,SF

(F∞/F, T ).

Proof. By [NSW13, 3.3.11], corestriction gives an isomorphism at finite level for each r

corr : H
2(GEr,SEr

, T )Gal(E/F )

∼=−→ H2(GFr,SFr
, T )

as GEr,SEr
is an open normal subgroup of GFr,SFr

and both have p-cohomological dimension

2 [NSW13, 10.11.3].

For any algebraic extension E/Q and set of places SE of E, we let OE,SE denote the ring

of SE-integers of E, i.e., those elements of E which have non-negative valuation at finite

places not in SE. We have the following lemma relating the S-split Iwasawa module YS and

Iwasawa cohomology groups.

Lemma 2.3.3. Let F∞/F be the cyclotomic Zp-extension of a number field F , and let F/K

be an abelian extension of number fields. Let S be a set of places of F containing those

dividing p and any real places. Then there is an exact sequence of Λ[Gal(F/K)]-modules.

0→ YF,S → H2
Iw,S(F∞/F,Zp(1))→

⊕
w∈SF∞,f

Zp
∑
−→ Zp → 0 (2.3.1)

where the Λ[Gal(F/K)]-module structure on the direct sum is induced by the natural action

of Gal(F∞/K) permuting the places of F∞.
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Proof. We give a sketch of the proof and refer the reader to [NSW13, §8.3] for more details

on Galois cohomology with restricted ramification. For a finite intermediate extension E of

F∞/F , the Kummer sequence

0→ µpn → O×
ES ,S

(−)p
n

−−−→ O×
ES ,S
→ 0

gives rise to the exact sequence

0→ AE,S/p
nAE,S → H1(GE,S, µpn)→ H2(GE,S,O×

ES ,S
)[pn]→ 0, (2.3.2)

where AE,S is the p-part of the S-class group of E. We can then consider the long exact

sequence associated with the short exact sequence

0→ O×
ES ,S
→ IS → CS → 0

where IS = lim−→K
IK,S is the filtered colimit of the S-idèles IK,S =

∏
w∈SK K

×
w of finite

intermediate extensions K of ES/E and CS is the filtered colimit along the same indexing

set of S-idèle class groups. By [NSW13, 8.3.11, 8.3.8], we have isomorphisms of Gal(E/F )-

modules

H2(GE,S, IS)[p
n] ∼=

⊕
v∈SE,f

H2(Gal((ES)w̃/Ev), (ES)
×
w̃)[p

n] ∼=
⊕
v∈SE,f

Z/pnZ

where w̃|v is any place of ES lying over v and where the action of Gal(E/F ) on the direct

sum is given by permutation of the summands corresponding to the natural conjugation

action on decomposition groups Dv, and a short exact sequence of Gal(E/F )-modules,

0→ H2(GE,S,O×
ES ,S

)[pn]→
⊕
v∈SE,f

Z/pnZ
∑
−→ H2(GE,S, CS)[p

n] ∼= Z/pnZ→ 0. (2.3.3)

We see that

H2(Gal((ES)w̃/Ev), (ES)
×
w̃)[p

n] ∼= H2(Gal((ES)w̃/Ev), µpn)

by considering the long exact sequence associated with

0→ µpr → (ES)
×
w̃

(−)p
n

−−−→ (ES)
×
w̃ → 0
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and using Hilbert’s Theorem 90. Splicing the two short exact sequences 2.3.2 and 2.3.3 into

a four-term exact sequence and taking an inverse limit over n gives

0→ AE,S → H2(GE,S,Zp(1))→
⊕
v∈SEf

Zp
∑
−→ Zp → 0.

Taking an inverse limit over finite intermediate extensions F∞ ⊃ E ⊇f F gives the exact

sequence of the lemma.

It may be useful to think of the third term of sequence 2.3.1 in the following manner. For

the remainder of this chapter, we use the notation Γ̃ = Gal(F∞/K) and for each v ∈ SF,f ,

we pick a place w | v of F∞ and let Γ̃v be the corresponding decomposition subgroup. We

may then define a bijection of Zp[[Γ̃]]-modules⊕
w∈SF∞,f

Zp ∼=
⊕
v∈SF,f

Zp[[Γ̃/Γ̃v]],

where a coset σΓ̃v corresponds to the place σ(w). The direct sum on the right is of Zp[[Γ̃]]-

modules, and the action of [σ] ∈ Zp[[Γ̃]] for σ ∈ Γ̃ on each summand is given by multiplication

by [σ].

Recall from the discussion after Definition 2.2.3 that the canonical quotient map of

Iwasawa modules YF,S′ → YF,S is an isomorphism for any subset S ′ ⊆ S containing the places

over p when F∞/F is the cyclotomic Zp-extension. This quotient map fits into a diagram of

exact sequences

0 YF,S′(1) H2
Iw,S′(F∞/F,Zp(2))

⊕
S′ Zp[[Γ̃/Γ̃l]](1) Zp(1) 0

0 YF,S(1) H2
Iw,S(F∞/F,Zp(2))

⊕
S Zp[[Γ̃/Γ̃l]](1) Zp(1) 0

∼= inf (2.3.4)

where the map “inf” is an inverse limit of inflation maps and the third vertical morphism

corresponds to the inclusion S ′ ⊆ S. Note that the horizontal sequences are Tate twists of

sequence!2.3.1 as in general one has

Hj
Iw,S(F∞/F,Zp)(i) ∼= Hj

Iw,S(F∞/F,Zp(i)).
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This can be seen by first reducing to the case that µp ⊂ F as in general F (µp)/F is S-ramified,

and we may apply Lemma 2.3.2. Then, by viewing the Iwasawa cohomology group as a

“diagonal” inverse limit

Hj
Iw,S(F∞/F,Zp(i)) ∼= lim←−

n

Hj(GFn,S, µ
⊗i
pn),

we see we may pull the twists out of the cohomology groups in the inverse limit as µpn ⊂ Fn.

To conclude this section, we point out that while the injectivity of the “inf” map of

diagram 2.3.4 follows from a diagram chase, granting that the inflation maps on the adelic

Brauer groups do indeed correspond to the inclusion of direct summands, we opt to give a

second explanation of this injectivity via a more geometric route as it also gives us a chance

to introduce the Gysin sequence in étale cohomology, which will be brought up again in

Chapter 4. In fact, we will end up proving a stronger statement.

We recall that for a number fieldK and a set of places S ofK including all real places, there

is a natural isomorphism between the Galois cohomology of K with S-restricted ramification

of a continuous profinite GK,S-module M whose finite quotients have order invertible in OK,S

and the étale cohomology of Spec(OK,S)

H i(GK,S,M) ∼= H i
ét(Spec(OK,S),FM)

for i ≥ 0, where FM is the inverse system of sheaves on the étale site (Spec(OK,S))ét associated

with M . This follows from the degeneration of the Hochschild-Serre spectral sequence as in

[Mi06, Prop. II.2.9].

For a general closed immersion of schemes i : Z → X with corresponding open complement

j : U → X and any sheaf of abelian groups F on Xét, we have a short exact sequence of

sheaves on Xét [SP, Tag 095L]

0→ j!j
∗F → F → i∗i

∗F → 0.

Taking F to be the constant sheaf ZX and taking the long exact sequence associated with
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the short exact sequence of the functor Hom(−,G), we obtain

· · · → H i
ét,Z(X,G)→ H i

ét(X,G)→ H i
ét(U,G|U)→ H i+1

ét,Z(X,G)→ · · ·

where H i
ét,Z(X,G) is the ith étale cohomology group with support in Z, i.e., the ith right

derived functor of global sections with support in Z functor - see e.g. the introduction of [SP,

Tag 09XP]. In the sequence above, the morphism between the middle two cohomology groups

corresponds to the inclusion j, and in the situation that X = Spec(OK,S′) and U = Spec(OK,S)

for a subset of places S ′ ⊂ S (with finite complement S\S ′), the corresponding map on Galois

cohomology is the inflation morphism corresponding to the natural quotient GK,S → GK,S′ .

The purity theorem due to Thomason and Gabber relates cohomology with support in Z to

cohomology on Z.

Lemma 2.3.4. Let i : Z → X be a closed immersion of regular schemes of pure codimension

c. For any locally constant sheaf of Z/nZ-modules G on Xét with n invertible on X, there is

a natural isomorphism

H i
ét,Z(X,G)

∼=−→ H i−2c
ét (Z,G(−c)).

The result was conjectured originally in [SGA5, Exposé I 3.1.4] at the level of generality

stated here, though in the case that dim(X) = 1, it was proved in [SGA5, Exposé I 5.1].

Applying this to the case G = µ⊗i
pn for i ∈ Z, we obtain the exact sequence

0→ H1
ét(Spec(OK,S′), µ⊗i

pn)→ H1
ét(Spec(OK,S), µ⊗i

pn)→⊕
v∈S\S′

H0
ét(Spec(κ(v)), µ

⊗i−1
pn )→ H2

ét(Spec(OK,S′), µ⊗i
pn)→ H2

ét(Spec(OK,S), µ⊗i
pn)

→
⊕
v∈S\S′

H1
ét(Spec(κ(v)), µ

⊗i−1
pn )→ 0

where κ(v) is the residue field of a prime v of OK . Taking an inverse limit along n gives

lim←−
n

H0
ét(Spec(κ(v)), µ

⊗i−1
pn ) = 0
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when i ̸= 1, so that the inflation map on H2(GK,S′ ,Zp(i)) is injective when i ̸= 1.1 Taking

an inverse limit along finite subextensions F∞ ⊃ K ⊇f F gives injectivity of inf on Iwasawa

cohomology.2 Note also that the Gysin sequence shows that YF,S′ ∼= YF,S.

2.4 Iwasawa theory of imaginary quadratic fields

In this section, we provide some background on the Iwasawa theory of imaginary quadratic

fields for use in Chapter 4. We first review the definition and basic properties of the

anticyclotomic Zl-extension of a finite abelian extension of an imaginary quadratic K/Q for

a rational prime l. Additionally, for a rational prime p split in K, we state the single variable

p-ramified main conjecture for an abelian extension of K. Our choice of notation for the

primes used here reflects our intended application of the statements of this section.

2.4.1 Ring class fields and the anticyclotomic Zl-extension

Recall that an order R of an algebraic number field F of degree n over Q is a subring of OF

which is finite over Z of rank n. For any order R of F , we define the conductor fR of R to be

the annihilator in R of the R-module quotient OF/R, which necessarily is also an ideal of

OF . This may also be viewed as the colon-quotient ideal

(R : OF ) = {x ∈ F | xOF ⊆ R},

or alternatively the module HomR(OF , R)(⊂ F ). When F is a quadratic extension of Q, then

in fact the conductor as an ideal of OF is generated by a positive integer, which we also call

the conductor of R, and this integer then agrees with the index [OF : R]. For any positive

integer n, there is a unique order On := Z+ nOK in OK of conductor n [Co13, Lemma 7.2].

1Note that on Iwasawa cohomology groups for a cyclotomic Zp-extension, the map “inf” is injective
regardless of the twist of the coefficients, as the twists may be pulled out of the cohomology groups.

2For general S′ ⊆ S, we may cofilter by S′ ⊆ S′′ ⊆ S for cofinite S′′ ⊆ S.
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For an integral domain R with fraction field F , we define a fractional ideal of R to be a

nonzero finitely generated R-submodule of F . There is a clear structure of a monoid on the

set of fractional ideals of R, and we may consider the unit group of invertible fractional ideals

I(R) of this monoid along with the subgroup of principal fractional ideals P (R) ∼= F×/R×,

i.e., those which are free of rank 1 as R-modules. The quotient group of invertible fractional

ideals modulo principal fractional ideals is called the class group of R. We remark that often

in the literature, invertible fractional ideals of On (that is, in the quadratic case) are referred

to as proper fractional ideals. Proper fractional ideals are defined generally for an order R of

a number field F as those fractional ideals a satisfying

(a : a) = R.

Every invertible fractional ideal is proper, and for quadratic fields, the converse is also true

[Co13, Proposition 7.4]. We may also consider the set of isomorphism classes of R-modules

with a monoid structure given by tensor product over R. The unit group of isomorphism

classes of invertible R-modules of this monoid is called the Picard group Pic(R) of R. We

have that an invertible R-module M is always isomorphic as an R-module to an invertible

fractional ideal of R, as M ↪→M ⊗R F ∼= F so that in fact the class group and Picard group

of R coincide.

Remark 2.4.1. It is perhaps worth pointing out that the class group considered here is precisely

the group of Cartier divisors of R up to linear equivalence. One may also consider the group

of Weil divisors, viewed either as the group of formal (finite) linear combinations over Z of

height 1 primes of R or equivalently as the group of formal linear combinations over Z of

codimension 1 integral subschemes of Spec(R). Its subgroup of principal divisors is defined

to be the subgroup generated by those linear combinations of the form∑
p

lp(R/(f))p

for some f ∈ F×, where lp is the length of the Rp-module Rp/(f). One may then define

the Weil divisor class group as the group of Weil divisors modulo the subgroup of principal
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divisors. There is a canonical map from the group of Cartier divisors to the group of Weil

divisors which then induces a map of class groups which is neither injective nor surjective in

general. When R is Noetherian and normal, then the map of class groups is injective [SP, Tag

0BE8], and if R is additionally factorial, meaning its local rings are all UFDs, then the map

is surjective [SP, 0BE9]. For instance, when R is the ring of integers of a number field, the

isomorphism of Cartier and Weil divisor class groups is reflected in the unique factorization

of fractional ideals of R into a product of prime ideals. In the context of subrings of number

fields, the Picard group is the more arithmetically interesting group to consider, and though

focusing only on the Weil divisors of Spec(R) is too crude to deduce properties of the Picard

group when R is an order (so not necessarily normal), we do have that the group of invertible

fractional ideals of an order R is isomorphic to the direct sum over all nonzero prime ideals

of R of the groups of principal fractional ideals of the local rings [Ne99, Proposition 12.6]

I(R) ∼=
⊕
p̸=(0)

P (Rp).

This fact features in the proof of the following formula for the order of Pic(R) in terms of

Pic(OF ).

Lemma 2.4.2. Let R be an order of a number field F . The order of Pic(R) is given by

|Pic(R)| = |Pic(OF )|
[O×

F : R×]

(OF/fR)×

(R/f)×
.

In particular, if K is an imaginary quadratic field with O×
K = {±1} and l is an odd prime,

then for r ≥ 1,

|Pic(Olr)| =


|Pic(OK)|lr−1(l − 1) if l is split in K,

|Pic(OK)|lr−1(l + 1) if l is inert in K,

|Pic(OK)|lr if l is ramified in K.

Proof. By the isomorphism of the above remark, we have that

Pic(R) ∼= (
⊕
p̸=(0)

P (Rp))/P (R) and Pic(OF ) ∼= (
⊕
p̸̃=(0)

P (OF,̃p))/P (OF ).
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For a nonzero prime ideal p ofR, we have thatOF,p is a PID so that P (OF,p) ∼=
⊕

Spec(OF )∋p̃⊃p P (OF,̃p).

Therefore, we may write

Pic(OF ) ∼=

 ⊕
Spec(R)∋p̸=(0)

P (OF,p)

 /P (OF ).

The inclusion R ⊂ OF induces a morphism of short exact sequences

0 F×/R× ⊕
p̸=(0) F

×/R×
p Pic(R) 0

0 F×/O×
F

⊕
p̸=(0) F

×/O×
F,p Pic(OF ) 0.

The first two vertical arrows are quotient maps, so that the third vertical arrow is also

surjective. We obtain then the exact sequence

0→ O×
F /R

× →
⊕
p̸=(0)

O×
F,p/R

×
p → Pic(R)→ Pic(OF )→ 0.

We have that
⊕

p̸=(0)O
×
F,p/R

×
p
∼= (OF/fR)×/(R/fR)×, giving the general formula in the

statement of the lemma.

For the specific case of F = K an imaginary quadratic field and R = Olr , we have that

fR = lrOK ⊂ R so that Olr/(lrOK) ∼= Z/lrZ has unit group of order (l− 1)lr−1. If l is split in

K, the unit group of OK/(lk) ∼= (Z/lrZ)2 has order ((l−1)lr−1)2. If l is inert or ramified in K,

then we may use the standard decomposition of (OK/(lr))× into (OK/(l))×× (1+ lOK)/lrOK

to find that |(OK/(lr))×| is (l2 − 1)l2r−2 if l is inert and (l − 1)l2r−1 if l is ramified. The

formula for the order of Pic(Olr) in the statement of the lemma then follows as [O×
K : O×

lr ] = 1

by assumption.

One may show that Pic(On) is isomorphic to the idelic group

K×\IK,f/Ô×
n
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where Ôn is the profinite completion of On and IK,f is the group of finite ideles of K

[Co13, 15.35]. The corresponding abelian extension of K coming from class field theory is

called the ring class field Ln of On or of conductor n. When n = 1, the ring class field is

the Hilbert class field of K, and for each n ≥ 1, the ring class field Ln contains the Hilbert

class field of K and is contained in the ray class field of modulus nOK . Naturality of Artin

reciprocity, in the sense that the reciprocity map is compatible with isomorphisms of fields,

and stability of On under complex conjugation shows that Ln/Q is Galois and that the

nontrivial element of Gal(K/Q) acts on Gal(Ln/K) by inversion [Co13, Lemma 9.3]. Such

extensions are called generalized dihedral extensions of Q, and in fact all generalized dihedral

finite extensions of Q which are abelian over K are contained in some ring class field of K

[Co13, Theorem 19.18].

We now consider Zl-extensions of K for l an odd prime. Recall from class field theory

that the Zl-rank of K is 2, i.e., that the Galois group of the maximal pro-l abelian extension

of K has rank 2 as a Zl-module. The cyclotomic Zl-extension Kcyc arises as the fixed field of

K(µl∞) under the action of the torsion subgroup of Gal(K(µl∞)/K). Note that Kcyc is Galois

and abelian over Q so that the nontrivial element of Gal(K/Q) acts trivially on Gal(Kcyc/K).

On the other hand, we have the complementary so-called anticyclotomic Zl-extension of K.

Definition 2.4.3. The anticyclotomic Zl-extension Kac of K is the unique Zl-extension

contained in the union H∞ =
⋃
n Lln of ring class fields of K of l-power conductor. That is,

it is the fixed field of H∞ under the action of the torsion part of Gal(H∞/K).

We see that Kcyc and Kac are the only two Zl-extensions of K which are Galois over Q

using the classifications of generalized dihedral extensions and of abelian extensions over

Q. Note also that consideration of the effects of the action of Gal(K/Q) on their respective

Galois groups shows that Kcyc and Kac are linearly disjoint over K.

In section 4.3, we will consider the growth of p-parts of class groups up the tower KacF/F

for F/K a finite abelian extension satisfying certain ramification conditions and an odd prime

30



p ̸= l which is split in K.

2.4.2 The p-ramified main conjecture for K

Let p be an odd prime which splits into distinct primes (p) = pp in K, where p corresponds

to our chosen embedding Q ↪→ Cp. In addition to the cyclotomic and anticyclotomic Zp-

extensions of K, we may consider the union of ray class fields K(pn) and K(pn) to obtain

the following Zp-extensions of K.

Definition 2.4.4. The p-ramified Zp-extension Kp of K is the unique Zp-extension of K

which is unramified outside of p. Similarly, the p-ramified Zp-extension Kp of K is the unique

Zp-extension of K unramified outside of p.

Note that in general, the intersection of Kp with the Hilbert class field H0 of K is not

necessarily equal to K. That is, p is not necessarily totally ramified in Kp/K (but of course

it is eventually totally ramified). Similarly, Kp may be not linearly disjoint from Kp over K.

Definition 2.4.5. Let F/K be a finite abelian extension of number fields, and set F∞ = F ·Kp.

The p-ramified Iwasawa module Xp = Xp(F ) of F is the Galois group of the maximal abelian

pro-p extension of F∞ unramified outside of the places dividing p.

Let F∞/K
p be a finite extension which is abelian over K. Choose a decomposition

Gal(F∞/K) ∼= H ×G

where G ∼= Zp and H is a finite abelian group, and define Fn = FGn
∞ where Gn is the subgroup

of G corresponding to pnZp.

Let Xp be the p-ramified Iwasawa module of F∞/F0, and let X∞ be the unramified

Iwasawa module of F∞/F0.

For n ≥ 0, let

EFn = (O×
Fn
)∧p
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be the p-completion of the global units of Fn, and let

UFn =
∏

SFn∋v|p

O×
Fn,v
⊗Z Zp

be the product of the principal units of Fn,v at places v | p, which we call the semi-local

principal units of Fn at p. We define the subgroup of elliptic units CFn of EFn as in [Ru91, §1],

which are roughly special values of certain theta functions at torsion points on an elliptic

curve with CM by OK , and set E∞ = lim←−n EFn , U∞ = lim←−n UFn , and C∞ = lim←−n CFn where the

inverse limits are along norm maps. Class field theory then gives us the well-known sequence

of finitely generated Zp[[Gal(F∞/F0)]] ∼= Λ-modules

0→ E∞/C∞ → U∞/C∞ → Xp → X∞ → 0.

Exactness except at the term E∞/C∞ is true generally, and that Leopoldt’s conjecture holds

for abelian extensions of imaginary quadratic fields, proved by Brumer [Br67, Theorem 2’],

gives us exactness of the full sequence. Greenberg has shown that Leopoldt’s conjecture tells

us that Xp is a torsion Λ-module [Gr78, §4], while Λ-torsionness of E∞/C∞ and of U∞/C∞,

which are equivalent, was shown by Rubin in [Ru91] under the hypothesis that p ∤ [F0 : K]

and F0 contains the Hilbert class field of K, by de Shalit in [dS87, III.1.5] for the case that

F0 = K(f) is a ray class field of modulus f, and by Viguié in general in [Vi16, §3]. We now

state the p-ramified main conjecture at the level of generality that we will later need.

Theorem 2.4.6 ([Vi16], [OV16]). Let χ ∈ Ĥ. Then we have an equality of characteristic

ideals in Zp[χ][[T ]]

char(X∞,χ) = char((E∞/C∞)χ) and char(Xp,χ) = char((U∞/C∞)χ).

The theorem was proved for p > 3 in [Vi16], and the vanishing of the µ-invariant of Xp in

the case p = 3 proved in [OV16] gives the claim for p = 3 as well, as we explain below. We

first provide some history of the proof of the theorem. The first steps toward the proof of

the main conjecture were made independently by Gillard [Gi85, Théorème 3.4] and Schneps
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[Sc85, Theorem IV] in their proofs of the vanishing of the µ-invariant of Xp for p ≥ 5. The

main conjecture was first proved under the condition that F0 contains the Hilbert class field

H0 of K and p ∤ [F0 : K] by Rubin in [Ru91], where he utilized the machinery of Euler

systems to obtain the divisibility for each character χ

char(X∞,χ) | pkchar((E∞/C∞)χ), (2.4.1)

for some k ≥ 0 [Ru91, Theorem 8.3] and used the vanishing of the µ-invariant to conclude

char(X∞,χ) | char((E∞/C∞)χ).

Equality of these divisibilities was then made by appealing to an analytic class number

formula proved by Gillard as stated in [Ru91, Theorem 1.3], which made use of the hypothesis

that p ∤ [F0 : K].

Various authors then chipped away at the technical hypotheses made by Rubin by

modifying the proofs at the technical core of the Euler system machinery. The first advance

was made by Rubin himself in [Ru94], where the condition that F0 ⊇ H0 was removed. In

another direction, Bley in [Bl05], following Greither’s treatment of the cyclotomic case over Q,

gave a proof of the main conjecture for p ≥ 3 with F0 = K(f) a ray class field and assuming

that p ∤ |Pic(OK)|, but without the assumption that p ∤ [F0 : K]. In addition to modifying

the Euler system machinery, Bley used a result of de Shalit as an alternative to Gillard’s class

number formula. Precisely, for F0 = K(f), de Shalit showed that the sums of the Iwasawa

invariants of eigenspaces of Xp and U∞/C∞ coincide [dS87, III.2.1] by using the vanishing of

the µ-invariant as proved by Gillard and Schneps [dS87, III.2.12]:∑
χ

µ(Xp,χ) =
∑
χ

µ((U∞/C∞)χ),

∑
χ

λ(Xp,χ) =
∑
χ

λ((U∞/C∞)χ).
(2.4.2)

Finally, Viguié in [Vi16] combined the adaptations of [Ru94] and [Bl05] in the general Euler

system argument to obtain the divisibility as in equation 2.4.1

char(X∞,χ) | pkchar((E∞/C∞)χ)
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for all primes p with k > 0 [Vi16, eq. 7.10] and from there used the vanishing of µ-invariants

of the Galois-theoretic Iwasawa modules to deduce the main conjecture for primes p > 3. For

p = 3, the vanishing of µ-invariants was later proved by Viguié and Oukhaba in [OV16], and

so the main conjecture in that case follows as well.

Remark 2.4.7. There are a few instances in the literature where it seems some authors have

invoked Gillard’s and Schneps’s result on the vanishing of the µ-invariant of Xp for p ≥ 5 but

yet do not exclude the case p = 3 from their discussions. De Shalit’s result on the equality

of sums of Iwasawa invariants for instance uses this vanishing result in the last step of his

argument, yet [dS87, Chapter II] works with p > 2 throughout with no further restrictions.

This impacts Bley’s proof of the main conjecture as well, and in addition Bley cites the

vanishing of the µ-invariant [Bl05, Page 78] despite working throughout with p > 2.

Rubin also uses Gillard’s and Schneps’s result in [Ru91, Corollary 9.1] while working

generally with p > 2, he only needs the result for irreducible Zp-representations χ which are

of “type II” in the sense of [Ru91, §8], which means that µp ⊂ F0 and χ = χ̂⊗ ω where ω is

the Teichmüller character on Gal(F0/K) and χ̂ is the contragredient representation of χ. The

Euler system argument for such representations produces a divisibility as in equation 2.4.1

with k > 0, and one relies on the vanishing of µ-invariants to achieve the divisibility desired

for the proof of the main conjecture. Additionally, in [Ru94], in modifying the statement and

proof of Theorem 8.3 of [Ru91], Rubin classifies also ω as a type II representation. In both

cases, it is not clear how to conclude the main theorem without the knowing the vanishing of

the µ-invariant for p = 3. These issues are of course all resolved by the result of [OV16].

To end this section, we recall the result of de Shalit identifying the characteristic ideal of

(U∞/C∞)χ with the ideal generated by a p-adic Hecke L-function, the analog of a theorem of

Iwasawa for the cyclotomic case over Q.

We continue to work with an odd prime p which splits in an imaginary quadratic K.

Recall that a Hecke character of K is a continuous homomorphism η of the idele class group
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of K

η : K×\IK → C×.

The infinity type (k, l) of η is the pair of integers such that for elements x ∈ K×
∞
∼= C×

of the archimedean component, one has η(x) = x−kx−l, where the bar indicates complex

conjugation, and the conductor cond(η) of η is the smallest modulus of K for which η factors

through the associated ray class group. Note that any character of a ray class group may

be viewed as a Hecke character of infinity type (0, 0). One may translate from this idelic

definition of a Hecke character to an ideal-theoretic definition to obtain a character ηid on

the group of fractional ideals of OK prime to cond(η). Extending ηid to be 0 on all ideals

not prime to cond(η), we may define the series in the complex variable s whose real part is

greater than 1

L(η, s) =
∑
a

ηid(a)/N(a)s,

where the sum ranges over all nonzero integral ideals of OK and N denotes the ideal norm,

and via analytic continuation obtain the Hecke L-function associated with η. We write

L(g)(η, s) when we wish to remove Euler factors at primes dividing an integral ideal g of OK .

Additionally, when cond(η) divides fp∞ for an integral ideal f of OK which is prime to p,

we denote by ηp : Gal(K(fp∞)/K)→ Q×
p the character satisfying ηp(Frobq) = ηid(q) for any

integral ideal q prime to cond(η)p.

Theorem 2.4.8 ([dS87, II.4.12], [Oh20, 1.1.5]). Let f be a nontrivial integral ideal of OK

prime to p. Then there exist periods Ω ∈ C× and Ωp ∈ C×
p and a unique p-adic OCp-valued

measure µ(f) on Gal(K(fp∞)/K) such that for any Hecke character η of infinity type (k, 0)

for some k ≥ 1 and of conductor dividing fp∞, we have

Ω−k
p

∫
Gal(K(fp∞)/K)

ηp(σ)dµ(f;σ) = Ω−kG(η)

(
1− ηid(p)

N(p)

)
(k − 1)!L(f)(η−1, 0),

where G(η) is the “like Gauss sum” defined in [dS87, II.2.11].

The measure µ(f) is in fact valued in the completion Ẑur
p of the integer ring of the maximal

unramified extension Qur
p of Qp. We now fix a nontrivial integral ideal f prime to p and relate
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the above measure to the p-ramified main conjecture. We fix a decomposition

G(f) := Gal(K(fp∞)/K) ∼= H(f)×G (2.4.3)

where as before, G ∼= Zp via a fixed choice of topological generator γ0 ∈ G. Let R denote the

finite extension of Ẑur
p given by adjoining the |H(f)|th roots of unity. For a Hecke character

χ ∈ Ĥ(f), let fχ ∈ R[[T ]] be the power series corresponding to the image of the measure µ(f)

along the projection R[[G(f)]] → R[[G]] ∼= R[[T ]], where the isomorphism is via the usual

correspondence [γ0]− 1↔ T . As in [dS87, II.4.17], we have:

Corollary 2.4.9 ([Oh20, Corollary 1.1.7]). For a Hecke character η as in Theorem 2.4.8

such that ηp = χ× ηpΓ according to the decomposition 2.4.3, we have

fη(η
p
Γ(γ0)− 1) = Ωk

pΩ
−kG(η)

(
1− ηid(p)

N(p)

)
(k − 1)!L(f)(η−1, 0).

Writing Fn = K(fpn), we let U(Fn) be the semi-local principal units of Fn at p and C(Fn)

the subgroup of elliptic units, and we set U(F∞) = lim←−n U(Fn) and C(F∞) = lim←−nC(Fn).

Theorem 2.4.10 ([dS87, III.1.10]). Let χ ∈ Ĥ be a character with conductor g or gp with g

prime to p and nontrivial. Then we have an equality of ideals in R[[T ]]

char(((U(F∞)/C(F∞))⊗Zp R)χ) = (fχ).

Recall our set-up F∞/K∞ in the discussion of the p-ramified main conjecture, and suppose

that F0 ⊆ K(fp), i.e., that the conductor of F0/K divides fp. For a character χ ∈ Ĥ viewed

also as a character of Gal(K(fp)/K) by inflation, we have a map induced by the norm map

from K(fp) to F0

((U(F∞)/C(F∞))⊗Zp R)χ → ((U∞/C∞)⊗Zp R)χ

which is a pseudo-isomorphism as we know the µ-invariants of both items vanish. The

following corollary follows from the above theorem and Theorem 2.4.6.

Corollary 2.4.11. Let χ ∈ Ĥ be a character with conductor g or gp with g prime to p and

nontrivial. Then the characteristic ideal in R[[T ]] of (Xp ⊗Zp R)χ is generated by fχ.
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CHAPTER 3

Modular curves and modular and Λ-adic forms

In this chapter, we first define the modular curves X1(M) and Xµ
1 (M) as schemes representing

moduli problems on the category of (generalized) elliptic curves. We go into more detail than

is truly needed for our intended applications, but as conventions seem to vary from paper to

paper in the literature surrounding Sharifi’s conjecture, we opt to be fastidious for our own

sake and for posterity. We also give a short description of Ihara’s twist of the modular curve

X(M)Fq2 and state Ihara’s theorem characterizing the family of such twists for varying M

and a fixed prime q, which is Theorem 3.1.5 below. This theorem is used to prove surjectivity

of Υ in Chapter 4.

We then define modular forms as sections of certain invertible sheaves on these modular

curves and define Hecke operators and algebras via algebraic correspondences on these

modular curves. Finally, we define Λ-adic forms as certain power series that specialize to

classical modular forms and relate spaces of Λ-adic forms to inverse limits of spaces of classical

forms, following [Oh95].

3.1 Modular curves

In this section, we define modular curves as representing objects for certain moduli problems

of generalized elliptic curves with level structure. The theory has been thoroughly developed

in the standard references [DR73], [KM85], and [Co07], and we summarize the needed results

and references here while making an attempt to follow their notation and terminology for
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ease of reference. However, while [DR73] and [Co07] freely use the language of stacks, we will

avoid doing so here, though it is arguably the more natural setting in which to work.

3.1.1 Moduli problems

The classical theory of moduli spaces of elliptic curves typically starts with the consideration

of quotients of the upper half complex plane H by the action of a congruence subgroup of

SL2(Z) by fractional linear transformations to produce a non-compact Riemann surface which

admits an analytic compactification, and proceeds by demonstrating that the moduli space

of elliptic curves with level M level structure for large enough M can in fact be represented

by a smooth affine scheme over Q, or even over Z[1/M ]. From here, there are two directions

for improvement in the algebraic story: one is to “compactify” the affine moduli scheme

over Z[1/M ] to a proper moduli scheme (i.e., a proper scheme with a moduli theoretic

interpretation of its points) which recovers the compact Riemann surface upon analytification,

and the other is to extend the moduli scheme to one over Z. The three texts above each

make progress in realizing these goals.

The book [DR73] introduced the notion of Néron polygons and generalized elliptic curves,

which can be viewed as certain “stable” degenerations (or “semistable” in modern terminology)

of genuine elliptic curves, and showed that there exist proper moduli schemes over Z[1/M ]

extending the affine schemes from the paragraph above. Additionally, they showed these

schemes admit finite flat maps to the localization away from M of the moduli stackM1,1 over

Z of genus 1 curves with a marked point, and so by normalization produced proper schemes

over Z, but with no modular interpretation in bad characteristics. In the other direction,

the book [KM85] developed the notion of Drinfeld level structures on elliptic curves, which

was originally considered by Serre, which essentially tracks the data of the Cartier divisor

associated with a subgroup scheme rather than the subgroup scheme itself, and showed that

one could produce normal affine moduli schemes over Z. These schemes also admit finite flat

morphisms to the j-line A1
Z, and so by normalization of P1

Z, one obtains proper flat schemes
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over Z, but with no modular interpretation of the cusps. Finally, Conrad in [Co07] combined

the two approaches and considered Drinfeld level structures on generalized elliptic curves

and produced proper flat moduli schemes over Z and showed that for large enough M , they

agreed with the proper Z-schemes of [DR73] and [KM85]. Below, we introduce some of the

moduli problems and modular curves that will be used in this dissertation combining the

terminology and notation of each of the three standard references, though we do not attempt

to be completely thorough; this section is meant to record basic facts that are scattered

throughout the literature.

Recall that an elliptic curve over a scheme S is the data of a smooth, proper scheme

E → S of pure relative dimension 1 whose geometric fibers are connected genus 1 curves,

together with a section 0 ∈ E(S). There is then a unique commutative group scheme structure

on E/S in which 0 is the identity element [KM85, Ch. 2].

A Néron n-gon Cn,S over S for a positive integer n is the quotient of n copies of P1
S

indexed by i ∈ Z/nZ, which we may denote P1
S × Z/nZ

S
, given by identifying the 0 section

of the ith copy of P1
S with the ∞ section of the (i + 1)th copy. The smooth locus Csm

n,S is

then isomorphic to Gm,S × Z/nZ
S
, which we give its usual S-group scheme structure +.

Consider S = Spec(Z), and write Cn for Cn,Spec(Z). The functor Aut(Cn,+) of +-preserving

automorphisms of Cn which sends a scheme S to the group Aut(Cn,S,+) can be identified

with the Z-group scheme Z/2Z
Z
× µn,Z where the involution 1 ∈ Z/2Z sends (x, i) ∈ Csm

n,S(S)

to (x−1,−i) and an element ζ ∈ µn,Z(S) sends (x, i) to (ζ ix, i) [DR73, II.1.10], [Ce17, 2.1.6].

A generalized elliptic curve over S is the data of a flat, proper, finitely presented scheme

E → S whose smooth geometric fibers are elliptic curves and whose non-smooth geometric

fibers are Néron polygons, together with a section 0 ∈ E(S) and an S-morphism

+ : Esm ×S E → E

that restricts to give a commutative S-group scheme structure on the smooth locus Esm such

that on any non-smooth geometric fiber Cs of E, for any given rational point x ∈ Csm
s (s),
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the translation action on Csm
s (s) given by y 7→ y + x induced by + induces a rotation on the

irreducible components of Csm
s . See [DR73, II.1] for a thorough discussion on generalized

elliptic curves.

We begin with a definition of certain “Drinfeldian” level structures on generalized elliptic

curves, following [Co07].

Definition 3.1.1. Let E → S be a generalized elliptic curve, and let M be a positive integer.

(i) A Γ(M)-structure on E is a homomorphism

ϕ : (Z/MZ)2 → Esm[M ]

which induces an equality of relative effective Cartier divisors of Esm/S

Esm[M ] =
∑

(a,b)∈(Z/MZ)2
[ϕ(a, b)]

such that the divisor intersects each irreducible component of each geometric fiber

nontrivially.

(ii) A Γ1(M)-structure on E is a homomorphism

ϕ : Z/MZ→ Esm[M ]

such that the relative effective Cartier divisor of Esm/S it generates∑
a∈Z/MZ

[ϕ(a)]

is a subgroup scheme of Esm[M ] such that the divisor intersects each irreducible compo-

nent of each geometric fiber nontrivially.

(iii) A Γµ1(M)-structure on E is a closed immersion of S-group schemes

ϕ : µM,S → Esm[M ]

which intersects every irreducible component of each geometric fiber nontrivially.
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If S is a Z[1/M ]-scheme, then a Γ(M)-structure on E is the same as an isomorphism

of S-group schemes (Z/MZ)2
S

∼=−→ Esm[M ], and a Γ1(M)-structure is closed immersion of

S-group schemes Z/MZ
S
↪→ Esm[M ] [KM85, 1.5.3]. Additionally, if E is a genuine elliptic

curve, then the condition of intersecting each irreducible component of each geometric fiber

is automatically satisfied, and these definitions then agree with those of [KM85, Ch.3] and

[KM85, 4.9].

Let (GEll) be the category whose objects are generalized elliptic curves E → S and whose

morphisms are Cartesian squares
E ′ E

S ′ S

which induce isomorphisms of generalized elliptic curves E ′ ∼= E ×S S ′ over S ′, and let (Ell)

be the full subcategory whose objects are elliptic curves E → S. For any scheme T , let

(GEll/T ) denote the full subcategory of (GEll) whose objects are E/S where S is a T -scheme.

If R is a commutative ring, we write (GEll/R) in place of (GEll/Spec(R)). We define (Ell/T )

and (Ell/R) similarly.

Definition 3.1.2. Let M be a positive integer. Let [Γ?
∗(M)] : (GEll)→ Set denote the moduli

problem which assigns to each generalized elliptic curve E → S the set of Γ?
∗(M)-structures

of E/S, where “ ∗ ” is either empty or 1, and “?” is empty if ∗ is empty, and is empty or µ

otherwise.

Let Sch denote the category of schemes (we do not worry about set-theoretic issues).

We may alternatively consider the moduli problem X?
∗(M) (resp. Y ?

∗ (M)) which assigns

to S ∈ Sch the set of S-isomorphism classes of pairs (E, ϕ) where E/S is a generalized

elliptic curve (resp. elliptic curve) and ϕ is a Γ?
∗(M)-level structure on E/S. If [Γ?

∗(M)] is

represented by E/M, thenM represents the corresponding moduli problem on Sch and vice

versa if [Γ?
∗(M)] is rigid, i.e., if there are no nontrivial S-automorphisms of (E, ϕ) for E/S

a generalized elliptic curve (resp. elliptic curve) and ϕ a Γ?
∗(M)-level structure for all such
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(E, ϕ) and S [KM85, 4.4, A.4.1.2].

We have the following representability results, where in what follows we take a curve over

a base scheme to mean an integral scheme which is flat, separated, and finitely presented of

pure relative dimension 1 over the base.

Theorem 3.1.3 ([DR73,KM85,Co07,Ce17]).

(i) If d | M and d ≥ 3, then [Γ(M)] on (GEll/Z[1/d]) and its restriction to (Ell/Z[1/d])

are represented respectively by

E(M)Z[1/d]/X(M)Z[1/d] and E(M)Z[1/d]/Y (M)Z[1/d]

where X(M)Z[1/d] is a projective, regular curve over Z[1/d] which is smooth over Z[1/M ]

and Y (M)Z[1/d] is an affine, regular curve over Z[1/d] which is an open subscheme of

X(M)Z[1/d]. In particular, if M is not of the form ps or 2ps for some prime p and

s ∈ Z≥0, then X(M) exists as a projective, regular curve over Z.

(ii) If d | M , then [Γ1(M)] on (GEll/Z[1/d]) for d ≥ 5 and its restriction to (Ell/Z[1/d])

for d ≥ 4 are represented respectively by

E1(M)Z[1/d]/X1(M)Z[1/d] and E1(M)Z[1/d]/Y1(M)Z[1/d],

where X1(M)Z[1/d] is a proper, regular curve over Z[1/d] which is smooth over Z[1/M ],

and Y1(M)Z[1/d] is an affine, regular curve over Z[1/d], which is an open subscheme of

X1(M)Z[1/d]. In particular, if M is not of the form ps, 2ps, or 3ps for p a prime and

s ∈ Z≥0, then Y1(M) exists as a affine, regular curve over Z, and if additionally M is

not of the form 4ps, then X1(M) exists as a proper, regular curve over Z.

(iii) The moduli problem [Γµ1 (M)] on (GEll) for M ≥ 5 and its restriction to (Ell) for M ≥ 4

is represented by Eµ

1 (M)/Xµ
1 (M) and Eµ

1 (M)/Y µ
1 (M), where Xµ

1 (M) is a smooth curve

over Z with geometrically irreducible fibers which is moreover proper over Z[1/M ], and

Y µ
1 (M) is a smooth curve over Z which is an affine open subscheme of Xµ

1 (M).

42



Proof. We of course only indicate where to locate these statements in the standard references.

(i) The claim of regularity of X(M)Z[1/d] is [Ce17, Theorems 4.3.5, 4.5.1] or [Co07, Theorem

4.1.1]. The claim of smoothness away from M is [Co07, Theorem 3.2.7] or [Ce17,

Proposition 4.3.2, Theorem 4.5.1]. The representability and projectivity claims are in

[Co07, Theorem 4.2.1] and [Ce17, Proposition 4.3.6], though the statement in the latter

has a typo as it fails to exclude the exponent s = 0. We remark that for the moduli

problem on (GEll/Z[1/M ]), representability, smoothness, and projectivity is given in

[DR73, IV.2.9].

We additionally indicate how the proof of representability goes for the moduli problem

on (Ell), as it follows from results in the more classical reference [KM85]. First, on the

elliptic curve locus, the moduli problem factors into corresponding moduli problems

for the prime factors of M [KM85, 3.5.1] (this is not true for the full problem on

(GEll) [Ce17, Example 4.5.3]). For a general M , the problem [Γ(M)] on (Ell/Z[1/M ])

is relatively representable, finite, and étale [KM85, 5.1.1], and if M ≥ 3, then it is rigid

by [KM85, 2.7.2] (using that Drinfeldian level structures reduce to the classical level

structures of [KM85, 2.7] if M is invertible). Thus, by [KM85, 4.7.0], it is representable,

and by [KM85, 4.7.1], Y (M)Z[1/M ] has the claimed properties (the proof there works

with (Ell/Z[1/M ]) in place of (Ell)). Finally, looking at prime factorizations and using

that the product of a representable moduli problem with a relatively representable

moduli problem is representable [KM85, 4.3.4] gives the claim of the theorem. In the

cases M = ps and M = 2ps, for a supersingular elliptic curve E over Fp, one has the

nontrivial automorphism −1 of (E, ϕ).

(ii) The representability claim follows from [Co07, 4.2.1], and the result for Y1(M) can be

deduced from [KM85, 5.1.1, 2.7.4, 4.7.0, 4.7.1, 4.3.4, 3.5.1] just as above. Regularity and

smoothness away from M are again [Co07, 3.2.7, 4.1.1], and projectivity follows from

[Ce17, 4.1.3, 4.5.1]. Additionally, that [Γ1(4)] is not representable over Z[1/2] is due
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to [Co07, 2.2.5] and the fact that the data (C2,Z[µ4,1/2], ϕ) of a Néron 2-gon C2,Z[µ4,1/2]

with any Γ1(4)-structure ϕ admits a nontrivial involution.

(iii) The affine case follows from [KM85, 4.9, 4.10, 2.7.4]. The moduli problem on (GEll)

has trivial automorphism groups for M ≥ 5 by [KM85, 2.7.4] and [Ce17, 2.1.6], but

there seems to be no prominent reference in the literature which gives details on the

geometric properties of Xµ
1 (M), though Z-smoothness and Z[1/M ]-properness is claimed

in [DI95, 9.3.7], which cites [Ka76, II.2.5], where such properties are only claimed for

the affine curve Y µ
1 (M).

For the case of problematic M , one can still form so-called coarse moduli schemes as the

moduli problems above are relatively representable and affine: in [KM85, 8.1], it is explained

that any relatively representable affine moduli problem has an associated coarse moduli

scheme; in [DR73, I.8, Ch 8], it is explained that any algebraic stack (with quasicompact and

separated diagonal) that is separated and finite type over a Noetherian base admits a coarse

moduli algebraic space, and that if the stack is Deligne-Mumford, then the coarse algebraic

space is a scheme (see [Co05] for a proof and removal of the Noetherian hypothesis). Both

the “fine” moduli schemes representing the moduli problems in the above theorem and the

coarse moduli schemes will be referred to as modular curves.

The modular curves of primary interest for us are the curves X?
1(M), where ? is either

empty or µ, and where we have dropped the subscript indicating the base ring of definition.

For the purposes of Sharifi’s conjecture, the differences between the two curves are essentially

cosmetic - there are only slight differences in the description of the Hecke actions and Galois

actions on the étale cohomology groups of these modular curves. We explain now the two

ways in which these curves are isomorphic after a possible extension of scalars.

Suppose M is such that the fine moduli scheme X1(M) exists, and let R = Z[1/M, ζM ]. As

M is invertible in R, we then interpret the moduli problem [Γ1(M)] on Sch as parametrizing
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pairs (E/S, β) where β is the morphism of group schemes associated with the data (E/S, ϕ)

as in the discussion after Definition 3.1.2. We have an isomorphism f : µM,R → Z/MZ
R

over

R given by sending ζM to 1, and so we obtain an isomorphism vM : Xµ
1 (M)R → X1(M)R

induced by the map of moduli problems described by

(E/S, β : µS ↪→ Esm[M ]) 7→ (E/S, β ◦ f/S).

If we instead work over R = Z[1/M ], we have the Atkin-Lehner isomorphism wM : Xµ
1 (M)R →

X1(M)R defined via the morphism of moduli problems on the elliptic curve locus

(E/S, α : µM,S ↪→ E) 7→ (E := E/im(α), β : Z/MZ
S
↪→ E)

where β is the unique inclusion such that, over any ring containing a primitive Mth root

of unity, β(1) and α(ζ) pair to ζ under the Weil pairing for all Mth roots of unity ζ. A

description of this scheme-theoretic Weil pairing is given in [KM85, 2.8] and [KM85, IV.3.21].

We then have that v−1
M ◦ wM and wM ◦ v−1

M are involutions over Z[µM , 1/M ], which we will

refer to as Atkin-Lehner involutions.

Remark 3.1.4. There is a mistake in [FK12, 1.4.2] as they claim wM defines an isomorphism

over Z; this is impossible as Xµ
1 (M) is smooth over Z, while if M = pkM ′ for p an odd prime,

k ≥ 1, M ′ ≥ 5, and p ∤ M ′ then the fibers over p of Y1(M)Z(p)
are known to be singular

[KM85, 13.5].

It will also be useful to relate these isomorphisms to the analytic theory of modular curves.

Recall that H denotes the complex upper half plane, and let H∗ := H ∪ P1
Q be the extended

upper half plane. Let M ≥ 5, let Γ1(M) denote the subgroup of SL2(Z) of matrices that are

unipotent modulo M , and consider the compact Riemann surface Γ1(M)\H∗. Recall that a

model of Γ1(M)\H∗ in the sense of [Sh59, 16.7] is the data (V, φ) of a smooth projective curve

V over a number field, together with an isomorphism φ : Γ1(M)\H∗ → V (C)an where (−)an

denotes the analytification functor of Serre’s GAGA. For the curves X1(M)Q and Xµ
1 (M)Q,
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we have the two models of Γ1(M)\H∗ induced by

φM : Γ1(M)\H ∋ z 7→ (H/(Z+ zZ), 1 7→ 1/M)

φµM : Γ1(M)\H ∋ z 7→ (H/(Z+ zZ), ζM 7→ 1/M).

The isomorphism vM then induces an isomorphism of models over Q(ζM ), while wM does not

induce an isomorphism of models but instead corresponds to the involution z 7→ −1
Mz

of H∗.

This may be seen from calculating that for the elliptic curve H/(Z+ zZ), the M -torsion point

1/M pairs with the point z/M of H/( 1
M
Z+ zZ) to e2πi/M under the Weil pairing and using

that 1
M
Z+ zZ is homothetic to Z+ −1

Mz
Z, where the minus sign is introduced so that −1

Mz
is in

H. The points ∞, 0 ∈ P1
Q give rise to distinct points in Xµ

1 (M)Q and in X1(M)Q, which are

respectively referred to as the ∞ and 0 cusps, and which are swapped by the map wM . We

have that in the X1(M) model, the ∞ cusp has residue field Q(µM)+, while in the Xµ
1 (M)

model, the ∞ cusp has residue field Q; these claims follow from Proposition 3.2.10 below.

After introducing Hecke and diamond operators in the next section, we will explain how these

isomorphisms interact with the Galois and Hecke actions on the cohomology groups of the

two models of modular curves.

3.1.2 Ihara’s model of X(M)Fq2

We describe a particular twistX(M)IharaFq2
of the curveX(M)Fq2 , where q is a prime not dividing

M and Fq2 is the finite field of order q2. For a fixed q, the family of curves {X(M)IharaFq2
}M

was studied in the paper [Ih75] of Ihara in which he used the congruence subgroup property

of PSL2(Z(q)) to describe the ramification and splitting behavior of this family of coverings.

Though this paper is well-known for being the source of what is now called Ihara’s Lemma,

which was named by Ribet is his study of level-raising congruences of modular forms, we will

only need to use the following formulation of the main theorem of the paper.

Theorem 3.1.5 ([Ih75, MT 2]). There is no nontrivial finite abelian covering Y → X(M)IharaFq2

by a geometrically irreducible, smooth, proper curve Y over Fq2 in which all supersingular
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points of X(M)IharaFq2
are completely split.

Here, we say that a point x of X(M)IharaFq2
is completely split if the fiber of x along the

covering map Y → X(M)IharaFq2
is a disjoint union of copies of the residue field of x.1 We

also point out that for a smooth curve, connectedness is equivalent to irreducibility; this

assumption is to rule out uninteresting covers which on the function field side correspond to

extensions K(Y )/K(X(M)IharaFq2
) such that Fq2 is not algebraically closed in K(Y ).

The curves X(M)IharaFq2
are essentially constructed by forcing the q2-power Frobenius to

act rationally as ±p on the universal elliptic curve so that the corresponding supersingular

elliptic points are defined over Fq2 . We do this as follows.

The curve X(M)Z[1/M ] admits a map via the Weil pairing to the scheme of primitive

M -roots of unity µprim
N,Z[1/M ] = Spec(Z[1/M ][X]/(ΦM(X))) ⊂ Spec(Z[1/M ][X]/(XM − 1)) =

µM,Z[1/M ] where ΦM (X) is the Mth cyclotomic polynomial, over which the curve X(M)Z[1/M ]

is fiberwise geometrically connected. There is a natural left action of PGL2(Z/MZ) on

X(M)Z[1/M ] over Z[1/M ] which on points (E,P,Q) corresponds to left matrix multiplication

on
(
P
Q

)
. The action of a γ ∈ PGL2(Z/MZ) on X(M)Z[1/M ] commutes with the action of

det(γ) ∈ (Z/MZ)× ∼= Aut(µprim
M,Z[1/M ]) on µprim

M,Z[1/M ]:

X(M)Z[1/M ] X(M)Z[1/M ]

µprim
M,Z[1/M ] µprim

M,Z[1/M ].

γ

det(γ)

Fixing a choice ζM of a primitive Mth root of unity, we have an isomorphism

Spec(Z[1/M, ζM ]) ∼= µprim
N,Z[1/M ]

along which we pull back X(M)Z[1/M ] to obtain the curve X(M)
(ζM )
Z[1/M,ζM ]. We fix a choice of

1The terminology Ihara uses is “decomposed completely”, not to be confused with the notion of “completely
decomposed” as used by Nisnevich in a different but similar sense.
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prime of Z[1/M, ζM ] lying over q and consider the reduction

X(M)
(ζM )
F
qf
→ Spec(Fqf ) = Spec(Fq(ζM))

where the integer f is the smallest positive integer such that M | qf − 1. The subgroup of

matrices G ⩽ PGL2(Z/MZ) with determinant a power of q mod N then act on X(M)
(ζM )
F
qf

over Fq. Let σq2 denote the arithmetic q2-power Frobenius of Fq2f and let g =
(
q 0
0 q

)
∈ G.

Then g × Spec(σq2) acts on X(M)
(ζM )
F
qf
×Spec(F

qf
) Spec(Fq2f ) over Spec(Fq2) with order f .

Definition 3.1.6. Define Ihara’s curve of level M over Fq2 to be the quotient

X(M)IharaFq2
= (X(M)

(ζM )
F
qf
×Spec(F

qf
) Spec(Fq2f ))/⟨(g, Spec(σq2))⟩.

One important feature of the curves is that the supersingular points of X(M)IharaFq2
(i.e.,

those that are in the image of the supersingular points of X(M)
(ζM )
F
q2f

under the defining

quotient map) are all defined over Fq2 [Ih75, 1.3.1]. We will use both this property and

Theorem 3.1.5 with q ≡ ±1 (mod M), so that X(M)IharaFq2
= X(M)

(ζM )
Fq2

, in our analysis of the

map Υ to be defined in the next chapter.

3.1.3 Degeneracy morphisms

For future use, we also define degeneracy maps πd : X1(M)→ X1(M
′) for each divisor d |M

such that dM ′ |M which on Y1(M) are given by

πd : (E/S, α : Z/MZ
S
→ E[M ]) 7→ (E ′, α′ : Z/M ′Z

S
→ E ′[M/d])

where E ′ := E/α(M
d
Z/MZ) and α′ is the composition

α′ := Z/M ′Z
S
↪→ Z/(M/d)Z

S

α mod α(M
d
Z/MZ)

−−−−−−−−−−→ E ′[M/d].

We may also define πµd : Xµ
1 (M)→ Xµ

1 (M
′) which on Y µ

1 (M) is given by

πµd : (E/S, β : µM,S ↪→ E[M ]) 7→ (E ′ := E/β(µd,S), β
′ : µM ′,S ↪→ E ′[M ′])
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where

β′ := µM ′,S ↪→ µM/d,S
β mod β(µd)−−−−−−−→ E ′[M ′].

Over the appropriate extension of scalars, we then have that πd ◦ wM = wM ′ ◦ πµM/dM ′ , and if

we define vM and vM ′ as above using a primitive Mth root of unity ζM and set ζM ′ := ζ
M/M ′

M ,

then we have πd◦vM = vM ′ ◦πµd . Combining these, we have πµd ◦v
−1
M ◦wM = v−1

M ′ ◦wM ′ ◦πµM/dM ′ .

3.2 Algebraic theory of Hecke algebras and modular forms

In this section, we set up the algebraic theory of Hecke operators and modular forms due

to Igusa and Deligne, following roughly the presentations of [De69] and [Co07]. We start

with defining Hecke correspondences, which will enable us to describe Hecke operators as

associated endomorphisms of cohomology groups of certain sheaves on modular curves. We

then define modular forms as global sections of certain line bundles on modular curves and

compare this definition with another algebraic definition of modular forms due to Katz in

[Ka72] and the analytic theory of modular forms. We will see that there are some subtleties

in the algebraic theory over Z that arise from the difference in properties of the two models

X1(M) and Xµ
1 (M). We assume throughout that the level M is large enough so that we

work with moduli problems representable by schemes.

We start with a definition.

Definition 3.2.1. For a regular proper curve X over an affine scheme S = Spec(R), a

correspondence T := (π1, π2) on X is a pair of finite morphisms π1, π2 : Y ⇒ X from a regular

proper curve Y over S. The dual correspondence of T is the correspondence T ∗ := (π2, π1).

To define our Hecke correspondences, we first need the modular curve X1(M, l) defined

via another moduli problem on (GEll). Due to the number of technical details needed to

define the moduli problem, we only summarize the most pertinent parts of the definition and

refer to [Co07, 2.4.3] and [Ce17, 4.6] for more precise definitions.
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For M a positive integer and l any prime, let [Γ1(M, l)] be the moduli problem on

(GEll) which assigns to E/S the set of data (E/S, α : Z/MZ → Esm[M ], C) where α is in

[Γ1(M)](E/S) and C is a finite, locally free rank l cyclic S-subgroup scheme of Esm[l] such

that when l |M , there is an equality of closed subschemes∑
a∈Z/lZ

(α(aM/l) + C) = Esm[l]

in E. By [Co07, 4.2.1], we have criteria on M for representability of [Γ1(M, l)] which agree

with that for [Γ1(M)] in Theorem 3.1.3. In such cases, we denote the corresponding proper

modular curve by X1(M, l)/Z, which is smooth over Z[1/Ml] by [Co07, 3.2.7].

Let M ≥ 1 be such that X1(M) exists as a fine moduli scheme over Z, and let l be any

prime. Let π(l)
1 , π

(l)
2 : X1(M, l) ⇒ X1(M) be the morphisms induced by the maps of moduli

problems

π
(l)
1 : (E/S, α : Z/MZ

S
→ E[M ], C) 7→ (E/S, α : Z/MZ

S
→ E[M ])

π
(l)
2 : (E/S, α : Z/MZ

S
→ E[M ], C) 7→ (E := (E/C)/S, α mod C : Z/MZ

S
→ E[M ]).

By [Ce17, 4.7.1], the morphisms are finite and flat.

Definition 3.2.2. Define the lth Hecke correspondence on X1(M) to be the correspondence

(π
(l)
1 , π

(l)
2 ). We often denote this by Tl if l ∤M and by Ul if l |M .

We can also analogously define a moduli problem [Γµ1 (M, l)], yielding a curve Xµ
1 (M, l) over

Z which is smooth over Z[1/l], proper over Z[1/Ml], and which admits finite flat morphisms

π
(l),µ
i to Xµ

1 (M) and Atkin-Lehner isomorphisms vM,l, wM,l defined over Z[1/M, µM ] and

Z[1/M ], respectively. We have then that wM ◦ π(l)
i = π

(l),µ
3−i ◦ wM,l and vM ◦ π(l)

i = π
(l),µ
i ◦ vM,l.

Thus, the correspondences Tl and Ul correspond to the similarly defined T µ∗l , Uµ∗
l under wM .

3.2.1 Sheaves of differentials and modular forms

We introduce the sheaves which will be used to algebraically define spaces of modular forms

following [DI95, §12]. Recall that a morphism of schemes f : X → S is called Cohen-Macaulay
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(respectively syntomic) if it is flat, locally of finite presentation, and has Cohen-Macaulay

(resp. local complete intersection) fibers.

Definitions 3.2.3. Let f : E → S be a Cohen-Macaulay morphism of schemes of pure relative

dimension d.

(i) Let ΩE/S be the relative dualizing sheaf over E of f of [DR73, I.2].

(ii) Let Ω1
E/S be the sheaf over E of relative Kahler differentials of [SP, Tag 01UM].

(iii) Suppose that f is a generalized elliptic curve with identity section e : S → E. Then f

is syntomic, and we let

ωE/S := e∗ΩE/S.

We remark that in [DR73], the notation ωX/S is used for our ΩE/S and they refer to the

sheaf as the sheaf of regular differentials. The first two items in the above definition are

related by a canonical map

cE/S : Ωd
E/S → ΩE/S

which is an isomorphism over the smooth locus of f [Li02, 6.4.13], where Ωd
E/S = (Ω1

E/S)
⊗d.

As the identity section e has image in the smooth locus, we see then that ωE/S is canonically

isomorphic to e∗Ω1
E/S. We record some useful results.

Lemma 3.2.4.

(i) Let

X ′ X

S ′ S

g′

h′ h

g

be a commutative diagram of schemes. Then there is a canonical map of sheaves

g′∗Ω1
X′/S′ → Ω1

X/S which is an isomorphism if the diagram is Cartesian.

(ii) The construction ωX/S is stable under base change of S, i.e., g∗ωX/S = ωX′/S′.
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(iii) The sheaves ΩE/S and ωE/S are line bundles.

(iv) There is a canonical isomorphism ωE/S → f∗ΩE/S

Proof. The first claim is [SP, Tag 01UV], while the second claim follows from the first claim.

The last two claims are [DR73, II.1.6].

In the analytic setting, the sheaf ω = ωEµ1 (M)/Xµ
1 (M) can be described rather concretely.

We give a summary of the exposition in [DI95, 12.3] here. We first start with a concrete

description of the universal analytic family of elliptic curves E1(M)an over Y1(M)an as the

quotient of the trivial bundle H× C over H by the right action of Γ1(M) on Z× Z given by

(z, ζ) · (m,n) = (z, ζ +mz + n).

This produces a family of elliptic curves over the upper half plane E → H with a canonical

family of points of order M described by the section z 7→ (z, 1/M). We may define on the

left an action of SL2(Z) given by γ = ( a bc d ) ∈ SL2(Z) acting as

[(z, ζ)] 7→ [(γ(z), (cz + d)−1ζ)].

The quotient of the universal family of elliptic curves by the action of Γ1(M) ⩽ SL2(Z) then

gives the universal elliptic curve over the modular curve of level Γ1(M). The analytic sheaf

ωan can then be identified with the sheaf of sections of the line bundle

Γ1(M)\(H× Cot(C)),

where Cot(C) is the 1-dimensional cotangent space of C at the origin. This line bundle can

be identified with the bundle

Γ1(M)\(H× C)

over Y1(M)an where the action is given by γ · (z, ξ) = (γ(z), (cz+ d)ξ), with the identification

given by

(z, ξ)↔ (z, 2πiξdζ).
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The analytic description can also be extended to the universal generalized elliptic curve over

the projective modular curve Xµ
1 (N) as in [DR73, VII.4]. In this way, we have an identification

of the classical space of modular forms Mk(N ;C)class with the space H0(Xµ
1 (M)an, ω⊗k,an)

where a modular form f(z) produces a global section f(z)(dζ)⊗k of the tensor power of

the pushforward of the relative cotangent bundle invariant under pullback by elements of

Γ1(M). This suggests that we should algebraically define the space of modular forms as

H0(X
(µ)
1 (M), ω⊗k), where the superscript (µ) indicates we are considering both the regular

and the µ-variant of the modular curve.

Definition 3.2.5. Write ω for ω
E

(µ)
1 (M)/X

(µ)
1 (M)

. Let D = X
(µ)
1 (M)−Y (µ)

1 (M) be the cuspidal

divisor. For an arbitrary ring A for which [Γ
(µ)
1 (M)] is representable, define a modular form

over A on X
(µ)
1 (M) and weight k ≥ 2 to be an element of

H0(X
(µ)
1 (M)A, (ω

⊗k)A),

and a cusp form over A to be an element of the subspace

H0(X
(µ)
1 (M)A, (ω

⊗k(−D))A).

We write M (µ)
k (M ;A) for the space of such modular forms, and we write S(µ)

k (M ;A) for the

subspace of such cusp forms.

We see that M (µ)
k (M ;A) and S

(µ)
k (M ;A) are finitely generated and torsion-free as A-

modules, being spaces of global sections of torsion-free sheaves on integral schemes flat

over Spec(A). Recall the degeneracy maps π(µ)
d : X

(µ)
1 (M) → X

(µ)
1 (M ′) for a positive

integer d such that dM ′ | M of section 3.1.3. These induce injective degeneracy operators

i
(µ)
d : M

(µ)
k (M ′;A) ↪→ M

(µ)
k (M ;A), induced by the counit id → πd∗π

∗
d of the adjunction

(π∗
d ⊣ πd∗) evaluated at (ω⊗k)A, that take S(µ)

k (M ′;A) into S
(µ)
k (M ;A). To see that these

maps are injective, note that the sheaves ω are locally free, being invertible sheaves, that

injectivity may be checked on an affine cover of X(µ)
1 (M ′), that π(µ)

d are surjective, and that

X
(µ)
1 (M) are integral schemes.
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Remark 3.2.6. In the above definition, the assumption that the moduli problem is representable

may be removed if we allow discussion of relative dualizing sheaves on algebraic stacks as in

[Co07].

Lemma 3.2.7. For any flat R-algebra S, we have canonical isomorphisms

M
(µ)
k (N ;R)⊗R S

∼=−→M
(µ)
k (N ;S), S

(µ)
k (N ;R)⊗R S

∼=−→ S
(µ)
k (N ;S).

Proof. This follows as cohomology of quasicoherent sheaves commutes with flat base change

for relatively quasicompact and separated schemes [SP, Tag 02KH].

When A = C, we recover the classical space of homolorphic modular forms of weight k

and level Γ1(M) via the analytification map of Serre’s GAGA

H0(X
(µ)
1 (M)C, ω

⊗k
C )

∼=−→ H0(X
(µ)
1 (M)anC , (ω

an)⊗k) =Mk(Γ1(M),C)class

as ωΓ1(M),C is a coherent sheaf and X(µ)
1 (M)C is smooth and proper over C. We in particular

have a canonical Z-structure on the space of classical modular forms using the model Xµ
1 (M),

along with a Z-structure coming from using the model X1(M). The former Z-structure agrees

with that coming from q-expansions at infinity, while the latter in general does not, as we will

indicate below. Over any Z[1/M, µM ]-algebra, we may identify the two spaces of algebraic

modular forms associated with the two models using the isomorphism vM of modular curves,

and as this isomorphism induces the identity map on the analytic curves, it also induces

the identity map on the corresponding spaces of analytic forms. The two integral theories

generally differ, however, and we maintain the distinction in notation through the next few

sections as we set up the Hecke theory.

We now relate this to the notion of so-called geometric modular forms due to Katz

[Ka72], which is used in the first part of [Oh20]. This presentation of ideas also allows one to

define modular forms without worrying about issues of representability of moduli functors

[Ka76, II.2.5]. Recall that for a morphism of schemes g : X → Y and a quasicoherent
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sheaf G on Y , there is a natural morphism of global sections Γ(Y,G) → Γ(X, g∗G), where

g∗G := g−1G ⊗g−1OY OX , inducing a map on cohomology

H i(Y,G)→ H i(X, g∗G).

Taking g : E
(µ)

1 (M) → X
(µ)
1 (M) to be the structure morphism and G = ω⊗k = ω⊗k

E/X ,

we then see that a modular form f ∈ M (µ)
k (M ;A) gives for any generalized elliptic curve

with level structure (E/S, α) corresponding to a morphism φ : S → X
(µ)
1 (M) an element

fE/S ∈ H0(S, ω⊗k
E/S) and that this assignment is compatible with composition/base change.

As any scheme is determined by its morphisms from affine schemes, we find that a modular

form f on X(µ)
1 is equivalent to a “rule” which assigns to every triple (E/Spec(R), α, ξ), where

(E/Spec(R), α) is a generalized elliptic curve with level structure and ξ is a nowhere vanishing

global section of ω⊗k
E/Spec(R) (so that we have an isomorphism H0(Spec(R), ω⊗k

E/Spec(R))
∼=

R), an element f(E/Spec(R), α, ξ) ∈ R which depends only on the isomorphism class of

(E/Spec(R), α, ξ), which commutes with arbitrary base change, and which satisfies for any

λ ∈ R× that f(E/R, α, λξ) = λ−kf(E/R, α, ξ).

3.2.2 Cusps and algebraic q-expansions

We may apply the geometric viewpoint on modular forms above to Tate curves over Z[[q]] in

order to obtain q-expansions of modular forms. The construction of Tate curves is carried

out in [DR73, Ch. VII] and [Co07, §2.5] following Raynaud’s construction via formal schemes

and algebraization. We summarize the results below in the notation of [Co07].

Definition 3.2.8.

(i) For all n ≥ 1, there exist generalized elliptic curves Taten → Spec(Z[[q1/n]]) whose

fibers over q1/n = 0 are standard Néron n-gons and whose restriction to Z((q1/n)) are

elliptic curves.

(ii) There is a canonical element ωcan of H0(Spec(Zp[[q]]), ωTaten
) given by the differential
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dq1/n

q1/n
on Taten.

Lemma 3.2.9. (i) Taten admits a free action by the group Z/nZ which lifts the standard

rotation action on the standard n-gon over Spec(Z).

(ii) For m | n, there is a finite étale map Taten → Tatem over Spec(Z[[q1/m]]) of degree

n/m given by the quotient of the action of mZ/nZ ⊂ Z/nZ.

(iii) The curves Taten are the unique generalized elliptic curves up to unique isomorphism

over Z[[q1/n]] which have standard n-gon fibers and which have fiber over Z((q1/n))

isomorphic to Tate1 ⊗Z[[q]] Z((q1/n)).

(iv) There is a unique isomorphism of group schemes over Z[[q1/n]]

Tatesmn [n] ∼= µn × Z/nZ

lifting the canonical isomorphism on the standard n-gon fiber over q1/n = 0.

As generalized elliptic curves over algebraically closed fields are all isomorphic to standard

n-gons Cn, the study of the residue fields of the cusps of X(µ)
1 (M) amounts to the study of

[Γ
(µ)
1 (M)] structures on Cn for n ≥ 1. Tate curves are then universal deformations of n-gons

and can be used to identify the universal deformation rings at the cusps of the modular

curves X(µ)
1 (M). The identification of the cusps of X1(M) is carried out in [Co07, Theorem

4.3.4]; however, the theorem statement there contains errors. We give a description of the

cusps of Xµ
1 (M) in the following proposition.

Proposition 3.2.10. Let M ≥ 5. For d > 0, let C(M)d be the locus of points on Xµ
1 (M)

corresponding to Γµ1(M)-structures on generalized elliptic curves with d-gon geometric fibers.

For d | M,d < M/2, we have that C(M)d,Z[1/M ] is a disjoint union of φ(M/d)/2 copies of

Spec(Z[µd, 1/M ]) corresponding to elements of (Z/M
d
Z)×/±, while if d =M or M/2, then

C(M)d,Z[1/M ] = Spec(Z[µd, 1/M ]+).
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Proof. As in the proof of [Co07, Theorem 4.3.4], we study the cusps of the generic fiber

Xµ
1 (M)Q. Note first that as we require Γµ1(M)-structures on a generalized elliptic curve to

contact each irreducible component of each geometric fiber, any such structure can only exist

on a d-gon for d |M . To find the residue fields of points of C(M)d,Q, we pass to Q and consider

Galois orbits of isomorphism classes of the data of the standard d-gon Cd equipped with a

Γµ1 (M)-structure over Q. These are all of the form (Cd, ζM 7→ (ζrM , b)) where b ∈ (Z/dZ)×, so

that the Z-span of (ζrM , b) intersects each irreducible component of Cd, and where r ∈ Z/MZ

maps to a unit in Z/M
d
Z, so that (ζrM , b) has order M .

We now consider one such pair (ζrM , b) describing an isomorphism class of Γµ1 (M)-structures

on Cd. Recall that Aut(Cd,+) = Z/2Z×µd, where ζ = ζ
sM/d
M ∈ µd(Q) acts by sending (ζrM , b)

to (ζ
r+bsM/d
M , b) and where the nontrivial element of Z/2Z acts by inversion. Thus, we may

assume that 0 < r ≤M/d. The Galois action by a σ ∈ GQ mapping to a ∈ (Z/MZ)× via the

cyclotomic character sends ζM 7→ (ζrM , b) to ζaM 7→ (ζarM , b), which is equivalent to the level

structure ζM 7→ (ζrM , a
−1b), where we view a ∈ (Z/dZ)×.

Suppose that we are in the case d =M or M/2. As M/d is then 1 or 2, the automorphisms

of the previous paragraph produce isomorphisms of level structures between ζM 7→ (ζM , b),

ζM 7→ (ζ−1
M ,−b), and ζM 7→ (ζM ,−b), where the first isomorphism comes from the inversion

automorphism and the second isomorphism comes from the µd part of Aut(Cd,+). Thus,

we have an equality of isomorphism classes [(Cd, ζM 7→ (ζM , b))] = [(Cd, ζM 7→ (ζM ,−b))],

and we see that GQ acts transitively on all isomorphism classes of Γµ1(M)-structures. Thus,

the Galois stabilizer for the class is GQ(ζM )+ , which gives the residue field Q(ζM)+ of the

corresponding point of Xµ
1 (M).

In the remaining case that d < M/2, we have that r and −r are distinct modulo M/d,

and so we get φ(M/d)/2 distinct Galois orbits, each with corresponding stabilizer GQ(µd) and

residue field Q(µd).

To obtain the integral results as in the proposition statement, we appeal to the regularity

and properness of Xµ
1 (M)Z[1/M ] as in the proof of [Co07, 4.3.4].
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We now point out the error in the statement of [Co07, Theorem 4.3.4]. There it is claimed

that the d-gon cusps of X1(M), assuming that the moduli problem is representable over Z,

when d > 2 form a disjoint union of copies of Spec(Z[µM/d]) indexed by pairs (b, r) where

b ∈ (Z/dZ)× and r is a positive divisor of d that reduces to a unit in (Z/(M/d)Z)×. This

cannot be true, as the number of cusps of X1(M)Q is known to be 1/2
∑

d|M φ(d)φ(M/d)

[DS05, pg. 102], and Conrad’s description yields an overcount.

Describing the cusps of Xµ
1 (M) over Z involves considering closed immersions of group

schemes µM,Z → Gm,Z × Z/dZ
Z

which are surjective upon composing with the projection

to the constant group scheme factor. As there are no nontrivial maps from the local group

scheme µpk,Fp to an étale group scheme over Fp, we see that some of the cusps over Z[1/M ]

described above will not extend over Z. In the case d = 1, we always have the Γµ1(M)-

structures Spec(Z)→ Xµ
1 (M) coming from the usual inclusions µM,Z ↪→ Csm

1 = Gm,Z. We are

particularly interested in the cusp corresponding to the canonical inclusion as it corresponds

to the infinity cusp from the analytic theory, as we now explain.

Recall that we have an identification of curves X1(M)an = Xµ
1 (M)an via the algebraic

isomorphism vM . Viewing X(µ)
1 (M)an as Γ1(M)\(H ∪ P1(Q)), we have an identification of

cusps Γ1(M)\P1(Q) = Γ1(M)\PSL2(Z)/( 1 Z
0 1 ) where γ ∈ SL2(Z) corresponds to γ · ∞ =

a/c ∈ P1(Q). We may also set

PM := {(c, d) ∈ (Z/MZ)2 | (c, d) = Z/MZ}

and identify the set of cusps of X(µ)
1 (M)an with PM/∼ where (c, d) ∼ (c′, d′) if c = ϵc′ and

d ≡ ϵd′ mod c(Z/MZ) where ϵ = ±1. A cusp a/c ∈ P1(Q) corresponds to (c, d) ∈ PM/∼

when ( a bc d ) ∈ SL2(Z), and in terms of the algebraic description of cusps, (c, d) ∈ PM/∼

corresponds to the level structure 1 7→ (ζdM ,
c

gcd(c,M)
) (or ζM 7→ (ζdM ,

c
gcd(c,M)

)), where we use

notation as in the proof of Proposition 3.2.10.

For later use, we would like to record the action of GQ on the cusps, which depends on

which algebraic model of the modular curve one uses. In [FK12], they opt for the presentation
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PM/∼ for the curve X1(M), while in [Oh03] and [Oh99, §4.3], the cusps a/c ∈ P1(Q) of

Xµ
1 (M) are represented as [ ac ] ∈ AM/∼ where

AM := {[ ac ] ∈ (Z/MZ)2 | (a, c) = Z/MZ}

and [ ac ] ∼
[
a′

c′

]
if c = ϵc′ and a ≡ ϵa′ mod c(Z/MZ) where ϵ = ±1. We remark that we may

use either of the presentations, PM/∼ or AM/∼, when discussing the cusps of either model

of the modular curve, and we will later do so when referring to results in the literature.

Lemma 3.2.11. For σ ∈ GQ, let α ∈ (Z/MZ)× be such that σ(ζM) = ζαM . Then

σ ·

a
c

 =

 a

α−1c


as a cusp of Xµ

1 (M), and

σ · (c, d) = (c, αd)

as a cusp of X1(M).

Proof. The cusp (c, d) of X1(M) corresponds to the level structure (ζdM ,
c

gcd(c,M)
), and so the

action of GQ on (c, d) is apparent. The cusp [ ac ] corresponds to (c, d), and so as a cusp of

X1(M), an element σ ∈ GQ corresponding to α maps the cusp to
[
α−1a
c

]
. Via the equality

σ ◦ vM = vM ◦ ⟨κNp(σ)⟩ ◦σ as morphisms Xµ
1 (M)→ X1(M), we see that σ sends [ ac ] to [ a

α−1c ]

as a cusp of Xµ
1 (M).

We have two particular cusps of interest. The cusp (1, 0) ∈ PM is called the 0-cusp and

corresponds an M -gon cusp of X(µ)
1 (M)Q. The cusp (0, 1) is the so-called infinity cusp and

corresponds to a 1-gon cusp of X(µ)
1 (M)Q, and which in the case of Xµ

1 (M) is defined over Z

as indicated above.

For the model Xµ
1 (M), the canonical inclusion µM,Z ↪→ C1 lifts to an embedding µM,Z ↪→

Tate1 corresponding to a morphism

∞ : Spec(Z[[q]])→ Xµ
1 (M).
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The 1-gon cusp of X1(M) over Z admits a twisted Tate curve as a universal deformation

over Z[µM ]+, which is denoted by Tate′1 in [Co07, 4.3.7]. For our purposes, this is not quite

the curve we wish to use in order to define algebraic q-expansions. Instead, we pass up to

X1(M)Z[µM ] and use the Tate curve Tate1,Z[[q]]⊗Z[µM ] with Γ1(M)-structure corresponding to

ζM , which will correspond in the analytic theory to the infinity cusp, and which corresponds

to a map

Spec(Z[[q]]⊗ Z[µM ])→ X1(M)Z[µM ].

Definition 3.2.12. For any modular form f on Xµ
1 (M) of weight k over a commutative ring

R, we define the q-expansion of f at infinity to be the image under the pullback morphism

H0(Xµ
1 (M)R, ωR)→ H0(Spec(R⊗ Z[[q]]),∞∗ωR) ∼= R⊗ Z[[q]],

where the last isomorphism comes from the canonical element ωTate. For any Z[µM ]-algebra

R and any modular form f on X1(M)R, we similarly define the q-expansion of f to be the

pullback along the morphism induced by Tate1,R⊗Z[[q]] composed with the isomorphism with

R⊗ Z[[q]].

The above construction agrees with the Fourier expansion at infinity of the associated

analytic modular form for R = C for either model X1(M) or Xµ
1 (M), and as such we may

refer to the q-expansion (at infinity) of a form simply as its Fourier expansion.

We now state the q-expansion principle, which allows us to identify modular forms with

formal power series.

Proposition 3.2.13 (Katz).

(i) For any commutative ring A the map

Mµ
k (M ;A)→ A⊗Z Z[[q]] ↪→ A[[q]]

is injective.
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(ii) If A is a subring of B, then the commutative diagram

Mµ
k (M ;A) A⊗Z Z[[q]]

Mµ
k (M ;B) B ⊗Z Z[[q]]

is Cartesian.

The analogous statement for cusp forms, and the corresponding statements using the model

X1(M) in place of Xµ
1 (M) if restricting to Z[1/M, µM ]-algebras, hold as well.2

The formulation above is as in [DI95, 12.3.4, 12.3.5], though they work over Z[1/M, µM ]-

algebras for the model X1(M). The original result is [Ka72, 1.6.1], where it is stated only for

the curve X(M) over Z[1/M ]. The point of commonality in each of these references is that

the modular curves considered are smooth over the given base ring and that the q-expansions

and spaces of modular forms are considered over the same ring. For non-smooth curves,

one generally needs to consider q-expansions at a collection of cusps which intersects each

irreducible component of each fiber in order to obtain a q-expansion principle, i.e., to obtain

statements analogous to the two in the proposition above. As Xµ
1 (M) has geometrically

irreducible fibers, one could formulate a principle for each cusp for algebras over the base

ring of the cusp, whereas in [Co07, 4.4.2], it is said that the space Mk(M ;Z) of weight k

forms on X1(M) over Z are precisely those which have integral q-expansions at each of the

N -gon cusps.

We see then that using the model Xµ
1 (M) is the more natural option in defining algebraic

q-expansions at ∞ as over Z it agrees with the analytic description of modular forms which

have Fourier expansion at infinity with coefficients in Z. The issue with using X1(M) instead

is that the fibers in characteristics dividing the level are not geometrically irreducible and

smooth, and so one does not have a simply stated q-expansion principle as above.

2Though the Tate curves over X1(M) were defined over Z, one requires geometric irreducibility of the
fibers in order to state a q-expansion principle using only a single q-expansion. Geometric irreducibility holds
only away from M for the model X1(M).
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3.2.3 Hecke operators

We now give an algebraic description of Hecke operators on the spaces of modular forms

defined above and other cohomology groups of modular curves. For simplicity, we stick to the

model X1(M), though everything should hold for Xµ
1 (M) in place of X1(M) as well, with

only minor changes in notation. In order to define the (non-dual) Hecke operators Tl and Ul,

we consider the sheaf ω = ωE/X and the following commutative diagram of schemes

E1(M, l) E1(M, l)/C

E1(M) X1(M, l) E1(M)

X1(M) X1(M)

φ

h1 g1 g2 h2

f π
(l)
1 π

(l)
2

f

(3.2.1)

where E1(M, l) is the universal generalized elliptic curve over X1(M, l), C is the universal

cyclic subgroup scheme of rank l of E1(M, l)sm, φ is the corresponding isogeny in the sense

of [Ce17, §2.2], f is the structure morphism, and the two squares are Cartesian. Our goal

is to describe an endomorphism of H0(X1(M), ω), as this will induce an endomorphism on

H0(X1(M), ω⊗k).

We first consider the unit of the adjunction (π
(l)∗
2 ⊣ π(l)

2∗ ) at ω to get a map

ω → π
(l)
2∗π

(l)∗
2 ω = π

(l)
2∗ω(E1(M,l))/C)/X1(M,l).

Write e1 and e2 for the canonical sections of g1 and g2. We have an equality e2 = φ ◦ e1 and a

natural map φ∗Ω1
(E1(M,l)/C)/X1(M,l)

→ Ω1
E1(M,l)/X1(M,l)

, yielding a map we denote simply by φ∗:

π
(l)
2∗ e

∗
2Ω

1
(E1(M,l)/C)/X1(M,l)

= π
(l)
2∗ e

∗
1φ

∗Ω1
(E1(M,l)/C)/X1(M,l)

→ π
(l)
2∗ e

∗
2Ω

1
E1(M,l)/X1(M,l)

= π
(l)
2∗ωE1(M,l)/X1(M,l) = π

(l)
2∗π

(l)∗
1 ω.

Taking global sections, we thus far have a map

H0(X1(M), ω)→ H0(X1(M), π
(l)
2∗π

(l)∗
1 ω) = H0(X1(M), π

(l)
1∗π

(l)∗
1 ω),
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where the equality follows from the definition of sections of a pushforward sheaf and the

fact that π(l)
1 and π

(l)
2 have the common domain X1(M, l). Finally, as π(l)

1 is finite and flat,

there is a trace map which we denote π(l)
1∗ , which coincides with the counit of the adjunction

(π
(l)
1∗ ⊣ π

(l)!
1 ), from π

(l)
1∗π

(l)∗
1 ω back to ω.

The dual Hecke operators come from instead pulling back along π(l)
1 , pulling back along

the dual isogeny φ∨, and then pushing forward along π(l)
2 .

Definition 3.2.14. Suppose that [Γ1(M)] is representable over a subring R of C. We define

the Hecke operators Tl, writing Tl in place of Ul when l |M for simplicity, on Mk(M ;R) by

the formula

lTl = π
(l)
1∗ ◦ φ∗ ◦ π(l)∗

2 ,

which recovers the classical operator lTl under analytification, and the dual Hecke operators

T ∗
l and U∗

l by

lT ∗
l = π

(l)
2∗ ◦ φ∨∗ ◦ π(l)∗

1 .

The factor of l in the above formulas is due to our use of the particular sheaf ω⊗k. Below,

we explain how the use of a related sheaf produces formulas without this extra factor. In the

meantime, we remark that in order for the definition of Tl above to make sense, one needs to

know that the endomorphism π
(l)
1∗ ◦ φ∗ ◦ π(l)∗

2 has image in lMk(M ;R). We do not prove this

here, but instead indicate that this may be shown using calculations with q-expansions as in

[Ka72, 1.11], and alternatively Conrad has proven this conceptually over Z by considering

the morphism fiberwise in [Co07, 4.5.1].

Remark 3.2.15. In the above definition of Tl, we are considering the pullback under the

degeneracy morphism π
(l)
2 which on points corresponds to (E,α,C) 7→ (E/C, α). On the

other hand, the usual description of the effect of the Hecke operator Tl on points of the

modular curve, given by

(E,α) 7→
∑
C⊂E

C∩im(α)=1

(E/C, α)
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where the sum is over order l subgroup schemes of E which intersect the image of α trivially,

suggests that the Hecke operator should be described as pulling back along π
(l)
1 followed

by pushing forward along π(l)
2 . This discrepancy arises because the convention for defining

morphisms of the Jacobian of a curve induced by algebraic correspondences in arithmetic

contexts is to view the Jacobian as the Albanese variety, which is an object covariantly

associated with the curve.

We explain this standard convention. If R is a field and T is a correspondence on X over

R, then T and its dual T ∗ induce endomorphisms on the Jacobian of X, JX := Pic0X/R, which

we denote by the same symbols, by T := Alb(π2) ◦ Pic0(π1) and T ∗ := Alb(π1) ◦ Pic0(π2).

Here, for any finite morphism of smooth, proper curves over of a field π : Y → X, one

has morphisms Alb(π) : JY → JX and Pic0(π) : JX → JY which arise from viewing the

Jacobian of a curve either as the Albanese variety or the identity component of the relative

Picard scheme of the curve, respectively. The morphism T on JX is often referred to in

the literature as the Albanese or covariant action of the correspondence T on X (e.g. as

in [Gr90, §3], [Ri90, §3], [Oh03, §1.2], and [Oh20, §§5, 6]), while T ∗ is referred to as the

Picard or contravariant action of T – this is due to the convention that for a finite morphism

X → Y , one associates with it the correspondence (id, f) which then induces the map

T = Alb(f) : Jac(X)→ Jac(Y ) in the same direction as f .

This covariant/contravariant terminology has been carried over to general settings where

one has Hecke actions. For instance, when discussing the action of Hecke correspondences

on cohomology groups, it is standard to refer to the morphism Tl defined above as the

contravariant action of the correspondence denoted by Tl; see for example the introduction of

[Oh00]. This in particular means that the standard isomorphism between étale cohomology

of a curve with Zp(1)-coefficients, whose Hecke action we review below, and the p-adic Tate

module of its Jacobian

H1
ét(XQ,Zp(1)) ∼= Tp(JX)

interchanges the dual and non-dual Hecke operators under the standard conventions on actions
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of Hecke operators on the two sides. On the other hand, this means that the identification

H1
ét(XQ,Zp) ∼= Hom(Tp(JX),Zp)

under Poincaré duality is Hecke-equivariant; see for example the top of page 410 of [Oh20].

We now describe an action of (Z/MZ)× on modular curves. For simplicity, we only write

out the action for the case of X1(M), with the action on Xµ
1 (M) defined similarly. An

element a ∈ (Z/MZ)× acts on the constant group Z/MZ by multiplication, inducing maps

⟨a⟩ : X1(M)→ X1(M) and ⟨a⟩E : E1(M)→ E1(M) fitting into a Cartesian diagram

E1(M) E1(M)

X1(M) X1(M)

⟨a⟩E

⟨a⟩

These automorphisms induce actions on Mk(M ;A) which are compatible with the classically

defined diamond operators on classical modular forms. We again have the relation that vM is

compatible with ⟨a⟩ defined on both models, while wM interchanges ⟨a⟩ with ⟨a−1⟩. Note

that ⟨−1⟩ is the identity on X1(M), while ⟨−1⟩E is the inversion automorphism, inducing an

action of (−1)k on Mk(M ;A).

We now consider other cohomology groups on which we may define Hecke and diamond

operators and explain how the corresponding Hecke algebras can be identified. We start with

considering constant sheaves SE1(M)an on the analytic universal elliptic curve E1(M)an over

Y1(M)an for any commutative ring S, and we form the kth symmetric power SymkR1f∗SE1(M)an

for k ≥ 0 of the first derived pushforward along the structure morphism of E which we

also denote by f . Note, we are taking symmetric tensors over S, so that when k = 0, we

have the constant sheaf S. By considering the analog of the commutative diagram 3.2.1 for

E1(M)an/Y2(M)an, noting that we have base change isomorphism for proper morphisms, we

may define Hecke operators on H i(Y1(M)an, SymkR1f∗SE1(M)an). Similarly, if we let S denote

a finite commutative ring and SE1(M) the constant étale sheaf on E1(M), then we obtain
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Hecke operators on H i
ét(Y1(N)Q, Sym

kR1f∗SE1(M)). The étale comparison theorem then gives

us canonical Hecke equivariant isomorphisms

H1(Y1(M)an, SymkR1f∗Zp
E1(M)an

) ∼= H1
ét(Y1(M)Q, Sym

kR1f∗Zp
E1(M)

)

which follows from [SGA4.3, Exp. XI 4.4] by noting that Y1(M)Q and Y1(M)C have equivalent

étale sites. The analogous claims for the closed modular curve in place of Y1(M) holds as

well, and the claim for compactly supported cohomology in place of standard cohomology is

also valid by [SGA4.3, XVII 5.3.5]. In order to compare the above Hecke action with that on

the space of modular forms, we first need to give an alternative cohomological definition of

the space of modular forms.

Proposition 3.2.16. Let D be the divisor Xµ
1 (M)\Y µ

1 (M). There is an isomorphism of

sheaves on Y µ
1 (M) called the Kodaira-Spencer map

ω2
Eµ1 (M)/Y µ1 (M) → Ω1

Y µ1 (M)(:= Ω1
Y µ1 (M)/Spec(Z))

which extends to an isomorphism of OXµ
1 (M)-modules

ω2
E
µ
1 (M)/Xµ

1 (M)
→ Ω1

Xµ
1 (M)(D).

A similar result holds for the model X1(M) over Z[1/N ].

Proof. The map is constructed in [Ka72, A.1.3.17] for a general elliptic curve E over a

scheme S that is smooth over a base scheme T as the dual to the tangent mapping of the

classifying morphism from S to the classifying stack M1,1 of elliptic curves. There it is

explained that this morphism must be étale in order for the Kodaira-Spencer map to be

an isomorphism. As the classifying stack is smooth over Z, this in particular implies that

the modular curve Y (µ)
1 (M)/R must be smooth over R in order for the Kodaira-Spencer

map to be an isomorphism. The converse is also true [KM85, 10.13.10], hence the need to

restrict to Z[1/M ] for the case of X1(M). The extension of the Kodaira-Spencer map to

sheaves on the closed modular curves is done by explicit computation with Tate curves as in

[Ka72, A.1.3.18].

66



Thus, we get a canonical isomorphism

H0(Xµ
1 (M), ω⊗k

E
µ
1 (M)/Xµ

1 (M)
)→ H0(Xµ

1 (M), ω⊗k−2

E
µ
1 (M)/Xµ

1 (M)
⊗O

X
µ
1 (M)

Ω1
Xµ

1 (M)(D)),

allowing us to alternatively define the space of modular and cusp forms on Xµ
1 of weight

k and level Γ1(M) using the right-hand side cohomology group (cf. Definition 3.2.5), and

similarly for forms on X1(M). However, the isomorphism is not Hecke equivariant. Indeed,

in [De69, 3.18], the composition of morphisms defined as above as

π
(l)
1∗ ◦ φ∗ ◦ π(l)∗

2

produces the usual Hecke operator Tl on the right-hand side cohomology. Though the cited

result uses cohomology of the analytic sheaves SymkR1f∗QE1(M)an
, we have the following

Eichler-Shimura isomorphism which compares spaces of modular forms with cohomology of

the symmetric power local systems.

Proposition 3.2.17. Suppose that k ≥ 2 and M ≥ 4. Let j : Y1(M) ↪→ X1(M) be the

natural inclusion and f : E1(M)→ Y1(M) be the structure morphism of the universal elliptic

curve over Z[1/M ]. We have maps from Mk(N ;C) and Sk(N ;C)

H0(X1(M), ωk−2 ⊗ Ω1
X1(M)(D))⊗ C ↪→ H1(Y1(M)an, Symk−2R1f∗Z)⊗ C

and

H0(X1(M), ωk−2 ⊗ Ω1
X1(M) ⊗ C ↪→ H1(X1(M)an, j∗Sym

k−2R1f∗Z)⊗ C

inducing ismorphisms compatible with Hecke operators on both sides

Mk(N ;C)⊕ Sk(N ;C) ∼= H1(Y1(M)an, Symk−2R1f∗Z)⊗ C

Sk(N ;C)⊕ Sk(N ;C) ∼= H1(X1(M)an, j∗Sym
k−2R1f∗Z)⊗ C.

The formulation above is that given in [FK12, 1.5.6]. The original statements for the

cuspidal case in [Ei57] for weight k = 2 and in [Sh59] for general weight used parabolic group

cohomology H i
P (Γ1(M), Vk) in place of sheaf cohomology H i(X1(M)an, j∗Sym

k−2R1f∗Z),
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where Vk is the symmetric power Symk−2(Z2) of the standard Γ1(M)-module Z2. Under the

identification π1(Y1(M)an) ∼= Γ1(M), the module Vk is precisely Γ(Y1(M)an, Symk−2R1f∗Z),

andH i(Y1(M)an, Symk−2R1f∗Z) can be identified with usual group cohomologyH i(Γ1(M), Vk)

(under the assumption that M ≥ 4 as in the statement of Proposition 3.2.17). The group

H i(X1(M)an, j∗Sym
k−2R1f∗Z) can then be naturally identified with the subgroup of parabolic

cohomology H i
P (Γ1(M), Vk) ⊂ H i(Γ1(M), Vk). For the non-cuspidal case, one may compare

dimensions as in [DI95, 12.2.2].

We now relate the Galois actions on the étale cohomology groups of the two models of

modular curves via the isomorphisms vM and wM of the last section. We start by reminding

the reader of the natural actions of GQ on étale cohomology and on rational points. For

σ ∈ GQ, one has induced isomorphisms over Spec(Q)

1×Spec(Q) Spec(σ) : X1(M)Q → X1(M)Q

1×Spec(Q) Spec(σ) : X
µ
1 (M)Q → Xµ

1 (M)Q

which define right actions of GQ on X1(M)Q and on Xµ
1 (M)Q over Q. These right actions

give rise to the standard left actions on étale cohomology via pullback. On the other hand,

the Q points of X(µ)
1 (M)Q and X1(M)Q over Q acquire right actions via the morphisms

1×Spec(Q)Spec(σ) which agree with the natural left actions of σ−1 on points by precomposition

with Spec(σ−1). From now on, we follow usual convention and denote 1 ×Spec(Q) Spec(σ)

simply by σ.

The map vM gives an isomorphism defined over Q(µM), so one has σ ◦ vM = vM ◦ σ for

σ ∈ GQ(µM ).

Lemma 3.2.18. For σ ∈ Gal(Q(µM )/Q) corresponding to a ∈ (Z/MZ)×, we have vM ◦ σ =

⟨a⟩ ◦ σ ◦ vM as morphisms Xµ
1 (M)Q(µM ) → X1(M)Q(µM ).
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Proof. On Q-points, the left-hand side acts as

(E, ζM 7→ P ∈ E[M ](Q)) 7→ (Eσ, ζ−aM 7→ σ−1(P ))

= (Eσ, ζM 7→ P )

7→ (Eσ, 1 7→ P )

while the right-hand side is the composition

(E, ζM 7→ P ∈ E[M ](Q)) 7→ (E, 1 7→ P )

7→ (Eσ, 1 7→ a−1P )

7→ (Eσ, 1 7→ P ).

Remark 3.2.19. In [FK12, 1.4.5.(1)], it is claimed that vM ◦ σ = ⟨a⟩σ ◦ vM as morphisms

on cohomology. This is a typo, as they prove the formula holds as morphisms of schemes,

and so on cohomology one would have σ ◦ vM = vM ◦ σ⟨a⟩, where we abuse notation, as

they do, and use the same symbols to denote pullbacks on cohomology. This latter equality

can be rearranged to read v−1
M ◦ σ = ⟨a⟩σ ◦ v−1

M , which is needed to obtain the relation in

[FK12, 1.6.4.(3)], although there it should also read [σ]−1 in place of ⟨σ⟩−1 (the latter symbol

does not make sense in Λ̃). One may compare this also with the discussion after [Sh11, 4.4]

and with [Oh95, 2.4.8].

We also take the time to point out that our Hecke operators and diamond operators agree

with those of [FK12] and Ohta’s. Their diamond operators are given as morphisms of schemes

in 1.2.2 and 1.1.4 in agreement with our definition and coincide with the operators T (q, q)

of [Oh95,Oh99,Oh03] for weight k = 2. Next, note that our curve Y1(M, l), which we used

to describe our Hecke correspondences, corresponds to their curve Y1((l),M) in 1.2.3. The

isomorphism Y1((l),M)→ Y1(1,M(l)) given in [Ka04, 2.8] composed with their map denoted

π is our π(l)
1 , and the inverse of the isomorphism composed with our π(l)

2 is their ψ. Therefore,
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their Hecke operators in 1.2.3 denoted T (l) and T ∗(l) (on Betti and étale cohomology) agree

with our Tl and T ∗
l and those denoted T (l) and T ∗(l) in [Oh95].

3.2.4 Hecke algebras

As the Hecke operators defined on modular forms and on analytic and étale cohomologies of

symmetric powers of local systems are compatible under the Eichler-Shimura isomorphism,

the Hecke algebras we define on either of these spaces are naturally isomorphic.

Definition 3.2.20. For M ≥ 5 and a general commutative ring A, we define the Hecke

algebra and dual Hecke algebra of level M over A

Hk(M ;A), H∗
k(M ;A)

to be the A-subalgebras of the endomorphism rings EndA(M
µ
k (M ;A)) generated by the Hecke

operators T µl and Uµ
l , respectively T µ∗l and Uµ∗

l , and the diamond operators ⟨a⟩ for a ∈

(Z/MZ)×. We similarly define the cuspidal Hecke algebras

hk(M ;A), h∗k(M ;A)

as subrings of EndA(Sµk (M ;A)).

Note that for S/R a flat extension of rings, we have that Hk(M ;S) = Hk(M ;R)⊗R S by

Lemma 3.2.7 and standard flat base change results [SP, 02KH], and similarly for the other

Hecke algebras. In general this is not true, for instance when one wishes to consider mod p

modular forms and Hecke operators for p |M (see also [DI95, Theorem 12.3.2]), but we will

use less suggestive notation whenever we wish to consider a non-flat extension of rings. It is

well-known that these Hecke algebras are commutative, and being subquotients of the finitely

generated A-module EndA(Mk(M ;A)), that they are themselves finitely generated over A.

In the case A = Z, we see that the endomorphism rings are themselves free Z-modules, and

so the Hecke algebras are as well. This implies that the Hecke algebras are flat over any

characterstic zero base ring.
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We make a final remark concerning the choice of model of modular curves. The model

X1(M) could have also been used in defining the Hecke algebras, but as the model Xµ
1 (M) is

one which recovers the integral theory of q-expansions at infinity, we opted to use the latter.

Over a suitably large base ring, the alternatively defined Hecke algebras can be seen to be

isomorphic to those defined above by again using vM , though the integral theories may differ.

As it should cause no confusion, and for simplicity of notation, we now drop the superscript

µ on our Hecke operators and spaces of modular forms.

We similarly have an isomorphism between Hecke algebras and dual Hecke algebras via

Tl ↔ T ∗
l , Ul ↔ U∗

l , and ⟨a⟩ ↔ ⟨a−1⟩. However, we will need to distinguish between the two

Hecke operators, and so we do not drop the superscript ∗.

We now describe a pairing between Hecke algebras and spaces of modular forms due

originally to Hida. For a modular form f in Mk(M ;Z), we let an(f) denote the coefficient of

qn in the power series expansion of f . For A an integral domain containing Z (i.e., a domain

which is a flat Z-algebra), we define a subspace of modular forms

mk(M ;A) := {f ∈Mk(M ;Q(A)) | an(f) ∈ A ∀n ≥ 1}.

Consider the A-bilinear Hecke-equivariant pairing on Mk(M ;A)× Hk(M ;A) given by

(f, T ) 7→ a1(Tf) ∈ A.

For any positive integer e and prime l, we define the Hecke operator Tle ∈ Hk(M ;A) for

k > 0 recursively by Tle := TlTle−1 − lk−1⟨l⟩Tle−2 for e ≥ 2 where T1 is definined to be the

identity element of Hk(M ;A), where here for simplicity we also take Tl = Ul for l |M . For

any positive integer n =
∏
peii with pi ̸= pj for i ≠ j, we define further the Hecke operator

Tn :=
∏
Tpei . We may similarly define analogous dual Hecke operators (additionally using

⟨l⟩−1 in place of ⟨l⟩). By studying the action of Hecke operators on q-expansions, one finds

that

a1(Tnf) = an(f)

for any form f . Note that this is not the case with the dual Hecke operators.
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Proposition 3.2.21 (Hida). For k > 0, the pairing above is perfect and restricts to a perfect

pairing on Sk(M ;A)× hk(M ;A).

The cuspidal case is given in [Hi00, 3.17]. The proof easily generalizes to the non-cuspidal

case, and we sketch it below. Note that the restriction k > 0 is not explicitly mentioned in

loc. cit. as it is unnecessary in the cuspidal case, and Hida’s definition of modular forms

for an arbitrary ring A is defined simply by Mk(M ;Z)⊗ A, which does not agree with our

convention for non-flat Z-algebras (cf. again Definition 3.2.5 and Lemma 3.2.7).

Proof. We treat only the non-cuspidal case, as the cuspidal case follows by the same argument.

We have non-degeneracy of the pairing on the right, for if T ∈ H is such that a1(Tf) = 0 for

all f , then for any given f we have

an(Tf) = a1(T · Tnf) = 0

as Tnf is also a modular form. Thus, we conclude that Tf is constant, but as k > 0, this

implies Tf = 0. We also have non-degeneracy on the left, for if f is such that a1(Tf) = 0 for

all T , then we can consider T = Tn for all n and as before conclude that f = 0. Thus, the

induced morphisms

Hk(M ;A)→ HomA(mk(M ;A), A), mk(M ;A)→ HomA(Hk(M ;A), A)

and their cuspidal variants are injective. We wish to verify surjectivity. If A is a field, then

surjectivity follows from finite-dimensionality of the spaces of modular forms. Consider the

second of the displayed maps above. For any φ ∈ HomA(Hk(M ;A), A), we may linearly

extend φ to an element of HomA(Hk(M ;Q(A)), Q(A)) and obtain a form f ∈ mk(M ;Q(A))

such that a1(Tf) = φ(T ) for all T ∈ Hk(M ;Q(A)). We find that f actually lies in mk(M ;A)

as

an(f) = a1(Tnf) = φ(Tn) ∈ A.

For surjectivity of the first map Hk(M ;A) → HomA(mk(M ;A), A), apply HomA(−, A) to

the second map, and note that Hk(M ;A) is a finitely generated, free A-module, as A is flat
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over Z, and so it is canonically isomorphic to its double dual. The composition

Hk(M ;A) ∼= HomA(HomA(Hk(M ;A), A), A)
∼=−→ HomA(mk(M ;A), A)

agrees with the map induced by the pairing.

We now work towards defining Hida’s universal Hecke algebras and spaces of Λ-adic

forms. Recall that for any positive d,M ′,M such that dM ′ | M , we have degeneracy

maps id : Mk(M
′;A) ↪→ Mk(M ;A), and so by restriction we have natural surjections

Hk(M ;A) → Hk(M
′;A). Let p | M be a prime divisor and consider the p-adic Hecke

algebras h
(∗)
k (M ;Zp) and H

(∗)
k (M ;Zp), which are semi-local rings, being finitely generated as

Zp-modules. We consider the maximal quotient rings in which the operator Up (respectively

U∗
p ) act invertibly, and we denote by eM and e∗M the idempotents of Hk(M ;Zp) and H∗

k(M ;Zp)

giving the projections onto these direct factors. We use the same symbols to denote the

analogous idempotents in the cuspidal Hecke algebras hk(M ;Zp) and h∗k(M ;Zp), which will

be the images of eM and e∗M under the natural surjections coming from restriction.

We now fix an odd prime p and an integer N prime to p such that Np ≥ 4 as well as a

k ≥ 2. We form the inverse limits

H
′(∗)
k (N)Zp := lim←−

r

H
(∗)
k (Npr;Zp),

h
′(∗)
k (N)Zp := lim←−

r

h
(∗)
k (Npr;Zp),

and for any Zp-algebraA, we set H′(∗)
k (N)A = H

′(∗)
k (N)Zp⊗̂ZpA and h

′(∗)
k (N)A = h

′(∗)
k (N)Zp⊗̂ZpA.

We denote by e and e∗ the idempotents given by the projective system of idempotents (eNpr)r

and (e∗Npr)r.

Definition 3.2.22. Let K be a complete subfield of Cp, and denote by O its ring of integers.

Let ΛO be the completed group ring O[[Γ]], and define the universal p-ordinary (adjoint) Hecke

algebra of tame level N by

H
(∗)
ΛO

:= e(∗)H
′(∗)
k (N)O,
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and let

h
(∗)
ΛO

:= e(∗)h
′(∗)
k (N)O

denote the universal p-ordinary cuspidal (adjoint) Hecke algebra of tame level N with coeffi-

cients in O. When K = Qp, we often write h(∗) in place of h(∗)ΛZp
.

We denote the elements of the universal Hecke algebras corresponding to the projective

systems, (T (∗)
l )r, (U

(∗)
l )r, and (⟨a⟩)r by the same symbols T (∗)

l , U (∗)
l , and ⟨a⟩ that are used at

finite level.

Note that in the definition above, our notation for the universal ordinary Hecke algebras

does not include mention of the weight k of the finite level Hecke algebras. This is because in

fact the algebras defined for various k are all canonically isomorphic: for the cuspidal Hecke

algebras, this is [Hi86a, 1.1] for p > 3, and [Hi88b, 3.2] for general p; for the non-cuspidal

algebra, only the case p > 3 is stated in [Oh99, 1.5.7], however the proof is an immediate

corollary of a control theorem which is only proved in loc. cit. for p > 3, but a more general

control theorem covering all primes is given in [AS95, 5.1]. We also drop N from the notation

as N will be fixed for most of the dissertation, and we refer to the universal Hecke algebra

often.

The usual and dual universal Hecke algebras are canonically Λ̃-algebras. We have a

morphism of Zp-algebras Λ̃→ H∗ induced by [σ] 7→ ⟨κNp(σ−1)⟩, and we further compose with

the natural quotient to h∗ to obtain a Λ̃-algebra structure on the dual cuspidal Hecke algebra

as well. For both algebras, the image of Λ̃ is isomorphic to the quotient Λ̃/([−1]− 1), where

[−1] is the group element in Zp[[Z×
p,N ]]

∼= Λ̃. The Λ̃-structures on the non-adjoint Hecke

algebras are obtained by using instead the non-inverted diamond operators, and we see that

the isomorphism H ∼= H∗ described above is one of Λ̃-algebras.3 We now state the control

theorem for the ordinary universal Hecke algebras.

3Note that we may have defined these Λ̃-algebra structures before taking ordinary parts. However, those
algebras are not isomorphic to one another, and in particular the operator ⟨−1⟩ acts as (−1)k in the weight k
Hecke algebras. That Ohta wished to work more generally is one of the reasons why in [Oh95], the Λ̃-algebra
structure is defined so that [d] acts as T (∗)(d, d) = dk−2⟨d⟩.
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Proposition 3.2.23 ([Hi88b, 3.4], [Oh99, 1.5.7]). Let ωr = γr− 1 ∈ ΛO. The canonical maps

h
(∗)
ΛO
/ωr → e(∗)h

(∗)
2 (Npr;O)

and

H
(∗)
ΛO
/ωr → e(∗)H

(∗)
2 (Npr;O)

are isomorphisms.

The cuspidal case is treated fully in [Hi88b], and the non-cuspidal case is treated in [Oh99]

for p > 3. The argument of the latter reference compares the ΛO-rank of the universal Hecke

algebra with the O-rank of the finite level Hecke algebra. This rank is given in [Hi86a, Lemma

5.3] by counting the number of linearly independent p-ordinary Eisenstein series, and the

proof there still works with p = 3 (assuming N ≥ 2). We will give further properties of these

Hecke algebras in the section below, after introducing spaces of Λ-adic forms.

3.3 Λ-adic forms

In this section, we define Λ-adic forms following [FK12] and [Oh95] as certain power series

specializing to q-expansions of classical modular forms and relate them to inverse limits of

spaces of modular forms.

We start off with bringing to attention the choice of normalization made in [Oh95, 2.1.1]

and [Oh99, 1.5.1] for the weight k slash operator of a rational matrix δ = ( a bc d ) ∈ GL+
2 (Q)

with positive determinant on a modular form f ∈Mk(M ;C)

(f |kδ)(z) := det(δ)(cz + d)−kf(
az + b

cz + d
).

The normalizing term det(δ) differs from that used in standard references such as [Se72, 3.1.a]

and [Sh59, §3.4], which use det(δ)k/2, and [Hi93, 5.1] and [DS05, pg. 165], which use det(δ)k−1.

The algebraic Atkin-Lehner involution v−1
M ◦ wM acting on the space of modular forms
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H0(X1(M)A, ω
⊗k
A ) agrees with the analytically defined involution given by |k( 0 −1

N 0 ) when the

action is defined without a factor of det(δ), as we now explain.

The analytified algebraic v−1
M ◦ wM on the universal family of elliptic curves with an

M -torsion point introduced in 3.2.1 sends (C/(Z + τZ), 1
M
) to (C/( 1

M
Z + τZ), τ

M
), which

via homothety is isomorphic to (C/(Z + MτZ), τ). Further acting by ( 0 −1
1 0 ) gives an

isomorphism with (C/(Z + −τ
M
Z), 1

M
). Thus, we see that v−1

M ◦ wM acts on f(z)(dζ)⊗k by

pulling it back to (Mz)−kf(−1/Mz)(dζ)⊗k. We may also consider the action of v−1
M ◦ wM

on H0(X1(M)A, (ω
⊗k−2 ⊗ Ω1

X1(M)(D))A), where we find f(z) is sent to M(Mz)−kf(−1/Mz).

For simplicity, we write wM in place of v−1
M ◦ wM for the remainder of this section.

Remark 3.3.1. In [La15b, §2], Lafferty takes Ohta’s convention in defining the weight k

operator, but does not adjust the normalization of the double coset operators. This leads to

the operator denoted Td,d in loc. cit. for d ∈ (Z/MZ)× to operate on MK(M ;C) as d2−k⟨d⟩.

This leads to some incorrect formulas in the paper. E.g., the formula on page 744 of [La15b]

which describes the effect of Hecke operators on Fourier coefficients is off by a factor of dk−1.

On the other hand, in Lafferty’s dissertation [La15a, 2.1], he takes the normalization with

the factor det(δ)k−1, but does not mention Ohta’s convention when citing some of Ohta’s

results. In [FK12, 1.5.9], they take Ohta’s convention, but introduce a sign factor of (−1)k.

This sign is needed for a pairing that they define in [FK12, 1.6].

We now take Fukaya and Kato’s convention in defining the Atkin-Lehner operator wM

acting on Mk(M ;A) and define spaces of modular forms whose Atkin-Lehner duals have

integral Fourier coefficients

M∗
k (M ;Z) = {f ∈Mk(M ;Q) | an(wM(f)) ∈ Z[[q]] for n ≥ 0} ,

m∗
k(M ;Z) = {f ∈Mk(M ;Q) | an(wM(f)) ∈ Z[[q]] for n ≥ 1} ,

S∗
k(M ;Z) = {f ∈ Sk(M ;Q) | an(wM(f)) ∈ Z[[q]] for n ≥ 1}.

We set M∗
k (M ;A) =M∗

k (M ;Z)⊗A, and similarly for m∗
k(M ;A) and S∗

k(M ;A), for any ring A.

For p an odd prime and N a positive integer coprime to p such that Np > 4, by direct compu-
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tation as in [Oh95, 2.3], one can show that the trace maps π1∗ :Mk(Np
r+1;Q)→Mk(Np

r;Q)

take M∗
k (Np

r+1;Z) into M∗
k (Np

r;Z) for r ≥ 1, and similarly for m∗
k(M ;A) and S∗

k(M ;A).

Additionally, these trace maps are compatible with the actions of H∗
k(Np

r(+1);Z) and

h∗k(Np
r(+1);Z), which then can be seen to stabilize M∗

k (Np
r;Z), m∗

k(Np
r;Z), and S∗

k(Np
r;Z).

Definition 3.3.2. Let K be a complete subfield of Cp, and denote by O its ring of integers.

Let ΛO be the completed group ring O[[Γ]], and fix an integer k ≥ 2. Define

M′∗
k (N)ΛO := lim←−

r

M∗
k (Np

r;O),

m′∗
k (N)ΛO := lim←−

r

m∗
k(Np

r;O),

S′∗
k (N)ΛO := lim←−

r

S∗
k(Np

r;O),

and further set

M∗
k,ΛO

:= e∗M′∗
k (N)ΛO ,

m∗
k,ΛO

:= e∗m′∗
k (N)ΛO ,

S∗
k,ΛO

:= e∗S′∗
k (N)ΛO .

Recall our notation Ur = 1 + prZp ⩽ U1. Define for any finite order character ϵ ∈ Û1

factoring through U1/Ur and any ring A containing the values of ϵ, the subspace

Mk(Np
r, ϵ;A) = {f ∈Mk(Np

r;A) | ⟨a⟩f = ϵ(a)f ∀a ∈ U1},

and define Sk(Npr, ϵ;A) analogously.

For K and O as above, we now define spaces of ΛO-adic modular forms as power series

that specialize to classical modular forms. We will often suppress the coefficient ring O in

the terminology and refer to them simply as Λ-adic forms.

Definition 3.3.3. A ΛO-adic modular form (resp. cusp form) of level N and weight k ≥ 2

is a power series

F =
∞∑
n=0

an(F)qn ∈ ΛO[[q]]
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in q with an(F) ∈ ΛO such that for all but finitely many characters ϵ ∈ Û1, the power series

Fϵ,k :=
∞∑
n=0

a(n;F)(ϵ(γ)γk−2 − 1)qn

is the q-expansion of a modular form in Mk(Np
r, ϵ;O[ϵ]) (resp. cusp form in Sk(Npr, ϵ;O[ϵ]))

where ker(ϵ) = Ur. We denote the space of all ΛO-adic modular forms (resp. cusp forms) of

level N and weight k by M ′
k(N ; ΛO) (resp. S ′

k(N ; ΛO)). We further take the ordinary parts

and drop N from the notation in setting

Mk,ΛO = eM ′
k(N ; ΛO)

Sk,ΛO = eS ′
k(N ; ΛO).

We define mk,ΛO := (Mk,ΛO ⊗ΛO Q(ΛO)) ∩ (Q(ΛO) + qΛO[[q]]), and by abuse of terminology

we call it also the space of ΛO-adic forms.

Proposition 3.3.4 (Hida, Wiles, Ohta). The ΛO-modules Mk,ΛO , mk,ΛO , and Sk,ΛO are

finitely generated and free.

For the cuspidal case, under the conditions that p ≥ 5 and O is finite over Zp, Hida in

[Hi86b, 2.2, 3.1] proves finiteness and freeness over ΛO of the full and cuspidal universal

ordinary Hecke algebras as well as the duality of the Hecke algebras with spaces of ΛO-adic

forms. However, there the theory of Λ-adic forms is not presented using power series rings

over Λ as above.

The presentation of Λ-adic forms in [Hi93, 7.3] is close to what we have above, the

difference being that following Ohta, we have fixed a choice of weight k. Nevertheless, a proof

of the claim for Mk,ΛO and Sk,ΛO for all primes p when N = 1 and O is finite over Zp can be

obtained from [Hi93, 7.3 Theorem 1], where it is attributed to Wiles. The proof works just

the same without the condition that N = 1, and the condition that O is finite over Zp can

also be removed, as we now explain.

In the proof of the theorem, the finiteness condition is used to deduce compactness of ΛO,

and this compactness is used to deduce that O-finite, freeness of the reduction of Mk,ΛO by
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the ideal (Pk) ⊂ ΛO, implies ΛO-finite, freeness of Mk,ΛO , where Pk = T − (γk − 1). However,

one may simply use instead Nakayama’s lemma for this last claim.

As we work with a fixed weight k, we must also modify slightly the proof to consider instead

of Pk some other element of ΛO to deduce freeness. This is what is done in [Oh99, Lemma

2.4.6] (under the ambient but inessential assumption that p ≥ 5), though the proof does not

explicitly address the needed workaround of the compactness step of Hida’s argument. The

claim for mk,ΛO is [Oh99, Remark 2.5.5] and can be proved in the same manner as it was for

Mk,ΛO . We additionally remark that the proof of ΛO-freeness in [La15a, Proposition 2.2.2] is

incomplete, as it assumes O is a PID, which is only the case if O is finitely ramified over Zp.

Proposition 3.3.5 ([Oh95, 2.3.6], [Oh99, 2.2.3]). For k ≥ 2, we have isomorphisms of

ΛO-modules

Mk,ΛO
∼= M∗

k,ΛO
,

mk,ΛO
∼= m∗

k,ΛO
,

Sk,ΛO
∼= S∗

k,ΛO
,

where ΛO acts on the left-hand spaces by scalar multiplication and on the right-hand spaces

via their H∗
ΛO

-structures. The maps are explicitly given by F 7→ (fr)r, where

fr =
1

pr−1

 ∑
ϵ:U1/Ur→Q×

w−1
NprU

−r
p F (ϵ(γ)γk−2 − 1)

 ,

with inverse (gr)r 7→ G, where G is the unique element satisfying

G(ϵ(γ)γk−2 − 1) =
∑

a∈U1/Ur

ϵ(a)⟨a⟩−1U r
pwNprgr

for all ϵ : U1/Ur → Q×, where we view U1/Ur ⩽ (Z/NprZ)× in order to define ⟨a⟩.

Though Ohta only made the claim for p ≥ 5 for the cases of Mk,ΛO and Sk,ΛO , the proof

works just as well when p = 3 and for mk,ΛO . The proposition allows us to import the

79



H∗
ΛO

-module structure of the right-hand terms to the left-hand terms. The effects of the

adjoint Hecke operators T ∗
l on the coefficients of Λ-adic forms specialize to the usual effects

of the standard Hecke operators Tl on Fourier coefficients of classical modular forms.

Remark 3.3.6. Various authors make different conventions in defining and notating a Hecke-

module structure on the space of Λ-adic forms. We give a summary here for the primary

references used in this dissertation.

In [Oh95], the h∗-module structure on the projective limit of spaces of classical modular

forms is imported to the space of Λ-adic forms as was done above. However, via the

isomorphism h∗ ∼= h, the space of Λ-adic forms is considered throughout as an h-module. The

papers [Oh99,Oh00,Oh03,Oh20] and [La15b] adopt this convention as well.

In [FK12], only the inverse limit of spaces of classical forms with a dual Hecke structure is

considered. They embed this space into a power series ring over Λ̃. However, the Λ̃-module

structure on its image via its Hecke-module structure is actually the inverse of the Λ̃ action

afforded by scalar multiplication under the involution [a] 7→ [a]−1 for a ∈ Z×
p,N .

We write Λ̃O for O[[Z×
p,N ]] = ΛO[∆]. Following [FK12, 1.5.11], we may embed Sk,ΛO and

Mk,ΛO into Λ̃O[[q]] and mk,ΛO into Q(Λ̃O) + qΛ̃O[[q]] by

(fr)r 7→ lim←−
r

 ∑
a∈(Z/NprZ)×

⟨a−1⟩T (p)rwNpr(f) · [a]

 .

We denote their images by Sk,Λ̃O
, Mk,Λ̃O

, and mk,Λ̃O
. For uniformity, we may also write h

(∗)
Λ̃O

for h(∗)ΛO
. The following duality result lifts the finite level dualities between spaces of modular

forms and Hecke algebras.

Proposition 3.3.7 (Hida, Ohta). There is a perfect Λ̃O-bilinear pairing of Λ̃O-modules

mk,Λ̃O
× H∗

Λ̃O
→ Λ̃O given by

(f, T ) 7→ a1(Tf)

which furthermore restricts to a perfect pairing Sk,Λ̃O
× h∗

Λ̃O
→ Λ̃O. The analogous claim for

ΛO in place of Λ̃O also holds.
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The proof that the natural map mk,ΛO → HomΛO(H
∗
k,ΛO

,ΛO) is an isomorphism works

just as it did in the finite level case in Proposition 3.2.21. That H∗
ΛO
→ HomΛO(mk,ΛO ,ΛO)

is an isomorphism requires a bit more work, as we do not yet know that H∗
ΛO

is finitely

generated and free as a ΛO-module. In [Oh99, 1.5.7] it is directly proved that it is finite and

free in the case that p ≥ 5. In [Hi93, 7.5 Theorem 5], the duality is proved directly when

O is a DVR, i.e., when it is finitely ramified over Zp, which then implies it in general. To

obtain a Λ̃O-adic perfect pairing from a ΛO-adic one, one can use Lemma 4.1.6 below. The

same argument applies for the cuspidal pairing.

This duality result allows us to deduce properties of the Hecke algebras from the spaces

of Λ-adic forms and vice versa.

Corollary 3.3.8. The Hecke algebras H
(∗)
ΛO

and h
(∗)
ΛO

are finitely generated and free as ΛO-

modules, and the spaces of Λ̃O-adic forms mk,Λ̃O
, Mk,Λ̃O

, and Sk,Λ̃O
inside Q(Λ̃O[[q]]) are

independent of k. Denoting ωr = [γp
r−1

]− 1 ∈ ΛO, the natural maps

Sk,ΛO/ωrSk,ΛO → e∗S∗
2(Np

r;O)

and

Mk,ΛO/ωrMk,ΛO → e∗M∗
2 (Np

r;O)

are isomorphisms for all k ≥ 2.

We have the following commutative algebra lemma.

Lemma 3.3.9. Let R be an integral domain, and let S be an R-finite, R-torsion-free R-

algebra. Then we have an isomorphism S ⊗R Q(R) ∼= Q(S) of S-algebras. In particular, for

any S-finite S-module M , the S-torsion and R-torsion of M coincide.

Proof. We have a well-defined injection S ⊗R Q(R) ↪→ Q(S) of S-algebras as S is R-torsion-

free. We wish to see that any non-zero-divisor s of S is already invertible in the left-hand

side. The endomorphism of S given by multiplication by s is injective and extends to an
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injection on the finite-dimensional Q(R)-vector space S ⊗R Q(R) as Q(R) is R-flat, being a

localization of R, and so must be an isomorphism.

For the final claim, recall that the S-torsion elements of M are given by the kernel of the

map M →M ⊗S Q(S), and note that M ⊗S Q(S) ∼= M ⊗S S ⊗R Q(R) ∼= M ⊗R Q(R).

The lemma then gives us the isomorphisms Q(h) ∼= h⊗Λ Q(Λ) ∼= h⊗Λ̃ Q(Λ̃) as both h

and Λ̃ are finite, free Λ-modules, and the analogous statements hold for the non-cuspidal and

dual Hecke algebras as well.

By Corollary 3.3.8, we may and do drop the weight k from the notation for our spaces of

modular forms, denoting them by MΛ̃O
, SΛ̃O

⊂ Q(Λ̃O)[[q]].

3.3.1 p-adic L-functions, Λ̃-adic Eisenstein series, and the Eisenstein ideal

Below we define particular Λ̃-adic modular forms which interpolate classical Eisenstein series,

following [La15b, §3.2] and [Oh03, §1.4]. Before doing so, we first detail the construction

of an element ξ ∈ Λ̃ = Zp[∆][[U1]] ∼= Zp[∆][[T ]] which specializes along the quotient maps

Λ̃ → Λ̃θ ∼= Zp[θ][[T ]] induced by even characters θ of ∆ to power series corresponding to

Kubota-Leopoldt p-adic L-functions as in [FK12, §4.1]. The reason for doing so is that these

power series are the constant terms of the Λ-adic Eisenstein series.

We follow the exposition of [Wa97, §7.2], where it is assumed that the characters θ are

primitive. The reader may also wish to compare this with the original construction of Iwasawa

in [Iw69]. We fix an odd prime p and positive integer N such that p ∤ N for this section

(there is no need to assume that Np > 3 in this section – allowing p = 2 is also possible if

one modifies some of the arguments; cf. Washington).

We write ∆r = (Z/NprZ)× for brevity. For any x ∈ Z×
p,N we denote the corresponding

group-like element in Zp[∆r] by [x]∆r , and we write [x]∆r = [x]∆[x]Ur corresponding to the

decomposition of x in ∆r = ∆× (1 + pZ)/prZ. By slight abuse of notation, we write [1 + p]

for the group-like element corresponding to 1 + p ∈ (Z/prZ)× ⩽ ∆r. We define for each
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integer r ≥ 1

ξ(0)r := − 1

Npr

Npr∑
a=1

(a,Np)=1

a[a]∆r ∈ Q(Zp[∆r]),

and

η(0)r := (1− (1 + p)[1 + p])ξ(0)r .

For a given r and any 1 ≤ a ≤ Npr coprime to Np, we associate to a the unique a1, a2 ∈ Z

such that 0 ≤ a1 < Npr satisfying

a = a1 + a2Np
r.

We may then rewrite

η(0)r = ξ(0)r +
1

Npr

Npr∑
a=1

(a,Np)=1

(a1 + a2Np
r)[a1]∆r

=

Npr∑
a=1

(a,Np)=1

a2[a1]∆r

and see that η(0)r is in fact integral.

Lemma 3.3.10. The specializations of ξ(0)r and η(0)r at odd characters θ of ∆ are compatible

under the natural quotient maps Q(Zp[∆r+1])θ → Q(Zp[∆r])θ.

Proof. Denote the projection map Q(Zp[∆r+1])→ Q(Zp[∆r]) by ϕr. We have

ϕr(ξ
(0)
r+1) = −

1

Npr+1

Npr+1∑
a=1

(a,Np)=1

a[a]∆r

= − 1

Npr+1

Npr∑
a=1

(a,Np)=1

p−1∑
i=0

(a+ iNpr)[a]∆r

= − 1

Npr+1

Npr∑
a=1

(a,Np)=1

p(a+
p− 1

2
Npr)[a]∆r

= ξr −
p− 1

2

Npr∑
a=1

(a,Np)=1

[a]∆r .
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We have that [a]Ur = [−a]Ur , and so for odd θ, the specialization at θ of the final sum can be

seen to vanish by pairing the summands corresponding to the indices a and −a. The claim

for η(0)r follows from that for ξ(0)r .

Recall that ∆′ ⩽ ∆ denotes the prime-to-p part of ∆. The element −1 ∈ ∆ in fact lives in

∆′ as p is odd, and so it makes sense to describe characters of ∆′ as either odd or even, and

as Λ̃Zp decomposes into a direct product of local rings indexed by Galois-conjugacy classes

of characters of ∆′, we may describe a local direct factor as odd or even in the case that it

corresponds to a class of odd or even characters of ∆′.

Definition 3.3.11. We define η(0) ∈ Λ̃ and ξ(0) ∈ Q(Λ̃) to be the sums of the odd components

of the inverse limits of the η(0)r and ξ
(0)
r along the natural quotient maps. For any integer

t ≥ 0, we further define the twists

η(t) = Twt(η
(0)), ξ(t) = Twt(ξ

(0))

where Twt : Q(Λ̃)
∼=−→ Q(Λ̃) is induced by [(a, b)] 7→ at[(a, b)] for (a, b) ∈ Z×

p × (Z/NZ)×.

Note that the twisting map Twt sends the idempotent associated with the Galois conjugacy

class of a character θ to that of θω−t, and so η(t) and ξ(t) are only nontrivial on components

whose parities agree with that of t+ 1.

Writing Λ̃ = lim←−r Z/p
rZ[∆r], we may represent η(t) by the inverse system

η(t)r := (1− (1 + p)1+t[1 + p])

Npr∑
a=1

(a,Np)=1

a1+t[a]∆r

modulo pr on parity-of-(t+ 1) components. Alternatively, we may also represent η(t) by the

inverse system

η(t)r ≡
Npr∑
a=1

(a,Np)=1

a2a
t
1[a1]∆r (mod pr)

84



on parity-of-(t+ 1) components, though note that while the a1 are level-compatible, the a2

are not. For any character θ of ∆, we let η(t)θ denote the image of η(t) under the quotient map

Λ̃→ Λ̃θ.

Let g̃(t)θ (T ), h(t)(T ) ∈ Zp[θ][[T ]] be the power series corresponding to η(t)θ and (1 − (1 +

p)1+t[1 + p]) under the usual correspondence [1 + p] ↔ 1 + T , so that ξ(t)θ corresponds to

g
(t)
θ := g̃

(t)
θ /h

(t). We have the following interpolation property for g̃(t)θ .

Proposition 3.3.12. For any integer m ≥ 1 and finite order character ψ of U1, we have

g̃
(t)
θ (ψ(1 + p)(1 + p)m−1 − 1)

= −h(t)(ψ(1 + p)(1 + p)m−1 − 1)(1− θψω1−m(p)pm+t−1)
Bm+t,θψω1−m

m+ t

where Bm+t,θψω1−m is the (m+ t)th generalized Bernoulli number associated with θψω1−m.

Proof. We have

g̃
(t)
θ (T ) ≡

Npr∑
a=1

(a,Np)=1

a2a
t
1θ(a1)(1 + T )i(a1) (mod (1 + T )p

r − 1).

Therefore, for r sufficiently large, we have

g̃
(t)
θ (ψ(1 + p)(1 + p)m−1 − 1) ≡

Npr∑
a=1

(a,Np)=1

a2a
t
1θ(a1)(ψ(1 + p)(1 + p)m−1)i(a1)

≡
Npr∑
a=1

(a,Np)=1

a2θψω
1−m(a1)a

m+t−1
1 (mod pr). (3.3.1)

The congruence

(a1 + a2Np
r)m+t ≡ am+t

1 + (m+ t)a2Np
ram+t−1

1 (mod p2r),
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implies that for r large enough so that cond(θψ) divides Npr, we have

θψω1−m(1 + p)(1 + p)m+t

Npr∑
a=1

(a,Np)=1

θψω1−m(a)am+t

≡
Npr∑
a=1

(a,Np)=1

θψω1−m(a1)a
m+t
1 + (m+ t)Npr

Npr∑
a=1

(a,Np)=1

a2θψω
1−m(a1)a

m+t−1
1 (mod p2r).

The left-hand sum and the first right-hand sum are equivalent mod p2r, and the last sum

is the one in which we’re interested. Solving for the third sum and substituting it into the

congruence of 3.3.1, we find

g̃
(t)
θ (ψ(1 + p)(1 + p)m−1 − 1)

= (θψω1−m(1 + p)(1 + p)m+t − 1)
1

m+ t
lim
r→∞

1

Npr

Npr∑
a=1

(a,Np)=1

θψω1−m(a)am+t.

We claim that

lim
r→∞

1

Npr

Npr∑
a=1

(a,Np)=1

θψω1−m(a)am+t = (1− θψω1−m(p)pm+t−1)Bm+t,θψω1−m .

For this, recall the definition of the Bernoulli polynomials

Bn(X) =
n∑
i=0

(
n

i

)
BiX

n−i

where Bi is the ith Bernoulli number (with B1 = −1
2

), and recall that for any Dirichlet

character χ of modulus dividing a positive integer F , one has that

Bn,χ =
1

F

F∑
j=1

χ(j)F nBi(
j

F
).
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We have

Bm+t,θψω1−m =
1

Npr

Npr∑
j=1

θψω1−m(j)(Npr)m+tBm+t

(
j

Npr

)

≡
Npr∑
j=1

θψω1−m(j)

(
jm+t − m+ t

2
jm+t−1Npr

)
(mod pr−1)

≡
Npr∑
j=1

θψω1−m(j)jm+t (mod pr−1).

Therefore,

Bm+t,θψω1−m = lim
r→∞

1

Npr

Npr∑
j=1

θψω1−m(j)jm+t,

and

(1− θψω1−m(p)pm+t−1)Bm+t,θψω1−m = lim
r→∞

1

Npr

Npr∑
j=1

(j,Np)=1

θψω1−m(j)jm+t.

The equality in the proposition statement then follows from observing that

−h(t)(ψ(1 + p)(1 + p)m−1 − 1) = θψω1−m(1 + p)(1 + p)m+t − 1,

as θ(1 + p) = ω(1 + p) = 1 (recall that in our notation we write 1 + p ∈ (Z/prZ)× ⩽ ∆r).

We indicate to which p-adic L-function the power series g(t)θ of the above proposition

corresponds. Recall that

L(χ, 1− k) = −Bk,χ

k

for k a positive integer, where L(χ, s) is the Dirichlet L-function associated with a Dirichlet

character χ. The above proposition then says that

g
(t)
θ (ψ(1 + p)(1 + p)m−1 − 1) = (1− θψω1−m(p)pm+t−1)L(θψω1−m, 1− (m+ t))

= Lp(θψω
1+t, 1− (m+ t)),

so that for s ∈ Zp

g
(t)
θ (ψ(1 + p)(1 + p)s − 1) = Lp(θψω

1+t,−s− t). (3.3.2)

87



We may also consider the images of ξ(t) and η(t) under the involution of Λ̃ induced by

[c] 7→ [c]−1. For characters θ of parity equal to that of t + 1, the θ-eigenspaces of these

elements then correspond to power series f (t)
θ (T ) and f̃ (t)

θ (T ) with

f
(t)
θ (T ) = f̃

(t)
θ (T )/(1− (1 + p)1+t(1 + T )−1),

and one has that for any finite order character ψ of Γ,

f
(t)
θ (ψ(1 + p)(1 + p)s − 1) = Lp(θ

−1ψ−1ω1+t, s− t). (3.3.3)

It will be useful later to note that g(1)θ ((1 + p)−1(1 + T )−1− 1) = f
(0)
θω (T ) and that f̃ (0)

ω−1(T )

is a unit [Wa97, Lemma 7.12], so that f (0)

ω−1(T ) has a simple pole at T = p and g(1)ω−2(T ) has a

simple pole at (1 + p)−1(1 + T )−1 − 1 = p, or equivalently at T = (1 + p)−2 − 1.

Remark 3.3.13. Taking m = 1, we see that ξ(t) agrees with the element −tξ∗ of [FK12, §4.1]

and f (t)
θ corresponds to their −tξ. Additionally, g(1)θ (T ) agrees with G(T, θω2) of [Oh03, 1.4.5]

and [La15b, §3.2], and f (0)

ωθ−1
(0)

(X) agrees with F (T, θω2) of [Oh03, A.1.10] and [La15b, §1].

For any Dirichlet character χ, we let χ(0) denote the associated primitive character of χ.

We now set ξ = ξ(1).

Definition 3.3.14. Define the equivariant Eisenstein series to be the element

E =
1

2
ξ +

∞∑
n=1

∑
0<d|n
p∤d

d[d]

 qn

in Q(Λ̃)[[q]] which specializes for each character θ of ∆ to the Λ̃θ-adic Eisenstein series

Eθ := θ(E) = 1

2
ξθ +

∞∑
n=1

∑
0<d|n
p∤d

dθ(d)[d]Γ

 qn

where ξθ := θ(ξ) ∈ Q(Λ̃θ) (and is in Λ̃θ if θ ̸= 1), and [d]Γ is defined by the factorization

[x] = [x]∆[x]Γ for any x ∈ Z×
p,N .
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These Eisenstein series Eθ may be seen to specialize to classical Eisenstein series, and by

our convention they are eigenforms for the adjoint Hecke operators.

Lemma 3.3.15 ([Oh03, 1.4.8],[La15b, Proposition 5]). For θ an even character, denoting by

γ = 1 + p the topological generator of 1 + pZp, we have

(i) ⟨a⟩−1Eθ = θ(a)⟨γi(a)⟩−1Eθ for a ∈ Z×
p,N ,

(ii) T ∗
l Eθ = (1 + θ(l)l⟨γi(l)⟩−1)Eθ for l ∤ Np,

(iii) U∗
l Eθ = Eθ for l | Np.

Definition 3.3.16. We define the Eisenstein ideal I ⊂ H∗
ΛO

to be the ideal generated by the

elements T ∗
l − (1 + l⟨l⟩−1) for l ∤ Np and U∗

l − 1 for l | Np. We also denote by I its image in

the cuspidal Hecke algebra h∗ΛO
and refer to it as the Eisenstein ideal as well.

We let H∗
ΛO,E

and h∗ΛO,E
denote the products of the localizations at the (finitely many)

maximal ideals containing the Eisenstein ideal and refer to them as the Eisenstein components

of H∗
ΛO

and h∗ΛO
, respectively. For any H∗

ΛO
-module M , we let ME denote the corresponding

localized module over H∗
ΛO,E

.

For a character θ of ∆, we denote by Iθ the ideal generated by T ∗
l − (1 + lθ(l)⟨γi(l)⟩−1)

and U∗
l − 1 in H∗

ΛO[θ]
or its image in h∗ΛO[θ]

. We define mθ = (π, ⟨γ⟩−1 − 1) + Iθ the maximal

(or unit) ideal of h∗ΛO
containing Iθ, where π ∈ O is a uniformizer.

Note in particular that for θ ̸= 1, Iθ is the annihilator in H∗
ΛO[θ]

of Eθ (and not Eθ−1) as

⟨a⟩−1 − θ(a) ∈ Iθ for a ∈ (Z/pNZ)× ⊂ Z×
p,N . For θ = 1, the analogous claim in Q(H∗

ΛO[θ]
) is

true.
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CHAPTER 4

Cohomology of modular curves

In this chapter, we define the p-adic Eichler-Shimura cohomology groups of Ohta and use

results of Lafferty to extend the construction of Υ to cases where θ is non-exceptional but

possibly imprimitive and for general tame level N such that Np > 3. In the second part of

the chapter, we show that Υ is surjective by extending the arguments of Ohta in [Oh20] to

these new cases.

4.1 Eichler-Shimura cohomology groups

For the remainder of the chapter, we fix an odd prime p and a positive integer N such

that p ∤ N and Np > 3. We introduce our principal object of study, the ordinary p-adic

Eichler-Shimura cohomology group of [Oh95]. Let

ESr = H1
ét(X1(Np

r)Q,Zp(1))

denote the first étale cohomology group of the curve X1(Np
r)Q for r ≥ 1, and let

ES = lim←−
r

ESr

be the p-adic Eichler-Shimura cohomology group of level N of Ohta, where the inverse limit

is along the trace maps π1∗, where π1 : X1(Np
r+1)→ X1(Np

r) are the degeneracy maps of

section 3.1.3. Similarly, let

GESr = H1
ét(Y1(Np

r)Q,Zp(1)),
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and let

GES = lim←−
r

GESr

be the so-called generalized p-adic Eichler-Shimura cohomology groups of level N , and let

GESr,c and GESc denote the compactly supported variants.

Definition 4.1.1. Set

Tr := e∗rESr, T := lim←−
r

Tr = e∗ES,

T̃r := e∗rGESr, T̃ := lim←−T̃r = e∗GES,

T̃r,c := e∗rGESr,c, T̃c := lim←−T̃r,c = e∗GESc.

We refer to the right-hand groups as the ordinary, resp. ordinary generalized, resp. ordinary

compactly supported generalized, p-adic Eichler-Shimura cohomology groups of level N . The

groups are modules over H∗, and so are modules over Λ̃ via action of group elements by

inverse diamond operators.

For a Zp-algebra O, we denote by TΛO the scalar extension T ⊗̂ZpO, and we define the

modules T̃ΛO , T̃c,ΛO , Tr,O, T̃r,O, and T̃r,c,O similarly.

We have the following result due to Ohta [Oh00, 1.3.6, 1.3.8, 2.1.11] in the case p > 3,

though see [FK12, §1.7] for statements closer to the formulation given here, and see the

discussion below for the case p = 3.

Theorem 4.1.2 ([Oh95,Oh00], [FK12, §1.7]). There are short exact sequences of H∗[GQp ]-

modules, finitely generated and free over Zp,

0 −→ Tr,sub −→ Tr −→ Tr,quo −→ 0

and

0 −→ T̃r,sub −→ T̃r −→ T̃r,quo −→ 0,

characterized by the following properties:
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(i) The actions of GQp on Tr,quo and T̃r,quo are unramified.

(ii) For an element σ ∈ Ip in the inertia group of GQp, the actions of σ on Tr,sub and T̃r,sub

are given by multiplication by κp(σ)⟨κNp(σ)⟩−1.

Moreover, the canonical maps T(r,)sub → T̃(r,)sub are isomorphisms, and the inverse limit of

the exact sequences yield short exact sequences of H∗[GQp ]-modules, finitely generated and free

over Λ,

0 −→ Tsub −→ T −→ Tquo −→ 0 (4.1.1)

and

0 −→ T̃sub −→ T̃ −→ T̃quo −→ 0,

which satisfy the properties analogous to the two listed above. Additionally, there are isomor-

phisms of H∗-modules Tquo ∼= SΛ, T̃quo ∼= MΛ, and Tsub ∼= h∗.

This result is a p-adic étale version of the classical Eichler-Shimura result of Proposi-

tion 3.2.17 in the sense that we have a comparison between spaces of modular forms and

cohomology of modular curves. In the classical setting, one has a Hodge filtration on the

Betti cohomology of modular curves with C-coefficients which splits and whose associated

graded pieces canonically give spaces of modular or cuspidal forms. In the p-adic setting, the

local action at p produces a similar filtration which gives rise to the short exact sequences

above, which may be assembled into a Λ-adic family. When working with Cp-coefficients (or

coefficients in a complete subfield of Cp containing all roots of unity), the quotient modules

of the sequences may be canonically identified with spaces of p-adic or Λ-adic forms. In

[FK12, §1.7], it is explained that these canonical identifications over Cp noncanonically,

but functorially in a sense, descend to isomorphisms over Zp. As we have no need for our

isomorphisms to be canonical, we give the statement above only with Zp-coefficients.

Remark 4.1.3. Ohta’s result was an improvement over results of Mazur-Wiles and Tilouine in

which they obtained non-canonical isomorphisms of the form Tquo ∼= SΛ under some additional
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assumptions: in [MW86] the tame level N is assumed to be trivial and the trivial eigenspace

of (Z/pZ)× is excluded, and in [Ti87] the trivial and ω−1-eigenspaces of (Z/pZ)× are excluded.

There are two reasons for the exclusion of these eigenspaces: the abelian variety quotients

considered in their papers have bad reduction at the trivial eigenspace, and in order to obtain

a Hecke-equivariant splitting of the short exact sequence associated with T in Theorem 4.1.2,

one asks that the Galois actions on the submodule and the quotient module are distinct.

These eigenspaces were also excluded in [Oh95] for the same reasons and only added back

in [Oh00], though in the latter Ohta does not pursue the splitting of the sequence for the

problematic eigenspaces.

We now take the time to point out how to handle the case p = 3 in Theorem 4.1.2,

which was excluded in [Oh95,Oh00,MW86,Ti87,FK12], etc., due to a chain of dependencies

originating in the works [Hi86a] and [Hi86b], where the assumption p ≥ 5 was made “for a

technical reason”, namely, the fact that the congruence subgroups Γ1(M) have nontrivial

torsion elements when M < 4. This torsion prevents one from immediately comparing group

cohomology of the congruence subgroup, the setting in which Hida originally developed his

theory, with sheaf cohomology on the corresponding modular curve. Taking Np > 3 should

resolve all problems, but to be careful, we now trek through [Oh00] and summarize the

arguments therein.1

4.1.1 The case p = 3 for Λ̃-adic Eichler-Shimura

Throughout, Ohta works with the model Xµ
1 (M) instead of X1(M), but we will suppress

any notation indicating that we are working with the µ-model for simplicity. Section 1 of

[Oh00] is largely algebro-geometric and arrives at the finite level short exact sequences of

Theorem 4.1.2 (up to a twist of coefficients and choice of model) by taking the Poincaré dual

1It is worth mentioning that Hida theory has been developed even in the presence of torsion in the
congruence subgroup in the book [Hi93], which predates the papers of Ohta to which we refer in this
dissertation, but the precise statements that Ohta needed were not present in the book.
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of a short exact sequence of p-adic Tate modules of certain p-divisible groups defined over

Zp[ζpr ]. The Galois action on the sequence can be computed on the geometric objects via

well-known techniques as in [MW84,MW86] and can then be translated into an action on

cohomology, as Poincaré duality is Galois-equivariant. We detail this process below.

We start off in [Oh00, §1.1] with the construction of the quotient abelian varieties Ar of

the Jacobian Jr := J1(Np
r)/Q and Qr of the generalized Jacobian GJr := GJ1(Np

r)/Q for

r ≥ 1. Here, it is sufficient to assume that Np > 3 so that we have representable moduli

problems [Γ1(Np)] on (Ell/Q) in the notation of Section 3.1. This assumption is also used

in the identification in [Oh00, Proposition 1.1.5] of the cotangent spaces of Ar and Qr with

certain spaces of classical modular forms of level Npr.

We remark that Mazur and Wiles in [MW84, Chapter 3] construct similar abelian varieties

and compare their cotangent spaces to spaces of modular forms without assuming Np > 3;

this is explained for example in [DI95, §12]. See also [Ca18, §2.2] for constructions of and

comparisons between the abelian variety quotients considered by Mazur-Wiles and by Ohta

in [Oh99], though note that the constructions of the latter differ from those in [Oh00] slightly.

We next identify the Up-ordinary parts of the p-divisible groups of Jr and Ar and of GJr

and Qr using [Hi85, Lemma 3.2], which has no restriction on p. For n ≥ 0, we form the “fixed

part” (or rather, finite part)

(A0
r,Zp[ζpr ][p

n])f

of the quasi-finite separated group scheme given by the pn-torsion of the connected component

of the Néron model Ar,Zp[ζpr ] of Ar,Qp(ζpr ), and we take the ordinary part of the associated

p-divisible group over Zp[ζpr ]

gr := e · A0
r,Zp[ζpr ](p)

f ,

which may be shown to be an ordinary p-divisible group just as in [Oh00, Proposition 1.2.4],

which appeals to the works of Mazur-Wiles and Hida cited above. Here, an ordinary p-divisible
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group is one whose connected component g0r has étale Cartier dual, i.e., is multiplicative.2

We then have a short exact sequence of h[GQp ]-modules

0→ Tp(g
0
r)→ e · Tp(Jr)→ Er → 0 (4.1.2)

where g0r is the connected component of gr, Tp denotes the p-adic Tate module, and Er is

defined by exactness of the sequence. With respect to a twisted Weil pairing, the proof of

[Oh00, Proposition 1.2.8] shows that Tp(g0r) is isotropic and pairs perfectly against Er, and

the action of an element σ ∈ Ip of inertia is given by multiplication by κp(σ) on Tp(g0r) and

by ⟨κNp(σ)⟩−1 on Er.

We next consider the Atkin-Lehner twisted abelian variety quotients A∗
r of Jr and Q∗

r of

GJr over Q as in section 1.3 of [Oh00], and we set N ∗
r = ker(Q∗

r → A∗
r). It is these quotients

that we ultimately care about – that Ohta considers Ar and Qr separately seems to be a

matter of preference, as the analysis of both types of quotients may essentially be done in

parallel, as it was done in [Ca18, §2.2].

We associate with these abelian varieties their connected components of Néron models to

obtain a short exact sequence of commutative group schemes

0→ N ∗0
r,Zp[ζrp ] → Q

∗0
r,Zp[ζrp ] → A

∗0
r,Zp[ζrp ] → 0,

which gives rise to a short exact sequence of ordinary p-divisible groups

0→ Hr → G̃r → Gr → 0

where Hr = e∗ · N ∗0
r,Zp[ζrp ]

(p)f , G̃r = e∗ · Q∗0
r,Zp[ζrp ]

(p)f , and Gr = e∗ · A∗0
r,Zp[ζrp ]

(p)f . Ordinariness

of these p-divisible groups follows from ordinariness of gr and from the isomorphism gr ∼= Gr

over Zp[µNpr ].

As before, we form the exact sequence

0→ Tp(G0r )→ e∗ · Tp(Jr)→ E∗
r → 0

2This is different from being of µ-type, a notion which is used below and in [Oh20], which asks for constant
Cartier dual.
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where E∗
r is defined by exactness of the sequence. Taking the Zp-linear dual of this sequence,

we obtain via Poincaré duality the short exact sequence of free Zp-modules

0→ e∗H1
ét(X1(Np

r)Q,Zp)
Ip → e∗H1

ét(X1(Np
r)Q,Zp)→ B∗

r → 0 (4.1.3)

where σ ∈ Ip acts on Br by multiplication by κ−1
p (σ)⟨κNp(σ)⟩.

We similarly have a sequence with the generalized Jacobian in place of the Jacobian

0→ Tp(G̃0r )→ e∗ · Tp(GJr)→ E∗
r → 0,

where the cokernel is able to be identified with E∗
r because Hr is also the kernel of the

quotient G̃0r ↠ G0r . Taking Zp-duals and using Poincaré duality gives the exact sequence of

free Zp-modules

0→ e∗H1
ét(Y1(Np

r)Q,Zp)
Ip → e∗H1

ét(Y1(Np
r)Q,Zp)→ B̃∗

r → 0 (4.1.4)

where σ ∈ Ip acts on B̃r by multiplication by κ−1
p (σ)⟨κNp(σ)⟩.

Denoting A∗
r := e∗H1

ét(X1(Np
r)Q,Zp)Ip ∼= e∗H1

ét(Y1(Np
r)Q,Zp)Ip and taking inverse limits,

we obtain the final short exact sequences of section 1

0→ A∗
∞ → e∗ESp(N)Zp → B∗

∞ → 0, (4.1.5)

0→ A∗
∞ → e∗GESp(N)Zp → B̃∗

∞ → 0, (4.1.6)

where e∗GESp(N)Zp := lim←−r e
∗H1

ét(Y1(Np
r)Q,Zp), e∗ESp(N)Zp := lim←−r e

∗H1
ét(X1(Np

r)Q,Zp)

are the Eichler-Shimura cohomology groups in Ohta’s notation.

In section 2 of [Oh00], the cokernels B̃r and Br are identified with spaces of modular

forms, and Hida-theoretic perfect control of the terms of the above sequences is proved. The

latter proceeds via group cohomological methods and makes use of the assumption that

Np > 3.

Control of e∗GESp(N)Zp is proved as in [Oh99, Theorem 1.3.5] as follows. For integers
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s1 ≥ s2 ≥ r ≥ 1, we have the diagram in group cohomology

e∗H1(Γ1(Np
s1),Zp) e∗H1(Γ1(Np

s1),Zp) e∗H1(Γ1(Np
r),Zp) 0

e∗H1(Γ1(Np
s2),Zp) e∗H1(Γ1(Np

s2),Zp) e∗H1(Γ1(Np
r),Zp) 0

ωr

cor

cor

cor

ωr cor

where ωr = (1+ T )p
r−1 − 1 ∈ ΛZp and “cor” denotes corestriction. Exactness of the horizontal

sequences would give under inverse limits

e∗GESp(N)Zp/ωr
∼= e∗H1

ét(Y1(Np
r)Q,Zp)

as e∗H1
ét(Y1(Np

r)Q,Zp) ∼= e∗H1(Γ1(Np
r),Zp) under our assumption Np > 3. Exactness

follows from the computation of a double coset decomposition as in [Oh99, Lemmas 1.2.10,

1.2.12] and may also be found in the recently published book of Hida [Hi22, Lemma 4.2.14].

Considering parabolic cohomology instead in the above also proves control of e∗ESp(N)Zp .

By the above control results, we have a commutative diagram with exact rows

A∗
∞/ωr e∗GESp(N)Zp/ωr B̃∗

∞/ωr 0

0 A∗
r e∗H1

ét(Y1(Np
r)Q,Zp) B̃∗

r 0.

∼=

This gives us morphisms B∗
∞⊗Zp OCp → lim←−r(B

∗
r ⊗Zp OCp) and B̃∗

∞⊗Zp OCp → lim←−r(B̃
∗
r ⊗Zp

OCp) which may be proved to be injective just as in [Oh00, Lemma 2.1.6].

We have injections B∗
r ⊗Zp Cp ↪→ S2(Np

r;Cp)(−1) and B̃∗
r ⊗Zp Cp ↪→ M2(Np

r;Cp)(−1)

which compile to give injections into spaces of Λ-adic forms

B∗
∞ ⊗Zp OCp → S∗

k,ΛOCp
(−1)

B̃∗
∞ ⊗Zp OCp → m∗

k,ΛOCp
(−1).

The main result [Oh00, Theorem 2.1.11] says that these injections are isomorphisms. By

Nakayama’s lemma, it is equivalent to prove surjectivity after modding out by ω1 = T . By con-

trol of the space of Λ-adic forms 3.3.8 and the identifications B∗
r⊗ZpOCp

∼= e∗Cot(A∗0
r,OCp

)(−1)
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and B̃∗
r ⊗Zp OCp

∼= e∗Cot(Q∗0
r,OCp

)(−1), this is equivalent to proving that the inclusions

e∗Cot(J0
r,OCp

) ↪→ e∗S2(Np;OCp)

e∗Cot(GJ0
r,OCp

) ↪→ e∗m2(Np;OCp)

are surjections. This can be proved over Zp[µNp]

The key now is that regular differentials on the modular curve X1(Np)Zp[µNp] for Np > 3

correspond to weight 2 modular forms that have integral Fourier expansion at both the zero

and infinity cusps [Gr90, Prop. 8.4]. One must then show that the ordinary forms which are

integral at either the ∞ or the 0 cusp are in fact integral at both.

The argument breaks into two cases, depending on whether the diamond operator action

of (Z/pZ)× is trivial or not. In the case of nontrivial eigenspaces, the cuspidal case is handled

in [Oh95, §3.4] following Mazur and Wiles’ study of Hecke operators on the special fiber in

[MW84], and in the non-cuspidal case in [Oh99, §§4.4-4.5], where Ohta computes residues of

ordinary modular forms to verify integrality at all cusps. The proof may easily be verified to

work in the case p = 3. In fact, Ohta shows integrality for all eigenspaces in [Oh99, 4.4.22],

so the only case left is the case of cusp forms with trivial action [Oh00, 2.2.4], which relies

on a description by Gross [Gr90, Prop. 8.18] of the Up operator on the trivial eigenspace of

the space of regular differentials of the special fiber of X1(Np)Zp[µNp]. As Gross’ work holds

without restriction on p so long as Np > 3 (see [Gr90, §10]), this completes the verification

of the validity of Ohta’s p-adic Eichler-Shimura isomorphism theorem in the case p = 3.

Remark 4.1.4. There are minor mistakes in [FK12, 1.7.9, 1.7.11, 1.7.12, 1.7.13] concerning

p-adic and Λ-adic Eichler-Shimura isomorphisms as in Theorem 4.1.2. In their notation,

M2(M)Zp and MΛ are spaces of modular forms whose constant terms are not necessarily

integral [FK12, §1.5]. The isomorphisms proved by Ohta, however, concern modular forms

whose constant terms are integral. The mistakes in this section can largely be fixed by taking

the integral spaces instead. However, the claim that T̃quo is a dualizing module for H∗ is

not true, though it does not seem to be used in their paper. Additionally, the integral and
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non-integral spaces often coincide on Eisenstein local components, see [Oh03, Proposition

3.3.1], whose argument also works for p | φ(N) and imprimitive θ.

4.1.2 The Λ̃-adic pairing

We return to our discussion of the sequences of Theorem 4.1.2. The module T plays the

role of the canonical lattice in the discussion of Wiles’ proof of the Iwasawa main conjecture

following the statement of Theorem 2.2.8. The goal in the remainder of this chapter is to

define and study a short exact sequence of h/I[GQ]-modules in order to define Υ as the

restrction of a cocycle associated with the extension class of the sequence. For this, we will

have to work component-wise with respect to characters of (Z/NpZ)×.

Theorem 4.1.5. Let θ be an even character of (Z/NpZ)× such that either θ|(Z/pZ)× ̸= ω−1

or θ|Z/NZ)×(p) ̸= 1, and set O = Zp[µNpφ(N)] where φ is the Euler totient function. There is

a canonical surjection of h∗ΛO
[GQ]-modules

(ξθ(0)s(cθ),−)Λ̃ : TΛO/Iθ → (h∗ΛO
/Iθ)

♭(1)

given by pairing x ∈ TΛO/Iθ with ξθ(0)s(cθ) ∈ TΛO on the left.

We define below the twisted Poincaré duality pairing (−,−)Λ̃ as well as the element

ξθ(0)s(cθ) arising from results of Lafferty. We start with the pairing.

We detail the construction of a Λ̃-valued pairing defined on T × T . The reader only

interested in the statement of the properties of the pairing may skip to Proposition 4.1.7.

Recall that there is a graded-commutative, perfect Poincaré duality pairing on the étale

cohomology of a smooth variety (integral, separated scheme of finite type) X over a separably

closed field k of dimension d

( , ) : H i
ét(X,Zp(d))×H2d−i

ét,c (X,Zp(d))→ H2d
c (X,Zp(2d)) ∼= Zp(d) (4.1.7)

for any prime p ≠ char(k) satisfying (σx, σy) = σ(x, y) for σ ∈ Gal(k/k). Note that if X is a
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smooth, projective curve, then the Poincaré duality pairing agrees with the Weil pairing on

the Tate module Tp(Jac(X)) ∼= H1
ét(X,Zp(1)).

For any finite, flat morphism f : X → Y of smooth varieties of equal dimension and any

sheaf G of abelian groups on the étale site Yét of Y , we have morphisms

f∗ : H
i
ét(,c)(X, f

−1G)→ H i
ét(,c)(Y,G)

and

f ∗ : H i
ét(,c)(Y,G)→ H i

ét(,c)(X, f
−1G),

and Poincaré duality satisfies the adjunction relations

(f∗x, y) = (x, f ∗y), (f ∗x, y) = (x, f∗y).

In particular, this implies that the operators Tl, Ul, and ⟨a⟩ are adjoint to the dual Hecke

operators T ∗
l , U∗

l , and ⟨a⟩−1, respectively, on ESr and GESr. Denote the Poincaré duality

pairings on ESr and GESr(,c) by (−,−)PDr . To obtain perfect, H∗- and H-self-adjoint pairings,

we then consider the twisted pairings

( , )′r : ESr × ESr ∋ (x, y) 7→ (x, v−1
NprwNpry)PDr ∈ Zp(1)

and

( , )′r : GESr ×GESr,c ∋ (x, y) 7→ (x, v−1
NprwNpry)PDr ∈ Zp(1)

where here we write vM , wM for the pullbacks on cohomology of the corresponding maps of

schemes introduced in section 3.1.

These pairings are still skew-symmetric, as one has that Poincaré duality is invariant

under the action of the Atkin-Lehner involution (cf. the discussion above Remark 3.1.4):

(x, y)PDr = (v−1
NprwNprx, v

−1
NprwNpry)PDr .

However, they are no longer Galois-equivariant – we will consider the Galois action later once

we have arrived at our final pairings.
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We have the following general result which allows us to augment a perfect pairing with

the action of a finite abelian group, though abelianness is not necessary if one keeps track of

left versus right actions.

We first introduce some terminology. Let R be a commutative ring, G a finite abelian

group, and M a finitely generated R[G]-module. Let (−)∗ : R[G]→ R[G] denote the R-linear

involution of rings induced by the involution homomorphism (−)−1 : G→ G. We say that

a map f : M → N of R-modules between two R[G]-modules is R[G]-antilinear if for all

r ∈ R[G],m ∈M one has f(rm) = r∗f(m).

Lemma 4.1.6. Let R be a commutative ring, G a finite abelian group, and M and N finitely

generated R[G]-modules. Denote the R[G]-module of all R[G]-antilinear maps from M to N

by Hom∗
R[G](M,N). Then there is an R[G]-linear isomorphism, defined in the proof below,

HomR(M,R) ∼= HomR[G](M,R[G])

which upon postcomposing with (−)∗ gives an R[G]-linear isomorphism

HomR(M,R) ∼= Hom∗
R[G](M,R[G]).

Proof. The usual adjunction isomorphism

HomR(M,R) = HomR(M ⊗R[G] R[G], R)
∼−→ HomR[G](M,HomR(R[G], R))

gives an isomorphism R[G]-modules where the G-action on each Hom-module is given by

precomposition with the given G-action. The map

∑
g∈G

ag[g]
∨ 7→

∑
g∈G

ag[g
−1],

where [g]∨ : R[G]→ R is the R-linear projection to the coefficient of the [g] term, gives an

R[G]-linear bijection

HomR(R[G], R)→ R[G].
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Composing with (−)∗ gives the map

∑
g∈G

ag[g]
∨ 7→

∑
g∈G

ag[g],

which is an R[G]-antilinear bijection

HomR(R[G], R)→ R[G].

The first bijection gives an R[G]-linear isomorphism

HomR(M,R) ∼= HomR[G](M,R[G]),

explcitly given by

f 7→ {m 7→
∑
g∈G

f(g ·m)[g−1]},

and

{m 7→ [e]∨(ϕ(m))} ←[ ϕ.

The second bijection gives an R[G]-linear isomorphism

HomR(M,R) ∼= Hom∗
R[G](M,R[G])

which may similarly be described.

Denote (Z/NprZ)× by ∆r for brevity. By applying the above lemma to the pairings ( , )′r,

we obtain perfect, Hecke-self-adjoint, equivariant Zp[∆r]-bilinear pairings for each r

ESr × ESr ∋ (x, y) 7→
∑
a∈∆r

(x, ⟨a⟩−1v−1
NprwNpry)PDr [a] ∈ Zp[∆r](1)

GESr ×GESr,c ∋ (x, y) 7→
∑
a∈∆r

(x, ⟨a⟩−1v−1
NprwNpry)PDr [a] ∈ Zp[∆r](1).

However, these pairings are not compatible along trace maps π1∗ on ESr and GESr(,c) and

the natural quotient maps Zp[∆r](1)→ Zp[∆r](1).
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We instead define the finite level pairings

(−,−)Λ̃r : ESr × ESr → Zp[∆r](1), (−,−)Λ̃r : GESr ×GESr,c → Zp[∆r](1),

(x, y) 7→
∑
a∈∆r

(x, ⟨a⟩−1v−1
NprwNprU

∗r
p y)PDr [a].

(4.1.8)

For each r, the restriction of ( , )Λ̃r to a subspace on which U∗
p is invertible is then a perfect

Λ̃r-bilinear pairing.

We explain why the pairings are level-compatible. One must have for each a ∈ (Z/Npr+1Z)×

that

(xr+1, ⟨a⟩−1

p−1∑
j=0

⟨1 + jNpr⟩v−1
Npr+1wNpr+1U∗(r+1)

p yr+1)PDr+1 = (xr, ⟨a⟩−1v−1
NprwNprU

∗r
p yr)PDr ,

where a is the image of a in (Z/NprZ)×. Writing xr = π1∗xr+1, yr = π1∗yr+1 and using the

adjunction properties of (, )PDr , the right-hand side is equivalent to

(xr+1, π
∗
1(⟨a⟩−1v−1

NprwNprU
∗r
p π1∗yr+1))PDr+1 .

As π1 ◦ ⟨a⟩ = ⟨a⟩ ◦ π1 and π1∗ commutes with U∗r
p , we are reduced to showing that

p−1∑
j=0

⟨1 + jNpr⟩−1v−1
Npr+1wNpr+1U∗r+1

p yr+1 = π∗
1v

−1
NprwNprπ1∗U

∗r
p yr+1.

This calculation is carried out in terms of group cohomology in the proof of [Oh95, 4.1.13],

which works just as well for p = 3.

We may now assemble the pairings into Λ̃-adic pairings

(−,−)Λ̃ : ES × ES → Λ̃(1), (−,−)Λ̃ : GES ×GESc → Λ̃(1),

((xr, yr))r≥1 7→
(
(xr, yr)Λ̃r

)
r≥1

.
(4.1.9)

We next look at the action of GQ. For σ ∈ GQ, we have the relation v−1
Npr ◦ σ =

⟨κNp(σ)⟩σ ◦ v−1
Npr on cohomology from Lemma 3.2.18. The Galois-equivariance of wNpr and

of Poincaré duality and the commutativity of the Hecke and Galois actions then gives

(σ(x), σ(y))Λ̃r = κp(σ)(x, ⟨κNp(σ)⟩−1y)Λ̃r = κp(σ)[κNp(σ)](x, y)Λ̃r ,
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where here we abuse notation slightly and view κNp(σ) as an element of (Z/NprZ)×. In order

to obtain a Galois-equivariant pairing, we therefore indicate the target of the pairings by Λ̃♭r(1)

and Zp[∆r]
♭(1), where we use a superscript ♭ on a Λ̃-module to denote the same underlying

Λ̃-module equipped with a Galois-module structure where σ ∈ GQ acts by multiplication by

[κNp(σ)] ∈ Λ̃.

We summarize these properties below, abusing notation wherever necessary.

Proposition 4.1.7 (Ohta). There are bilinear, skew-symmetric, Galois-equivariant pairings

(−,−)Λ̃r : Tr × Tr → Zp[∆r]
♭(1)

(−,−)Λ̃r : T̃r × T̃r,c → Zp[∆r]
♭(1),

(−,−)Λ̃ : T × T → Λ̃♭(1),

(−,−)Λ̃ : T̃ × T̃c → Λ̃♭(1),

(4.1.10)

given explicitly by

(x, y) 7→
∑
a∈∆r

(x, ⟨a⟩−1v−1
NprwNprU

∗r
p y)PDr [a] ∈ Zp[∆r]

♭(1),

((xr, yr))r≥1 7→

(∑
a∈∆r

(x, ⟨a⟩−1v−1
NprwNprU

∗r
p y)PDr [a]

)
r≥1

∈ Λ̃♭(1)

which satisfy

(1) (Tx, y)Λ̃(r)
= (x, Ty)Λ̃(r)

for all T ∈ H∗,

(2) (⟨a⟩x, y)Λ̃(r)
= (x, ⟨a⟩y)Λ̃(r)

= [a−1](x, y)Λ̃(r)
for all a ∈ Z×

p,N (resp. a ∈ ∆r),

(3) (σx, σy)Λ̃(r)
= κp(σ)(x, ⟨κNp(σ)⟩−1y)Λ̃(r)

= κp(σ)[κNp(σ)](x, y)Λ̃(r)
for all σ ∈ GQ.

Remark 4.1.8. Instead of a Λ̃-adic pairing, we may also view Λ as a Λ-module direct summand

of Λ̃ and compose with the projection Λ̃ ↠ Λ to obtain Λ-bilinear, Galois-equivariant pairings

(−,−)Λ : ES × ES → Λ♭(1), (−,−)Λ : GES ×GESc → Λ♭(1),
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where we use the superscript ♭ in a slight abuse of notation, as we have

(σ(x), σ(y))Λ = κp(σ)(x, ⟨κNp(σ)⟩y)Λ,

but the action of ∆1 through the diamond operators cannot be pulled out (compare with

[Oh95, 4.2.8]).

Proof. Though the pairing (−,−)Λ on T × T is introduced in [Oh95, §4], it is not explicitly

claimed to be perfect. However, the same argument as in the proof of [Oh95, Theorem 4.3.1]

or [Oh00, Theorem 2.3.5] gives perfectness, as we explain.

The induced map

T → HomΛ(T ,Λ♭(1))

may be checked to be an isomorphism upon reducing modulo T ∈ Λ, as T is finitely generated

and free over Λ, whereupon one obtains the map

T1 → HomZp(T1,Zp(1))

which is an isomorphism as it is induced by Poincaré duality on T1. The same argument also

gives perfectness of the finite level Zp[U1/Ur]
♭(1)-valued pairings.

To extend these perfectness results to the Λ̃♭(1)- and Zp[∆r]
♭(1)-valued pairings, one may

argue similarly to the proof of Lemma 4.1.6 above. For example if we use Hom∗
Λ(T ,Λ) in

place of HomR(M,R) with G = (Z/NpZ)×, we obtain an isomorphism of Λ̃-modules

T ∼= HomΛ(T ,Λ) ∼= HomΛ̃(T , Λ̃)

which coincides with the natural induced map T → HomΛ̃(T , Λ̃).

Remark 4.1.9. In the case that p ∤ φ(N), one has that T and T̃ are finitely generated

projective Λ̃-modules. This follows from the fact that they are finite free as Λ-modules, that

in this case Λ̃ is isomorphic to a product of power series rings over unramified extensions of

Zp, and [SP, Tag 00MP] (where we use the aforementioned unramifiedness to satisfy condition

(3)). One may also then verify perfectness of ( , )Λ̃ after localizing at maximal ideals.
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4.1.3 Homology of modular curves and the Drinfeld-Manin splitting

In preparation for describing the element ξθ(0)s(cθ) ∈ TΛO , in this section we review the relation

between homology and cohomology of modular curves and the Drinfeld-Manin splitting.

For each r ≥ 1, let Cr(N) = X1(Np
r) − Y1(Np

r) be the cuspidal divisor and con-

sider the long exact sequence in relative homology of H2(Np
r;Zp)-modules of the pair

(X1(Np
r)an, Cr(N)an)

0→ H1(X1(Np
r)an;Zp)→ H1(X1(Np

r)an, Cr(N)an;Zp)→ H0(Cr(N)an;Zp)

→ H0(X1(Np
r)an;Zp)→ H0(X1(Np

r)an, Cr(N)an;Zp) = 0.

Via identification of this sequence with the localization sequence in Borel-Moore homology,

Poincaré duality gives a level-compatible isomorphism of the sequence with the localization

sequence in cohomology

0→ H1(X1(Np
r)an;Zp)→ H1(Y1(Np

r)an;Zp)→ H0(Cr(N)an;Zp)

→ H2(X1(Np
r)an;Zp)→ H2(Y1(Np

r)an;Zp) = 0

which intertwines the usual Hecke operators on homology with adjoint Hecke operators on

cohomology. The comparison isomorphism between Betti and étale cohomology [SGA4.3, XVI

4.1] then gives a Hecke-equivariant, level-compatible identification of this sequence with the

Gysin sequence

0→ H1
ét(X1(Np

r)Q;Zp(1))→ H1
ét(Y1(Np

r)Q;Zp(1))→ H0
ét(Cr(N)Q;Zp)

→ H2
ét(X1(Np

r)Q;Zp(1))→ 0,

and through which the terms of the preceding two sequences acquire a Galois action. There

are unique Hecke-equivariant splittings sr of the inclusions

H1(X1(Np
r)an,Qp) ↪→ H1(X1(Np

r)an, Cr(N);Qp)
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called the Manin-Drinfeld splittings [La87b, Ch.IV §2]. The terminology is due to their

existence being equivalent to the result of Manin and Drinfeld giving that the cuspidal

subgroup of a modular Jacobian is finite [El90].

Via these identifications, we may view the ordinary generalized Eichler-Shimura cohomol-

ogy group as the space of ordinary level-compatible families of modular symbols

T̃ = e∗ lim←−
r

H1
ét(Y1(Np

r)Q,Zp(1)) ∼= e∗ lim←−
r

H1(X1(Np
r)an, Cr(N)an;Zp).

Moreover, Ohta has shown [Oh99, 3.4.12] that by taking inverse limits of ordinary parts of

the above sequences, one obtains the short exact sequence of H∗[GQ]-modules

0→ T → T̃ → CΛ → 0

where CΛ = e∗(lim←−rH
0
ét(Cr(N)Q;Zp)). The Manin-Drinfeld splittings then induce a splitting

[FK12, 1.9.3]

s : T̃ ⊗Λ Q(Λ)→ T ⊗Λ Q(Λ)

which we will also call the Manin-Drinfeld splitting.

4.1.4 The map (ξθ(0)s(cθ),−)ΛO

We now fix a character θ of ∆ = (Z/NpZ)×, and we let θ(0) denote its associated primitive

character and θ′ its restriction to the prime-to-p subgroup ∆′ of ∆. We write Λθ = ΛZp[θ]
∼=

Zp[θ][[T ]], and let g(1)θ(0)
(T ) ∈ Λθ be the power series such that g(1)θ(0)

(γs − 1) = Lp(θ(0)ω
2,−1−

s) associated with θ(0), so that by comparing interpolation properties of Lp(θω2, s) and

Lp(θ(0)ω
2, s) (recall Proposition 3.3.12 and the discussion afterwards; see also the proof of

[La15b, Proposition 4]), we have

g
(1)
θ (T ) = g

(1)
θ(0)

(T ) ·
∏
l|N

(1− θ(0)(l)l(1 + T )i(l)).

If θ(0) ̸= ω−2, then we let ξθ(0) ∈ Λθ correspond to g
(1)
θ(0)

(T ). When θ(0) = ω−2, we let

ξθ(0) ∈ Λθ correspond to ((1 + p)−1(1 + T )−1 − (1 + p))g
(1)
θ(0)

, and in this case we also modify

107



the definition of the Λθ-adic Eisenstein series Eθ by multiplying through by the factor

(1 + p)−1(1 + T )−1 − (1 + p) so that Eθ ∈ Λθ[[q]]. To streamline the discussion, we will write

ξθ(0) in place of the corresponding power series below.

As in the statement of Theorem 4.1.5, we let O denote the extension of Zp obtained by

adjoining all Npφ(N)th roots of unity. We describe how to use the results of [La15b] to

obtain an element of TΛO , yielding a map TΛO/Iθ → Λθ/(ξθ(0)) via the pairing introduced

in section 4.1.2, generalizing the construction in [FK12, 6.3.8]. Let K ⊂ Cp be a complete

subfield containing all roots of unity, and let Λ̃∞ = OK [[Z×
p,N ]], Λ∞ = OK [[1 + pZp]] be

the corresponding Iwasawa algebras. In [Oh99,Oh00], Ohta has constructed the following

commutative diagram of H∗[GQp ]-modules

0 0

TΛ∞,sub T̃Λ∞,sub

0 TΛ∞ T̃Λ∞ CΛ∞ 0

0 SΛ∞ MΛ∞ CΛ∞ 0

0 0

∼=

Res

(4.1.11)

with exact rows and columns, where Res is the Λ-adic residue map, constructed as the

projective limit of finite level residue maps as in [Oh03, §2.4]. Lafferty has computed

[La15b, Theorem 3]

Res(Eθ) = ξθ(0)eθ

for an explicit element eθ ∈ CΛθ ⊂ CΛ∞ .

Remark 4.1.10. Lafferty computed residues of more general Eisenstein series Eθ,ψ;t in [La15b,

Theorem 3], though it is stated that, in his notation, the element eθ,ψ;t lives in CΛO , which
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may not be the case if the coefficient ring O does not contain the ratio of Gauss sums

g((ψχ−1)(0))/g(χ
−1
(0))

which appears in the definition of eθ(0),ψ(0);t in equation (27) of op. cit., where θ = χωi

with p not dividing the modulus of χ. If O contains all Npth roots of unity, then one has

eθ,ψ;t ∈ CΛO[θ,ψ]
for all valid θ, ψ. This is the reason for our definition of O above.

Our Eisenstein series Eθ corresponds to the Eisenstein series Eθ,1 of Lafferty, and so we

indeed have eθ ∈ CΛθ .

By Lafferty’s computation and the remark, the map Res restricts to a map MΛO → CΛO

which is necessarily surjective, as CΛO ⊗ΛO Λ∞ ∼= CΛ∞ , MΛO ⊗ΛO Λ∞ ∼= MΛ∞ , and Λ∞ is

faithfully flat over ΛO [Oh95, 2.1.1]. Therefore, we may replace Λ∞ everywhere with ΛO in

diagram 4.1.11 without sacrificing exactness. The diagram over ΛO can then be obtained as

the inverse limit of diagrams at finite level

0 0

Tr,O,sub T̃r,O,sub

0 Tr,O T̃r,O Cr,O 0

0 e∗S∗
2(Np

r;O) e∗M∗
2 (Np

r;O) Cr,O 0

0 0

∼=

Resr

(4.1.12)

where Cr,O = e∗H0
ét(Cr(N)Q,Zp) ⊗Zp O. Note that all objects in diagram 4.1.11, resp.

diagram 4.1.12, are finitely generated and free over Λ∞, resp O[U1/Ur].

As Eθ is a Hecke eigenform by Lemma 3.3.15 and Res is a map of H∗-modules, we have that

ΛOeθ ⊂ CΛO is an h∗-submodule.3 Denote by eθ,r the image of eθ in Cr,O. Then O[U1/Ur]eθ,r

3One can also see that ΛOeθ is H∗-stable from the explicit formula for eθ in equation (27) of [La15b]. Note
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is a Hecke-submodule of Cr,O. We may then pull back diagram 4.1.12 along the inclusion

O[U1/Ur]eθ,r ↪→ Cr,O to obtain the commutative diagram of H∗[GQp ]-modules

0 0

Tr,O,sub T̃Pθ,r,sub

0 Tr,O T̃Pθ,r O[U1/Ur]eθ,r 0

0 e∗S∗
2(Np

r;O) Pθ,r O[U1/Ur]eθ,r 0

0 0

∼=

Resr

(4.1.13)

in which all rows and columns are exact, where Pθ,r, T̃Pθ,r , and T̃Pθ,r,sub are defined by pullback.

We may similarly consider diagram 4.1.11 with ΛO in place of Λ∞ and pull back along the

inclusion ΛOeθ ↪→ CΛO , and obtain

0 0

TΛO,sub T̃Pθ,sub

0 TΛO T̃Pθ ΛOeθ 0

0 SΛO Pθ ΛOeθ 0

0 0

∼=

Res

(4.1.14)

which may be identified with the inverse limit of the diagrams 4.1.13 for r ≥ 1, as inverse

limits commute with pullbacks.

however that in the formula, the term (1 +X)
s(

mθ∆c

mξc ) can be simplified to (1 +X)
mθ∆c

mξ as the sum is meant
to range over cusps represented by pairs (a, c) satisfying c ≡ ω(c) (mod p)r, among other conditions. See the
notation set at the end of [La15b, §4.1.2]. One may also compare this to the proof of [Oh03, 2.6.9] where a
similar simplification is made.
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The Manin-Drinfeld splitting induces a splitting of the sequence of H∗-modules

0→ TΛO → T̃Pθ → ΛOeθ → 0 (4.1.15)

after tensoring with Q(ΛO). This induces a splitting of the sequence

0→ SΛO ⊗ΛO Q(ΛO)→ Pθ ⊗ΛO Q(ΛO)→ Q(ΛO)eθ → 0

and we let t : Q(ΛO)eθ → Pθ ⊗ΛO Q(ΛO) denote the splitting. Lafferty’s computation shows

that t(eθ) = Uξθ(0)Eθ where U ∈ Λ×
O, and so the congruence module of this sequence is

ΛOeθ/(Res(Pθ ∩ t(Q(ΛO)eθ)) = ΛO/ξθ(0) .

Remark 4.1.11. We point out an oversight in [La15b] and [La15a] related to the discussion

above and the last remark. In [La15b, §5], it is claimed that for a general ring O ⊃ Zp

containing the values of θ and ψ, there is a form F ∈MΛO such that Res(F ) = eθ,ψ, where

Res denotes the residue map MΛ∞ → CΛ∞ . The issue here is that it is not clear that this

is so without the stronger assumption that O additionally contains all Npφ(N)th roots of

unity.4 Under this assumption, as explained above, the exact sequence of Λ∞-modules

0→ SΛ∞ →MΛ∞
Res−−→ CΛ∞ → 0

descends to an exact sequence of ΛO-modules,

0→ SΛO →MΛO → CΛO → 0,

and the surjectivity of MΛO → CΛO provides such an F . Without this assumption on O, we

may not immediately claim that the residue map descends to a map from MΛO to CΛO .

The argument used in [La15a, §3.3] does not seem to work, as we now explain. Lafferty

defines P = Res−1(ΛOeθ,ψ) ∩MΛO (where Res is defined on MΛ∞). The inclusion P ↪→MΛO

4The issue of this remark is distinct from the issue of the previous remark, as the argument that Lafferty
attempts to employ does not seem to make use of the claim that eθ is indeed an element of CΛO or that Res
descends to a map MΛO → CΛO . It is however the case that both issues are resolved simply by requiring that
O contain all Npφ(N)th roots of unity.
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induces the inclusion P ⊗ΛO Λ∞ ↪→MΛ∞ . We have SΛO ⊂ P and SΛ∞ ⊂ P ⊗ΛO Λ∞, so we

have a morphism of exact sequences

0 SΛ∞ P ⊗ΛO Λ∞ coker(j) 0

0 SΛ∞ Res−1(Λ∞eθ,ψ) Λ∞eθ,ψ 0.

j

Lafferty makes the claim that

0→ SΛO ⊗ΛO Λ∞ → P ⊗ΛO Λ∞ → ΛOeθ,ψ ⊗ΛO Λ∞ → 0

is exact, which by the above is equivalent to the inclusion P ⊗ΛO Λ∞ → Res−1(Λ∞eθ,ψ) being

surjective. No further explanation is given, and it is not clear to me how this might be proven

abstractly, or whether it is true.

The sequence that we use above

0→ SΛO → Pθ → ΛOeθ → 0

may be used in place of Lafferty’s so that the results in [La15a, §§5, 6] still hold with minor

modifications (essentially just extensions of scalars).

We compare the ∆- and GQp-actions of T̃Pθ,sub and ΛOeθ. Recall from Theorem 4.1.2

that σ ∈ Ip acts on T̃ΛO,sub by multiplication by κp(σ)⟨κNp(σ)⟩−1, while σ ∈ GQ acts on the

cuspidal group

CΛO = e∗(lim←−
r

H0
ét(Cr(N)Q;O))

by pullback. We recall from Lemma 3.2.11 that

σ ·

a
c

 =

κ−1
Np(σ)a

c

 ,
and so from formulas (27) and (28) of [La15b], we find that GQ acts trivially on eθ and that

⟨a⟩−1eθ = θ(a)eθ for a ∈ ∆.5 We see then that if either θ|(Z/pZ)× ̸= ω−1 or θ|(Z/NZ)×(p) ̸= 1,

5That ⟨a⟩−1eθ = θ(a)eθ can be seen from the Hecke-equivariance of the residue map and from ⟨a⟩−1Eθ =
θ(a)Eθ. In [La15b, 4.1.2], his convention is to use the non-adjoint Hecke algebra with the Albanese functoriality
of the Jacobian which explains the difference in our notation.
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then the image of the splitting Q(ΛO)eθ → T̃Pθ ⊗ΛO Q(ΛO) intersects trivially with T̃Pθ,sub.

This implies that the bottom two horizontal sequences of 4.1.14 have isomorphic congruence

modules. We call the condition that θ|(Z/pZ)× ≠ ω−1 or θ|(Z/NZ)×(p) ̸= 1 the non-exceptionality

hypothesis for θ, after the terminology of [Oh03, 1.4.10].

We now choose a lift cθ ∈ T̃Pθ of eθ and consider the product ξθ(0)s(cθ) ∈ TΛO ⊗ΛO Q(ΛO)

where s(cθ) ∈ TΛO ⊗ΛO Q(ΛO) is the image of cθ under the Manin-Drinfeld splitting s on T̃ΛO

(inside which T̃Pθ sits). By the above paragraph, s(T̃Pθ ⊗ΛO Q(ΛO))/TO ∼= ΛO/(ξθ(0)) under

the non-exceptionality hypthesis, and so ξθ(0)s(cθ) lies in T ΛO ⊂ T ⊗ΛO Q(ΛO). We record

this as a proposition.

Proposition 4.1.12. Suppose that either θ|(Z/pZ)× ̸= ω−1 or θ|(Z/NZ)×(p) ̸= 1. Then ξθ(0)s(cθ)

lies in TΛO ⊂ TΛO ⊗ΛO Q(ΛO).

As this construction will be essential for us, we suppose that the non-exceptionality

hypothesis holds going forward.

Hypothesis 4.1.13. We assume that θ satisfies at least one of

(1) θ|(Z/pZ)× ̸= ω−1

(2) θ|(Z/NZ)×(p) ̸= 1.

We now have the analog of [FK12, 6.2.4].

Proposition 4.1.14. The element ξθ(0)s(cθ) is part of a ΛO-basis of TΛO .

Proof. If we can show that s(T̃Pθ) is ΛO-free, then as s(cθ) would be part of a ΛO-basis of

s(T̃Pθ), the congruence module computation s(T̃Pθ)/TΛO
∼= ΛO/(ξθ(0)) would give the claim.

Now, ΛO is a regular local ring with 1 − γ ∈ MΛO , so that s(T̃Pθ) is ΛO-free if and only

if γ − 1 is a non-zero-divisor of s(T̃Pθ) and s(T̃Pθ)/(γ − 1) is O-free [SP, Tag 00NS]. Since

s(T̃Pθ) ⊂ TΛO ⊗ΛO Q(ΛO), s(T̃Pθ) is ΛO-torsion-free. We have perfect control of T̃Pθ , in the
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sense that T̃Pθ/(γp
r−1 − 1) ∼= T̃Pθ,r , as it is an extension of ΛOeθ by SΛO , both of which

satisfy perfect control. As the Manin-Drinfeld splitting is Hecke-equivariant, this implies that

s(T̃Pθ)/(1− γ) ∼= s1(T̃Pθ,1) ⊂ T̃1,O ⊗O Q(O), and so s(T̃Pθ)/(1− γ) is O-free.

Corollary 4.1.15. The map (ξθ(0)s(cθ),−)Λ̃O
: TΛO → (Λ̃O,θ/(ξθ(0)))

♭(1) given by the reduction

of pairing against ξθ(0)s(cθ) is surjective and factors through TΛO,θ/Iθ.

Proof. Surjectivity follows from perfectness of the pairing (−,−)ΛO and from ξθ(0)s(cθ) being

part of a O-basis of TΛO . That the map factors through TΛO,θ/Iθ follows from properties of

the pairing 4.1.7, and the fact that for a ∈ ∆, we have ⟨a⟩−1eθ = θ(a)eθ, and so ⟨a⟩−1cθ =

θ(a)cθ.

We would like to determine the kernel of this surjection as an h∗ΛO
/Iθ[GQ]-module. To this

end, we start with a splitting of the p-ordinary sequence of Ohta on Eisenstein θ-eigenspaces.

We will need the following result of Lafferty, which also finishes the proof of Theorem 4.1.5

along with Corollary 4.1.15.

Proposition 4.1.16 ([La15b, Proposition 13]). There is a canonical isomorphism of ΛO-

modules

h∗ΛO
/Iθ

∼=−→ ΛO/(ξθ(0)).

Denote by ∆p the decomposition group at p in ∆, and denote the prime-to-p part of ∆p

by ∆′
p and the p-Sylow part by ∆

(p)
p .

Proposition 4.1.17. If ωθ is nontrivial on ∆′
p, then the sequence of h∗ΛO,θ,E

-modules

0→ TΛO,sub,θ,E → TΛO,θ,E → TΛO,quo,θ,E → 0 (4.1.16)

splits. If ωθ is nontrivial on ∆
(p)
p , then the sequence splits after tensoring with Qp.

Proof. Consider an element σ ∈ Ip ⩽ GQp . We know from Theorem 4.1.2 that σ acts on Tsub

by κp(σ)⟨κNp(σ)⟩−1 and on Tquo trivially. Define

S = Sσ = {x ∈ T | σx = x}.
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We’d like to see whether this maps surjectively onto Tquo. Consider then an element x ∈ T ,

and write σx = x+ z for some z ∈ Tsub. We are interested in finding an element y ∈ S so

that y + Tsub = x+ Tsub. For a general y ∈ S, we have

σ(y − x) = σy − σx = y − (x+ z),

and to have y − x be in Tsub means σ(y − x) = κp(σ)⟨κNp(σ)⟩−1(y − x). Note that T is

h∗-torsion-free by Lemma 3.3.9 and Theorem 4.1.2 so that T ↪→ T ⊗h∗ Q(h
∗) = T ⊗Λ Q(Λ).

Thus, for any x ∈ T , the element

y = x+ (1− κp(σ)⟨κNp(σ)⟩−1)−1z ∈ T ⊗Λ Q(Λ)

is in T if and only if there is a lift of x+ Tsub in S. If 1− κp(σ)⟨κNp(σ)⟩−1 were invertible in

h∗, then we would have a splitting. This leads us to considering direct factors of h∗ where

this element, for an appropriate choice of σ ∈ Ip, is invertible. Let θ′ = θ|∆′ be the restriction

of θ to the prime-to-p part of ∆. When θ′|(Z/pZ)× ≠ ω−1, if we choose a σ ∈ Ip so that

κNp(σ) ∈ (Z/pZ)× ⊂ Z×
p,N is nontrivial, we see that 1− κp(σ)⟨κNp(σ)⟩−1 in h∗ΛO,θ′

is of the

form 1− ζ for ζ a nontrivial (p− 1)th root of unity and is therefore invertible in the direct

factor of h∗. In this case, the exact sequence

0→ Tsub,θ′ → Tθ′ → Tquo,θ′ → 0

splits, and this implies that the corresponding sequence for θ in place of θ′ is itself exact and

splits.

For direct subfactors of h∗θ′ when θ′|(Z/pZ)× = ω−1, we can consider instead the action of a

Frobenius Φp ∈ GQp at p. By [FK12, §1.8], we know Φp acts on Tquo as U∗
p , and therefore it

acts on Tsub by U∗−1
p κp(Φp)⟨κNp(Φp)⟩−1. This time, we define

SΦp = {x ∈ T | σx = U∗
px},

and by the same computation, we seek to identify sufficient conditions characterizing direct

factors of h∗ so that U∗
p − U∗−1

p κp(Φp)⟨κNp(Φp)⟩−1 is invertible in that direct factor. We
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ultimately will only care about Eisenstein local direct factors, those local subfactors of

h∗θ′,E. We have in fact that, after extending scalars to contain O, the Hecke algebra h∗ΛO,θ′,E

is a local ring. This follows from the facts that any maximal ideal of h∗ΛO
must contain

a uniformizer of the coefficient ring as h∗ΛO
is flat over ΛO, that the quotient h∗θ′ → h∗θ

is an isomorphism modulo a uniformizer, and that h∗ΛO,θ
/Iθ ∼= ΛO/(ξθ(0)) is local. The

element U∗−1
p κp(Φp)⟨κNp(Φp)⟩−1 ∈ h∗ΛO,θ′,E

is invertible if and only if its image in the residue

field of h∗ΛO,θ′,E
is nonzero. We have that U∗

p = 1 in the residue field, and so we are

concerned with 1 − κp(Φp)⟨κNp(Φp)⟩−1 being nonzero in the residue field. We choose Φp

so that it restricts to the trivial automorphism of Q(µp∞)/Q, and so κp(Φp) = 1 and

κNp(Φp) = p ∈ (Z/NZ)× ⊂ Z×
p,N . The non-exceptionality hypothesis 4.1.13 on θ in this case

says that θ|(Z/NZ)×(p) ̸= 1. This, however, is not enough to guarantee invertibility in the case

that p | φ(N), as we see that 1− θ(Z/NZ)×(p) is a unit if and only if θ(Z/NZ)×(p) is not a pth

power root of unity. This of course is unavoidable at times, for example if N = pp
r − 1 for

r ≥ 1, then the order of p ∈ (Z/NZ)× is a power of p. As in the first case, the splitting of

the sequence along Eisenstein θ′-components implies exactness and splitness of the sequence

on θ-components.

If ωθ is nontrivial on ∆
(p)
p , then the same argument gives a splitting of the sequence with

p inverted (except one considers instead the residue field of h∗ΛO,θ′,E
[1/p]).

In what follows, we will only explicitly address sequence 4.1.16 with p not inverted, leaving

implicit all analogous claims for the p-inverted sequence.

We have now established that when ωθ is nontrivial on ∆′
p, the sequence

0→ TΛO,sub,θ,E → TΛO,θ,E → TΛO,quo,θ,E → 0

is exact and splits as a sequence of h∗ΛO,θ,E
-modules. Note that TΛO,θ,E/Iθ = TΛO/Iθ as

h∗ΛO
/Iθ is local, and similarly for the sub and quotient modules. Consider the map of

h∗ΛO
/Iθ[GQp ]-modules

f : TΛO,sub/Iθ → TΛO/Iθ
(ξθ(0)s(cθ),−)Λ̃O−−−−−−−−−→ (ΛO/(ξθ(0)))

♭(1) ∼= (h∗ΛO
/Iθ)

♭(1).
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The induced map TΛO,quo/Iθ → coker(f) is surjective, but σ ∈ GQp acts nontrivially as multi-

plication by κp(σ)⟨κNp(σ)⟩−1 on coker(f) and trivially on TΛO,quo/Iθ, so by the assumptions

on θ, the cokernel must be trivial. Using Theorem 4.1.2, we see that the map f is then a sur-

jection of free rank 1 h∗ΛO
/Iθ-modules, and so is an isomorphism. This implies that the kernel

P of (ξθ(0)s(cθ),−)ΛO on TΛO/Iθ may be identified with TΛO,quo/Iθ as h∗ΛO
/Iθ[GQp ]-modules.

Denoting Q := (h∗ΛO
/Iθ)

♭(1), it follows that

0→ P → T /Iθ → Q→ 0

is split as a sequence of h∗[GQp ]-modules.

We would like to determine the full action of GQ on P , and we do so by comparing

the determinant of the action on T with the action on Q. The argument is exactly as in

[FK12, 6.3.15], but we give the explanation here as the discussion leads to contructions that

will be relevant for the next section. To declutter the notation, we suppress the subscript ΛO

attached to the various objects of interest.

Using the splitting Tθ,E ∼= Tquo,θ,E ⊕ Tsub,θ,E, we consider the generalized matrix algebra

components of GQ → GLh∗θ,E
(Tθ,E)

GQ ∋ σ 7→

a(σ) b(σ)

c(σ) d(σ)


where

a(σ) ∈ Endh∗θ,E
(Tquo,θ,E), b(σ) ∈ Homh∗O,θ,E

(Tsub,θ,E, Tquo,θ,E)

c(σ) ∈ Homh∗θ,E
(Tquo,θ,E, Tsub,θ,E), d(σ) ∈ Endh∗θ,E

(Tsub,θ,E).

In order to make sense of the notion of the determinant on T , we choose elements e− = 1 ∈

h∗θ,E
∼= Tsub,θ,E and e+ ∈ Tquo,θ,E such that e+ generates Tquo,θ,E⊗h∗Q(h∗) as a Q(h∗θ,E)-module,

which is possible as Tquo ∼= HomΛO(h
∗,ΛO) by Theorem 4.1.2 and Proposition 3.3.7.6 Using

6The subscripts of e−, e+ correspond to the eigenvalue of the action of complex conjugation on the
reductions modulo Iθ of Tsub and Tquo, respectively.
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Hecke-torsion-freeness of T from Lemma 3.3.9, we may identify a(σ), b(σ), c(σ), and d(σ)

with elements of Q(h∗θ,E). We have that d(σ) lies in h∗θ,E, as does a(σ), since Tquo ∼= SΛ
∼=

HomΛ(h
∗,Λ) so that

EndΛ(Tquo) ∼= HomΛ(HomΛ(h
∗,Λ),HomΛ(h

∗,Λ))

∼= HomΛ(HomΛ(h
∗,Λ)⊗h∗ h

∗,Λ)

∼= HomΛ(HomΛ(h
∗,Λ),Λ)

and this last term is canonically isomorphic to h∗ due to the Λ-freeness of h∗. Inside Q(h∗θ,E),

for σ ∈ GQ, we may define the determinant

det(σ) = a(σ)d(σ)− b(σ)c(σ) ∈ h∗θ,E.

We have then that b(σ)c(σ) ∈ h∗θ,E, and as c(σ) ≡ 0 mod Iθ,E from the fact that Tquo/Iθ is

Galois-stable in T /Iθ, we have a(σ)d(σ) ≡ κp(σ)⟨κNp(σ)⟩−1 mod Iθ,E in h∗θ,E. Finally, we

know that d(σ) ≡ κp(σ)⟨κNp(σ)⟩−1 mod Iθ,E, so that a(σ) ≡ 1 mod Iθ,E. This gives us that

the action of GQ on P is trivial. This allows us to further identify P as the conjugation-fixed

part (T /Iθ)+ and Q = (T /Iθ)− since the action of complex conjugation on Q = (h∗/Iθ)
♭(1)

is −⟨−1⟩ = −1. We record the results of this discussion below.

Proposition 4.1.18. If ωθ is nontrivial on ∆′
p, then the natural map

TΛO,sub/Iθ → (ΛO/(ξθ(0)))
♭(1)

is an isomorphism of h∗[GQp ]-modules. Moreover, the kernel of

(ξθ(0)s(cθ),−)Λ̃O
: TΛO/Iθ → (ΛO/(ξθ(0)))

♭(1)

is isomorphic to TΛO,quo/Iθ as h∗[GQp ]-modules and is a GQ-module with trivial action.

If ωθ is nontrivial on ∆
(p)
p , then the natural map TΛO,sub/Iθ[1/p]→ (ΛO/(ξθ(0)))

♭(1)[1/p]

is an isomorphism of h∗[GQp ]-modules. Moreover, the kernel of

(ξθ(0)s(cθ),−)Λ̃O
: TΛO/Iθ[1/p]→ (ΛO/(ξθ(0)))

♭(1)[1/p]
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is isomorphic to TΛO,quo/Iθ[1/p] as h∗[GQp ]-modules and is a GQ-module with trivial action.

In either case, the sequence in consideration is therefore split as a sequence of h∗[GQp ]-

modules.

Our construction of Υ then must break into two cases depending on whether ωθ−1

is nontrivial on ∆′
p or on ∆

(p)
p . Note that taken together these conditions are simply

Hypothesis 4.1.13.

4.2 Υ

In this section, we define Υ.

Definition 4.2.1. Let Q := (ΛO/(ξθ(0)))
♭(1) ∼= (h∗ΛO

/Iθ)
♭(1) and define

P := ker
(
(ξθ(0)s(cθ),−)ΛO : TΛO/Iθ → Q

)
.

Consider the exact sequence of h∗ΛO
/Iθ[GQ]-modules

0→ P → TΛO/Iθ → Q→ 0. (4.2.1)

We start off in this section with the assumption that ωθ is nontrivial on ∆′
p, and we will later

address the case when is it nontrivial on ∆
(p)
p while possibly being trivial on ∆′

p. We then

have identifications P ∼= TΛO,quo/Iθ and Q ∼= TΛO,sub/Iθ as h∗/Iθ[GQp ]-modules obtained in

Proposition 4.1.18 which give a splitting as h∗[GQp ]-modules. We again opt to suppress the

subscript ΛO from our notation for purposes of readability. Sequence 4.2.1 gives rise to a

cocycle

b̄ : GQ → Homh∗(Q,P ) ; σ 7→ {Q ∋ x 7→ (σ − 1)x̃ ∈ P}

where x̃ ∈ T /Iθ is any lift of x. This cocycle is the reduction modulo Iθ of the map

b : GQ → Homh∗(Tsub,θ,E, Tquo,θ,E) of the previous section. Moreover, it forms the top-right
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component of the “generalized matrix representation”

ρ : GQ →

 Endh∗(P ) Homh∗(Q,P )

Homh∗(P,Q) Endh∗(Q)


with

σ 7→

ā(σ) b̄(σ)

0 d̄(σ)


where ā and d̄ are the reductions of the maps a and d that were defined analogously to b

from the previous section. Explicitly, we have ā(σ) = 1 and d̄(σ) = κp(σ)⟨κNp(σ)⟩−1.

For the remainder of the dissertation, we set F = Q(µNp)
ker(ωθ) and redefine ∆ = Gal(F/Q)

while viewing ωθ as a character of both (Z/NpZ)× and ∆. In the case that θ(0) = ω−2,

we have that F = Q(µp), and the element ξθ(0) , with corresponding power series satisfying

g̃
(1)
θ(0)

(γs − 1) = Lp(θ(0)ω
2, s), is a unit by [Wa97, Lemma 7.12]. In this case, Stickelberger’s

theorem tell us that the ω-eigenspace under the action of Gal(Q(µp)/Q) of the p-part of the

class group of Q(µp) is trivial, and so the same eigenspace of the unramified Iwasawa module

XQ(µp),∞ is trivial by Nakayama’s lemma and Lemma 2.2.7, while Proposition 4.1.16 tells

us that h∗/Iθ is trivial, and so Υ in this case would be a map between two trivial modules.

Therefore, we assume going forward that θ(0) ̸= ω−2.

Let F∞ be the cyclotomic Zp-extension of F , and define Γ̃ = Gal(F∞/Q) with the usual

decomposition Γ̃ ∼= Gal(F/Q)× Γ. We may make sense of det(ρ) by noting that Endh∗(P )

and Endh∗(Q) are both isomorphic to h∗/Iθ.

Lemma 4.2.2 ([Oh00, 3.3.8]). We have F∞ = Qker(det(ρ)).

Proof. We have F ⊂ Qker(det(ρ)), and we seek to show that the cyclotomic Zp-extension Q∞ of

Q is also contained in Qker(det(ρ)). Suppose otherwise, so that the image of ker(det(ρ)) under

the reduction map Gal(Q∞/Q) is nontrivial. Then some power γpn of γ ∈ Γ ∼= Gal(Q∞/Q)

satisfies

γp
n⟨γpn⟩−1 = 1 ∈ h∗/Iθ
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and g
(1)
θ(0)

(T ) | γpn(1 + T )p
n − 1 in O[[T ]] ∼= ΛO by Proposition 4.1.16. The roots of γpn(1 +

T )p
n − 1 are of the form ζγ−1 − 1, where ζ is a pnth root of unity. On the other hand, for a

character ϵ ∈ Γ̂ such that ϵ(γ) = ζ, we have that

g
(1)
θ(0)

(ζγ−1 − 1) = Lp(θ(0)ω
2ϵ, 0) ̸= 0

by [Wa97, Theorem 4.9] and our assumption that θ(0) ̸= ω−2.

Let K = Qker(ρ) so that Gal(K/F∞) is an abelian pro-p group. The cocycle b̄ visibly

restricts to a homomorphism of groups on GF∞ and induces a map which we also denote as b̄

b̄ : Gal(K/F∞) ↪→ Homh∗(Q,P ).

We find by direct computation that b̄ gives a morphism of Γ̃-modules with respect to the

natural left conjugation action of GQ on GF∞ and the given left GQ-action on Hom(Q,P ).

We further use the isomorphism Q ∼= (h∗/Iθ)
♭(1) induced by Proposition 4.1.16 and identify

Homh∗(Q,P ) ∼= P ι(−1) as h∗[GQ]-modules, where the superscript ι indicates a Λ̃-module

equipped with a Galois action via GQ ∋ σ 7→ [κNp(σ)]
−1 ∈ Λ̃.

Lemma 4.2.3. The restriction

b̄ : GF∞ → Homh∗(Q,P ) ∼= P ι(−1)

is a morphism of Γ̃-modules. That is, for σ ∈ Γ̃, τ ∈ GF∞, and any lift σ̃ ∈ GQ of σ, we have

b̄(σ̃τ σ̃−1) = κ−1
p (σ̃)⟨κNp(σ̃)⟩b̄(τ).

We have an isomorphism O[[Gal(F∞/F )]] ∼= O[[X]] where 1 + X corresponds to the

topological generator of Gal(F∞/F ) which maps to 1 + p = γ under the cyclotomic character

κp. This Galois-theoretic Iwasawa algebra is related to the Hecke-theoretic Iwasawa algebra

of adjoint diamond operators ΛO ∼= O[[T ]] through their actions on P ι(−1) and is given by

the above lemma by the isomorphism 1 +X 7→ γ−1(1 + T )−1.
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Remark 4.2.4. Ohta and Lafferty use the variable T as well for the Galois-theoretic algebra

and so view the isomorphism of Iwasawa algebras as an involutive automorphism of O[[T ]].

On the other hand, the conventions of [FK12] and [FKS15] for their Hecke-theoretic algebra

differ from ours and Ohta’s and Lafferty’s in that their algebra acts via the usual diamond

operators on T and its subquotients. This leads to an agreement between the Galois-theoretic

and Hecke-theoretic Iwasawa module structures on the codomain of Υ, cf. [FKS15, 2.5.6].

Recall from the introduction that the other mapϖ of Sharifi’s conjecture was shown to have

image contained in H2
Iw,Sp

(F∞/F,Zp(2)), the Sp-ramified Iwasawa cohomology group [FK12,

Theorem 5.3.5]. We therefore ultimately want to define a map Υ on H2
Iw,Sp

(F∞/F,Zp(2)),

and so we want to determine when the homomorphism b̄ factors through the S-split Iwasawa

module YF,S, which is to say that K/F∞ is completely split at all places, as its twist YF,S(1)

sits inside this cohomology group by Lemma 2.3.3. By the above lemma, we have that

necessarily b̄ would then factor through YF,S,ω−1θ−1 , the ω−1θ−1-eigenspace with respect to

the action of Gal(F/Q). By Hypothesis 4.1.13 and Lemma 2.3.3, we have that the ω−1θ−1-

eigenspaces of YF,S and H2
Iw,Sp

(F∞/F,Zp(1)) agree. By the same hypothesis, we also have that

XF,∞,ω−1θ−1
∼= YF,S,ω−1θ−1 , so it is sufficient to identify conditions when the homomorphism b̄

is everywhere unramified, i.e., when K/F∞ is everywhere unramified.

As T as a GQ-module is classically known to be unramified outside of Np [Ig59], we need

only check places above Np. For places above p, this is implied by the GQp-splitting discussed

above. To handle (necessarily tame) inertia at places dividing N , we consider for each prime

l | N the maximal subextension K(l) of K/F∞ that is unramified at all places of F∞ above l,

of which we remark there are only finitely many. Equivalently, this is the fixed subfield of K

corresponding to the subgroup generated by the inertia subgroups in Gal(K/F∞) at places

above l. Note that this shows that Gal(K/K(l)) is a Γ̃-submodule of Gal(K/F∞).

Lemma 4.2.5. We have that the image of Gal(K/K(l)) inside P ι(−1) is a cyclic Gal(F∞/F )-
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module annihilated by

bl(T ) := (1 + T )i(l) − θ−1
(0)(l)l

−2 ∈ O[[T ]]

of the Hecke-theoretic Iwasawa algebra. As a Galois-theoretic Iwasawa module, Gal(K/K(l))

is annihilated by

bl(X) := (1 +X)i(l) − θ(0)ω(l)l ∈ O[[X]].

Proof. Class field theory tells us that Gal(K/K(l)) is a quotient of the inverse limit along

norm maps

lim←−
r

∏
SFr∋λ|l

O×
Fr,λ

where Fr are the intermediate extensions of F∞/F with Gal(Fr/F ) ∼= Z/prZ, the product runs

through all primes λ of Fr dividing l, and OFr,λ is the λ-adic completion of OFr . Moreover,

class field theory tells us that the action of Γ̃ on Gal(K/K(l)) is compatible via this quotient

map with the natural action of Γ̃ on lim←−r
∏

SFr∋λ|l
O×
Fr,λ

. As Gal(K/K(l)) is pro-p, the

quotient map necessarily factors through

lim←−
r

∏
SFr∋λ|l

κ(λ)×

where κ(λ) denotes the residue field of OFr,λ. Thus, Gal(K/K(l)) is unramified at l as a

Gal(F∞/Q)-module.

A geometric Frobenius Φl ∈ Gal(K/Q) acts on the image of Gal(K/K(l)) in P ι(−1) by

multiplication by lθ(0)(l)⟨κ−1
p ω(l)⟩ by Lemma 4.2.3 and acts on lim←−r

∏
SFr∋λ|l

κ(λ)×, written

additively, by multiplication by l−1. Therefore, as a Gal(F∞/Q)-module, the image of

Gal(K/K(l)) is annihilated by (1 + X)i(l) − θ−1
(0)(l)l

−2. Under the isomorphism 1 + T 7→

γ−1(1 +X)−1, bl(T ) is sent to a unit-multiple of bl(X).

Cyclicity follows from pro-cyclicity of the terms of the inverse limit and the transitive

action of Gal(F∞/Q) on the places of F∞ over l.

The following corollary gives us the conditions we seek.
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Corollary 4.2.6. If θ(0)ω2(l) is not a p-power root of unity, then Gal(K/K(l)) is trivial and

K/F∞ is unramified at places above l. In general, Gal(K/K(l)) is finite so that P ι(−1)[1/p]

is everywhere unramified as a GF∞-module and b̄ is unramified as a homomorphism on GF∞.

Proof. If θ(0)ω2(l) is not a p-power root of unity, then bl(X) is a unit in O[[X]] as its constant

term 1− ωθ(0)(l)l is a unit.

In general, we claim that bl(T ) is coprime to g(1)θ(0)
(T ). Suppose that θ(0)ω2(l) is a p-power

root of unity. Then the roots of bl(T ) are of the form γ−2ζ − 1 for ζ a p-power root of unity,

as γi(l) = lω−1(l). However, for a character ϵ ∈ Γ̂ such that ϵ(γ) = ζ, we have that

g
(1)
θ(0)

(γ−2ζ − 1) = Lp(θ(0)ω
2ϵ, 1)

which is nonzero by [Wa97, Corollary 5.30] and our assumption that θ(0) ̸= ω−2.

Thus, for each l | N the inclusion Gal(K/K(l)) ↪→ P ι(−1) of O[[X]]-modules factors

though a pseudo-null module so that Gal(K/K(l)) must be finite.

We remark that in fact when ωθ is nontrivial as a character on the prime-to-p part of

the decomposition subgroup at l of (Z/NpZ)×, then sequence 4.2.1 splits as h∗[GQl ]-modules.

The splitting of the sequence is a priori stronger than the statement that b̄ factors through

to YF,Sp,ω−1θ−1 and can be used to try to view Υ as a connecting morphism in a long exact

sequence of Galois cohomology as in [Sh22] and [FK12, 9.4.4]. For this, one only needs to

have splittings at primes l | cond(θ). However one must also have unramifiedness of T /Iθ

as a GQl-module for all primes, which is a priori stronger than the unramifiedness of b̄ as a

homomorphism on GF∞ of the corollary. Thus, there is an obstruction to defining Υ as a

connecting morphism when there is an l ∤ cond(θ) such that ωθ(0)(l) is a p-power root of unity

or when ωθ is trivial on prime-to-p decomposition at l but nontrivial on the p-part of inertia

at l. In these cases, we do not obviously have a splitting as GQl-modules or unramifiedness of

T /Iθ at l even after inverting p.
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We address the case when ωθ is nontrivial on ∆
(p)
p . In this case, we may consider the

localized representation ρ̃ = “ρ[1/p]′′ of GQ induced by the localizations P → P [1/p] and

Q→ Q[1/p] along with the corresponding cocycle ˜̄b = “b̄[1/p]′′. We may again make sense of

det(ρ̃) using the identications of P [1/p] and Q[1/p] afforded by Proposition 4.1.18, and we find

F∞ = Qker(det(ρ̃)) by the same argument as in the proof of Lemma 4.2.2. The splitting field K̃ :=

Qker(ρ̃) of ρ̃ is contained in K in general, with the difference coming from possible ramification

at primes above l | N in K̃/F∞. The arguments of Lemma 4.2.5 and Corollary 4.2.6 then

show that K̃/F∞ is everywhere unramified so that ˜̄b as a homomormophism on GF∞ factors

through XF,Sp,ω−1θ−1 .

Definition 4.2.7. We say that we are in Case A if neither ωθ(0)(p) nor ω2θ(0)(l) for l | N

are p-power roots of unity, and we say we are in Case B otherwise.

In Case A, the map b̄ : GF∞ → P ι(−1) induces a morphism of (Galois-theoretic) Λ̃O-

modules

Υ : XF,SNp,ω−1θ−1(1)⊗Zp[θ] O → P ι.

In Case B, the composite GF∞ → P ι(−1)→ P ι(−1)[1/p] induces a morphism of (Galois-

theoretic) Λ̃O-modules

Υ : XF,SNp,ω−1θ−1(1)⊗Zp[θ] O[1/p]→ P ι[1/p]

which we also denote Υ.

We consider the domain of Υ.

Lemma 4.2.8. Write χ = ω−1θ−1. Under the non-exceptionality hypothesis 4.1.13, we have

isomorphisms

XF,∞,χ
∼= YF,Sp,χ

∼= H2
Iw,Sp(F∞/F,Zp(1))χ, (4.2.2)

XQ(µNp),∞,χ
∼= YQ(µNp),Sp,χ

∼= H2
Iw,Sp(Q(µNp∞)/Q(µNp),Zp(1))χ. (4.2.3)
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Proof. We have an exact sequence of Zp[Gal(F/Q)]-modules

⊕
v|p

Dv → XF,∞ → YF,Sp → 0

where the sum is over primes v of F∞ over p and where Dv denotes the corresponding

decomposition subgroup of v in XF,∞. We may view the decomposition subgroup ∆p of p in

Gal(F/Q) as a subgroup of the decomposition group at p of the abelian Gal(F∞/Q), and so

we see that the action of ∆p on XF,∞ leaves each Dv stable. Moreover, the action of ∆p on

each Dv is trivial as H∞/F∞ is unramified so that, choosing any place w of H∞ lying over v,

the group Gal(H∞,w/Q) is abelian. Thus, taking χ-components (i.e., maximal submodules on

which ∆ acts via χ) followed by taking χ-eigenspaces of the sequence above gives the desired

isomorphism between the unramified and Sp-split Iwasawa modules, as Hypothesis 4.1.13 is

exactly the statement that ωθ is nontrivial on ∆p.

Next, recall the exact sequence of Lemma 2.3.3

0→ YF,Sp → H2
Iw,Sp(F∞/F,Zp(1))→

⊕
w∈SF∞,p,f

Zp
∑
−→ Zp → 0,

where the direct sum is over places w of F∞ lying over p with the action of Gal(F/Q) ⊂

Gal(F∞/Q) given by permutation of summands corresponding to the natural action on places.

We truncate the sequence on the right to obtain a short exact sequence,

0→ YF,Sp → H2
Iw,Sp(F∞/F,Zp(1))→

 ⊕0

w∈SF∞,p,f

Zp

→ 0

where
⊕0 denotes the submodule of tuples that sum to 0. As ∆p lies inside the decomposition

subgroup at p of Gal(F∞/Q), we have that ∆p acts trivially on the direct sum term, and

so the non-exceptionality hypothesis tells us that the χ-component (
⊕0

w∈SF∞,p,f
Zp)χ = 0 is

trivial. Thus, we have an isomorphism Y χ
F,Sp
∼= H2

Iw,Sp
(F∞/F,Zp(1))χ, which then gives an

isomorphism on χ-eigenspaces.

The same arguments apply with Q(µNp) in place of F .
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For brevity, we writeH2
Iw,SNp

(Q(µNp)) forH2
Iw,SNp

(Q(µNp∞)/Q(µNp),Zp(1)) andH2
Iw,SNp

(F )

for H2
Iw,SNp

(F∞/F,Zp(1)).

Corollary 4.2.9. Write χ = ω−1θ−1. Corestriction induces an isomorphism of right exact

sequences

YQ(µNp),S,χ H2
Iw,SNp

(Q(µNp))χ

 ⊕0

w∈SQ(µNp∞ ),Np,f

Zp


χ

0

YF,S,χ H2
Iw,SNp

(F )χ

 ⊕0

w∈SF∞,Np,f

Zp


χ

0.

We have then that YF,Sp,ω−1θ−1(1) ∼= H2
Iw,Sp

(Q(µNp∞)/Q(µNp),Zp(2))θ−1 so that Υ is a

map

Υ : H2
Iw,Sp(Q(µNp∞)/Q(µNp),Zp(2))θ−1 ⊗Zp O → P ι. (4.2.4)

The appropriate generalization of Sharifi’s conjecture then is that Υ is an isomorphism.

4.3 Surjectivity of Υ

Having defined the maps Υ, we now explain how Ohta’s argument in [Oh20, Part II, §6]

combined with Viguié’s proof of a main conjecture for imaginary quadratic fields in [Vi16]

implies that Υ is surjective, conditioned upon a certain Zariski density result of Hida (see

the discussion before Theorem 4.3.4). We will only explicitly address Case A, as Case B may

be treated similarly.

Consider the map b ⊗ Q(h∗) : GQ → Hom(Tsub,θ,E, Tquo,θ,E) ⊗h∗ Q(h
∗) ∼= Q(h∗) of sec-

tion 4.1.4, where the isomorphism is provided by choosing basis elements e− = 1 ∈ Tsub,θ,E ∼=

h∗θ,E and e+ ∈ Tquo,θ,E. Let B denote the h∗-span of the image of b inside Q(h∗). Then

Be+ is an h∗[GQ]-submodule of Tquo,θ,E, and its reduction modulo Iθ is the h∗-span of the
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image of the cocycle b̄ : GQ → P ι(−1) ∼= Tquo/Iθ. Thus, surjectivity of Υ is equivalent by

Nakayama’s lemma to the equality of the containment Be+ ⊆ Tquo,θ,E. Note that it follows

that Tquo,θ,E/Be+ is an h∗/Iθ[GQ]-module. LetM⊂ Tθ,E be the h∗[GQ]-submodule generated

by (the GQp-submodule) Tsub,θ,E. Then we haveM = Tsub,θ,E ⊕Be+, and so we equivalently

wish to show thatM coincides with T . We do this by considering the quotient by ⟨γ⟩ − 1

and Nakayama’s lemma, which brings us to the study of the curve X1(Np) and its Jacobian.

The argument of [Oh20] uses particular properties of the curve Xµ
1 (Np) of section 3.1, so

we first translate from our model to his. One may wish to compare the discussion here to

[FK12, §1.4, 1.7.16]. Recall that we have an isomorphism of h∗-modules

v : T → lim←−
r

H1
ét(X

µ
1 (Np

r)Q,Zp(1))
ord =: T µ(1)

which satisfies σ ◦ v = ⟨κNp(σ)⟩ ◦ v ◦ σ for σ ∈ GQ, where T µ(1) is given its natural

Galois-module structure. This induces an isomorphism of short exact sequences of h∗-modules

0 Tsub T Tquo 0

0 T µsub(1) T µ(1) T µquo(1) 0

v

where T µsub(1) is the image of Tsub under v and T µquo(1) is the cokernel.

It follows that T µsub may be identified with the inertia-fixed part of T µ as a GQp-module.

Indeed, if y ∈ T µ such that σ(y) = y for all σ ∈ Ip ⩽ GQp , then writing T µ(1) ∋ y = v(x)

for a unique x ∈ T , we have that v(x) = κp(σ)
−1σ(v(x)) = κp(σ)

−1⟨κNp(σ)⟩v(σ(x)) =

v(κp(σ)
−1⟨κNp(σ)⟩σ(x)). Therefore, σ(x) = κp(σ)⟨κ−1

Np(σ)⟩x, and so x ∈ Tsub. We also point

out that the determinant of the action of σ ∈ GQ on T µ is given by κp(σ)−1⟨κNp(σ)⟩, which

also describes the action of GQp on T µquo/Iθ.

We then consider the sequence of GQp-modules

0→ T µsub,θ,E → T
µ
θ,E → T

µ
quo,θ,E → 0,

which is then necessarily split, and we consider the analogous map bµ : GQ → Q(h∗) with

respect to the basis v(e−) and v(e+), and denote by Bµ the h∗-span of its image. We see
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that the h∗[GQ]-module Mµ generated by T µsub,θ,E coincides with the image of M under v,

which follows from the compatibility relation between v and the action of GQ. Furthermore,

the coincidence ofM with Tθ,E occurs if and only ifMµ coincides with T µθ,E if and only if

Bµv(e+) coincides with T µquo,θ,E ⊂ Q(h∗). The takeaway is that we may work with either

model, and with any twist of coefficients, in determining the surjectivity of Υ (or even in

constructing it for that matter).

4.3.1 Modular Jacobians

We continue with the explanation of Ohta’s argument. We have that σ ∈ GQ acts on

T µquo,θ,E/Bµv(e+), being a quotient of T µquo,θ,E/Iθ, as multiplication by

κp(σ)
−1⟨κNp(σ)⟩ ≡ ω−1θ−1(σ) (mod mθ)

where mθ is the maximal ideal of h∗/Iθ. Recall that we have an isomorphism

T µ/(⟨γ⟩ − 1) ∼= H1
ét(X

µ
1 (Np)Q,Zp)

ord.

Let m0
θ be the maximal ideal of h∗2(Np;O) which pulls back to mθ under the composition h∗ →

h∗2(Np;O)ord ↪→ h∗2(Np;O). Nontriviality of T µθ,E/Mµ is equivalent by Nakayama’s lemma to

nontriviality of T µθ,E/Mµ ⊗h∗ h
∗/mθ, and the latter is a quotient of H1

ét(X
µ
1 (Np)Q,Zp)/m0

θ as

⟨γ⟩ − 1 ∈ mθ.

Next, recall the canonical identification of groups

H1
ét(X

µ
1 (Np)Q,O) ∼= HomO(Tp(J

µ
1 (Np))O,O) (4.3.1)

where Jµ1 (Np) := Jac(Xµ
1 (Np)Q) is the Jacobian variety over Q and where Tp(Jµ1 (Np)) :=

lim←−r J
µ
1 (Np)(Q)[pr] is the p-adic Tate module. This isomorphism comes from a combination

of Poincaré duality

H1
ét(X

µ
1 (Np)Q,Zp)

∼=−→ HomZp(H
1
ét(X

µ
1 (Np)Q,Zp(1)),Zp)
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which is Galois-equivariant, but exchanges Hecke operators for their adjoints, and the

identification

H1
ét(X

µ
1 (Np)Q,Gm) ∼= Jµ1 (Np)(Q)

which is Galois-equivariant, but which also exchanges Hecke operators for their adjoints, where

we view the Jacobian as a Hecke-module via the covariant/Albanese action of correspondences,

cf. Remark 3.2.15. Thus, the isomorphism 4.3.1 is both Hecke- and Galois-equivariant (though

note that the Galois action on the dual is by precomposition with the inverse).

Now, assume that T µθ,E/Mµ⊗h∗h
∗/mθ is nontrivial. Then the moduleH1

ét(X
µ
1 (Np)Q,O)/m0

θ

admits a nontrivial h∗2(Np;O)[GQ]-module quotient on which σ ∈ GQ acts as multiplication

by ω−1θ−1(σ), and so the same holds for HomO(Tp(J
µ
1 (Np))O,O)/m0

θ. Let π ∈ O be a

uniformizer, and let kO denote the residue field of O. As Tp(Jµ1 (Np)) is finitely generated

and free as a Zp-module, we have

HomO(Tp(J
µ
1 (Np))O,O)/(π) ∼= HomO(Tp(J

µ
1 (Np))O/(π), kO)

∼= HomkO(J
µ
1 (Np)[p](Q)⊗Fp kO, kO)

which we may then further quotient to obtain

HomkO(J
µ
1 (Np)[p](Q)⊗Fp kO, kO)/m

0
θ
∼= HomkO((J

µ
1 (Np)[p](Q)⊗Fp kO)[m

0
θ], kO)

where here we write m0
θ to also denote the maximal ideal of h∗θ,E/(π). We conclude that

(Jµ1 (Np)[p](Q)⊗Fp kO)[m
0
θ] admits a nontrivial h∗2(Np;O)[GQ]-submodule on which σ ∈ GQ

acts as multiplication by ωθ(σ).

As Jµ1 (Np)[p] is a finite étale elementary abelian p-group scheme (i.e., of type “(p, p, . . . , p)”)

over Q, we have a bijective correspondence between subgroup schemes of Jµ1 (Np)[p] and

Fp[GQ]-submodules of Jµ1 (Np)[p](Q). For technical reasons which we will be later explained,

we define A := ker(θ|(Z/pZ)×) and suppose that A is a nontrivial subgroup of (Z/pZ)×.

Consider the submodule

(
∑
a∈A

⟨a⟩)Jµ1 (Np)[p](Q)
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of Jµ1 (Np)[p](Q). We have observed that under our assumption that T µθ,E/Mµ ⊗h∗ h
∗/mθ is

nontrivial, the ωθ-isotypic component of the above submodule is nontrivial. Let H be the

corresponding subgroup scheme of Jµ1 (Np), and let kA be the compositum Q(µN) ·Q(µp)
A.

Then the pullback HkA is a nontrivial µ-type subgroup scheme of J1(Np)kA on which ⟨a⟩ acts

trivially for a ∈ A, where the notion of µ-type is in the sense of [Ma77, §1.3] and [Oh20],

which is to say it is finite, flat, and has constant Cartier dual. This contradicts the following

theorem, which was proved by Ohta in the case that p ∤ φ(N) and p ∤ [k0 : Q] [Oh20, Theorem

5.1.4]

Theorem 4.3.1. Let p be an odd prime, N a positive integer such that p ∤ N , and θ a

Dirichlet character of modulus Np such that the kernel ker(θ|(Z/pZ)×) =: A is nontrivial. Let

k0/Q be a finite abelian extension in which p is unramified, and set kA := k0 ·Q(µp)
A. Then

there are no nontrivial µ-type kA-subgroup schemes of Jµ1 (Np)kA of p-power order on which

⟨a⟩ acts trivially for all a ∈ A.

The remainder of the dissertation is dedicated to the proof of this theorem. We largely

follow the proof of [Oh20] and indicate how we may remove the hypothesis that p ∤ φ(N)[k0 : Q]

(we take k0 = Q(µN ) to prove surjectivity of Υ, so the condition that p ∤ [k0 : Q] is equivalent

to p ∤ φ(N) for us, but in general it is a separate condition that may also be removed). The

method of proof is due to Vatsal, who proved a similar claim for the Jacobian of the curve

X0(Np) in [Va05] by showing that the existence of certain nontrivial µ-type subgroups of the

Jacobian contradicts Theorem 3.1.5 of Ihara. The connection between µ-type subgroups of

the Jacobian Jac(X) of a smooth, proper curve X and unramified abelian coverings of X is

standard geometric class field theory as in [Se88, Ch. VI]. We will describe an instance of

the general correspondence below.

We first point out that any µ-type group scheme of type (p, p, . . . , p) over a number field

is simply a product of copies of the group scheme µp, as the corresponding Galois module

over Fp decomposes into a product of copies of Fp(i), where (i) denotes the ith Tate twist,
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and we must have that i = 1 for each copy so that its Cartier dual is constant. Thus, we may

assume that we have an embedding µp,kA ↪→ Jµ1 (Np)kA .

Let Xµ
1 (Np;A)Q be the quotient of Xµ

1 (Np)Q by the action of A through the diamond

operators, and let Jµ1 (Np;A) be the Jacobian over Q of this curve. We will work with

Jµ1 (Np;A) and Xµ
1 (Np;A)Q as the latter has semi-stable reduction at p over Q(µp)

A [Oh20,

Corollary 5.2.5], and so finite subgroup schemes of p-power order of the former may be

compared with finite subgroup schemes of p-power order of the finite characteristic fibers of

its Néron model by work of Raynaud when A is nontrivial [Oh20, §II.4.2]. The quotient map

induces an isogeny Jµ1 (Np;A)kA → Jµ1 (Np)kA of degree prime to p which has µp in its image,

and by pullback, we then have an embedding µp,kA ↪→ Jµ1 (Np;A)kA (alternatively, one may

take the image of µp,kA under the dual isogeny).

Consider the short exact sequence of commutative group schemes over kA

0→ µp,kA → Jµ1 (Np;A)kA → Jµ1 (Np;A)kA/µp,kA → 0 (4.3.2)

and its dual sequence

0→ Z/pZ
kA
→ (Jµ1 (Np;A)kA/µp,kA)

∨ → Jµ1 (Np;A)kA → 0 (4.3.3)

where we have identified Jµ1 (Np;A)kA with its dual and have used the fact that kernels of

dual isogenies are Cartier dual to one another. Let S = Spec(OkA [1/Np]), and define JS

and J µ
1 (Np;A)S to be the Néron models over S of (Jµ1 (Np;A)kA/µp,kA)∨ and Jµ1 (Np;A)kA ,

respectively [BLR90, §1.4 Theorem 3], [Oh20, II.5.3]. Note also that Z/pZ
S

is the Néron

model of Z/pZ
kA

over S.

As Xµ
1 (Np;A)S is smooth over S, we have that J µ

1 (Np;A)S is an abelian scheme

over S, i.e., it is proper with geometrically connected fibers over S (in addition to be-

ing a smooth commutative group scheme over S) [BLR90, §1.4 Proposition 2]. The map

(Jµ1 (Np;A)kA/µp,kA)
∨ → Jµ1 (Np;A)kA extends to an isogeny (a morphism which is fiberwise

over S finite and surjective on connected components) of Néron models as p is invertible in
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S by [BLR90, §7.3 Proposition 6].7 Then as J µ
1 (Np;A)S is an abelian scheme over S, so

must be the isogenous JS. By [Oh20, Lemma 4.1.5], we then have a short exact sequence of

commutative group schemes over S8

0→ Z/pZ
S
→ JS → J µ

1 (Np;A)S → 0. (4.3.4)

The pullback along the natural map Xµ
1 (Np;A)S → J

µ
1 (Np;A)S using the S-rational point

∞ then produces a geometrically irreducible smooth, proper curve ZS over S and a covering

ZS → Xµ
1 (Np;A)S (4.3.5)

with Galois group Z/pZ by [Oh20, Proposition 4.1.6].

We restate Ihara’s theorem from section 3.1.2 for convenience. Below, q is a prime not

dividing M and X(M)IharaFq2
is a particular twist of X(M)Fq2 such that the supersingular points

are all Fq2-rational.

Theorem 4.3.2 ([Ih75, MT 2]). There is no nontrivial finite abelian covering Y → X(M)IharaFq2

by a geometrically irreducible, smooth, proper curve Y over Fq2 in which all supersingular

points of X(M)IharaFq2
are completely split.

We remind the reader that we say that a point x of X(M)IharaFq2
is completely split if the

fiber of x along the covering map Y → X(M)IharaFq2
is a disjoint union of copies of the residue

field of x.

Our goal then is to find an appropriate rational prime q ≡ ±1 mod Np for which the fiber

at a prime above q of the covering 4.3.5 produces a covering

ZFq2 → Xµ
1 (Np;A)Fq2 (4.3.6)

7Though [BLR90, §7.3 Proposition 6] works with the local Néron model over a DVR, their proof works for
Néron models over Dedekind domains (see [BLR90, §1.2 Definition 1] for the notion of Néron models over a
Dedekind base).

8We do not need the assumption that A is nontrivial in applying [Oh20, Lemma 4.1.5], as p is invertible
on S.
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which is completely split at the supersingular points of Xµ
1 (Np;A)Fq2 . We would then pull

back along the bottom composition of morphisms of the following diagram

Z ′′
Fq2

Z ′
Fq2

ZFq2

X(Np)IharaFq2
= X(Np)

(ζNp)
Fq2

Xµ
1 (Np)Fq2 Xµ

1 (Np;A)Fq2

. (4.3.7)

to obtain such a cover of X(Np)
(ζNp)
Fq2

, where we use that in the case that q ≡ ±1 mod Np,

we may identify X(Np)IharaFq2
= X(Np)

(ζNp)
Fq2

as explained in section 3.1.2. Note also that this

condition on q tells us that all supersingular points of Xµ
1 (Np)Fq2 and Xµ

1 (Np;A)Fq2 are also

Fq2-rational.

Let’s see why the pullback of a geometrically irreducible, finite, abelian covering ZFq2 of

Xµ
1 (Np;A)Fq2 in which all supersingular points split completely gives such a covering Z ′′

Fq2
of

X(Np)IharaFq2
by pullback. The finiteness and abelianness are automatic, so only the other two

properties need to be addressed.

Geometric irreducibility holds under pullback along the quotient map Xµ
1 (Np)Fq2 →

Xµ
1 (Np;A)Fq2 as the degree of this morphism is prime to the degree p of the covering, since

A ⩽ (Z/pZ)× has order prime to p (recall that geometric disconnectedness arises precisely

from the coefficient field Fq2 being non-algebraically closed inside the field of rational functions

K(Z ′
Fq2

) of Z ′
Fq2

, and geometric connectedness is equivalent to geometric irreducibility for

smooth varieties). It also holds under pullback along the map X(Np)
(ζNp)
Fq2

→ Xµ
1 (Np)Fq2

as this covering is totally ramified at the point ∞, so that there is a closed point x of Z ′
Fq2

for which the preimage in Z ′′
Fq2

consists of a single point y with degree equal to that of

X(Np)
(ζNp)
Fq2

→ Xµ
1 (Np)Fq2 . We may pass to Fq without changing ramification behavior, and

we have that the geometric connected component of y must map to Z ′
Fq

with that same

degree, proving connectedness of Z ′′
Fq

.

Finally, the splitting behavior at supersingular points holds as the supersingular points of

X(Np)IharaFq2
are all Fq2-rational, so the fibers of supersingular points of X(Np)IharaFq2

in Z ′′
Fq2
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are isomorphic to those of Xµ
1 (Np;A)Fq2 in ZFq2 .

Determining the structure of the fibers of the covering 4.3.6 at supersingular points is

the difficult part of Ohta’s and Vatsal’s argument. Vatsal had the inspired idea of using the

Iwasawa theory at an auxiliary prime l ̸= p of an auxiliary imaginary quadratic field K in

which prime divisors of Np are totally split to understand the splitting behavior at CM points

of the modular curve over the ring of integers of the global field kA. He then related this to

the splitting behavior at supersingular points of the special fibers using the surjectivity of

a reduction map from the CM points defined over the ring class field of K of conductor ln

to the supersingular points in the fiber at particular primes q for sufficiently large n. This

latter result was in fact at the time recently obtained by Vatsal and Cornut. Generalizing

Vatsal and Cornut’s result, who worked only with the curve X0(Np), Ohta showed that all

supersingular points of Xµ
1 (Np)Fq2 are the reductions of certain CM points on Xµ

1 (Np)Q. Let

us set up notation to precisely state this result. We will opt to state the results as generally

as they appear in [Oh20] and refrain from making particular choices until we are set to apply

the result to our case in hand.

4.3.2 Surjection of CM points

Let K be an imaginary quadratic field such that OK = {±1}, and let M be a positive integer

for which all prime divisors of M split completely in K. Let m be an integral ideal of OK

such that OK/m ∼= Z/MZ. Fix a prime l ∤M and define Hn to be the ring class field of K of

conductor ln for each n ≥ 0 (so that Gal(Hn/K) is naturally isomorphic to the class group

of the order OK,ln := OK + lnOK of conductor ln of OK), and define H∞ =
⋃
nHn. Fix an

elliptic curve E/C with CM by OK and define Ll to be the set of all subgroups of E(Q) of

order some power of l. Let C = E(C)[m], which is a cyclic subgroup of order M . Then we

may define a map producing CM points on X0(M)H∞ :

H : Ll → X0(M)(H∞) by H(X) := [E/X → E/(X + C)].
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Let q ∤ lM be any prime that is inert in K. Then class field theory tells us that q splits

completely in H∞/K so that the residue field of any prime Q of H∞ lying over q is isomorphic

to Fq2 . We thus have a reduction map

redq : X0(M)(H∞) ↪→ X0(M)Z[1/M ](OH∞,Q)→ Xss
0 (M)Fq2 (Fq2) ⊂ X0(M)Fq2 (Fq2),

where OH∞,Q is the ring of integers of the completion of H∞ at Q and where the inclusion

follows from the valuative criterion of properness (whence our need to base change to Z[1/M ]),

which lands in the subset of points of the supersingular locus Xss
0 (M) as q is inert in K, by a

classical result of Deuring [La87a, Ch. 13 Theorem 12]. Let m denote the conjugate ideal

in OK of m, and let K(m) denote the ray class field of K of modulus m. Then any point of

Xµ
1 (Np) lying over a point in the image of redq ◦H is defined over the field H ′

∞ := H∞ ·K(m)

by [Oh20, Lemma 3.2.1]. Define X0(M)(H∞)CM to be the image of H in X0(M)(H∞), and

define Xµ
1 (M)(H ′

∞)CM to be the preimage of X0(M)(H∞)CM induced by the natural map

Xµ
1 (M) → X0(M) which on points sends (E/T, β : µM,T ↪→ E[M ]) to (E/T, im(β)). For

any prime q ∤Ml inert in K and completely split in K(m)/K, we may similarly define the

reduction map

red′
q : X

µ
1 (M)(H ′

∞)→ Xµ,ss
1 (M)Fq2 (Fq2).

We state Ohta’s result for the map red′
q together with the original result of Vatsal and Cornut

for redq.

Theorem 4.3.3 ([Co02, Theorem 3.1], [Oh20, Proposition 3.2.5]). The composite map

redq ◦ H : Ll → X0(M)ssFq2 (Fq2)

is surjective. The supersingular points of Xµ
1 (M)Fq2 are all Fq2-rational, and the map red′

q

induces a surjection

Xµ
1 (M)(H ′

∞)CM → Xµ,ss
1 (M)Fq2 (Fq2).
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4.3.3 Anticyclotomic analog of Washington’s theorem

Finally, we look at the anticyclotomic Iwasawa theory of imaginary quadratic fields in order

to control the splitting behavior of the CM points Xµ
1 (Np)(H

′
∞)CM in the covering 4.3.5 over

S = Spec(OkA [1/Np]). The key is to prove and use an anticyclotomic analog of Washington’s

result on the boundedness of the p-parts of class groups up a cyclotomic Zl-tower of an

abelian number field for l ̸= p. The proof of this requires Hida’s result on the non-vanishing

mod p of special values of L-functions associated with Hecke characters of the imaginary

quadratic field (with certain conditions imposed on the characters) and (an affirmative answer

to) the single-variable p-ramified main conjecture for the imaginary quadratic field, the latter

of which was addressed in Theorem 2.4.6 of section 2.4.2.

As we did with the previous theorem, we continue to work generally, though we reuse

notation in a manner that indicates how we intend to apply the results. Let K be an imaginary

quadratic field with OK = {±1}, and let p be an odd prime which splits as (p) = pp in K.

Let l ̸= p be an odd prime unramified in K such that
p ∤ (l − 1) if l splits in K,

p ∤ (l + 1) if l is inert in K.

Denote by Hn the ring class field of K of conductor ln and set H∞ =
⋃
nHn. The conditions

on K and l imply that restriction Gal(Hn/K) → Gal(Hm/K) induces an isomorphism on

the p-parts for n ≥ m ≥ 0 by Lemma 2.4.2. Let H̃0/H0 be a finite abelian extension such

that H̃0/K is unramified at primes above l and such that primes that ramify in H̃0/K are

split in K/Q, and set H̃n = H̃0 ·Hn for 1 ≤ n ≤ ∞.

We have the following result which was proved by Ohta under the assumption that

p ∤ [H̃0 : H0] [Oh20, Theorem 2.1.6] and Vatsal under the assumption that H̃0 = H0

[Va05, Proposition 3.1.9].

Theorem 4.3.4. Let H̃ur
n be the maximal unramified abelian pro-p extension of H̃n for

0 ≤ n ≤ ∞. Then conditioned upon [Hi04, Propositions 2.7, 2.8], there exists an n0 such
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that H̃ur
n = H̃ur

n0
· H̃n for n ≥ n0. In particular, H̃ur

∞ is a finite extension of H̃∞.

Proof. We remark that the results [Hi04, Propositions 2.7, 2.8] were fundamentally used in

the arguments of Ohta [Oh20, pg. 381] and Vatsal [Va05, Theorem 3.13], and at the time the

results were believed to be true. A preprint [Hi23] of Hida explains a hole in the argument

pointed out by Venkatesh and proves a result which is weaker than that which is required by

Ohta and Vatsal.

Let An denote the p-part of the class group of H̃n and let Xp,n denote the p-ramified

Iwasawa module of H̃n as in Definition 2.4.5. Denote by P the prime ideal of OQ̄p . For

χ ∈ ̂
Gal(H̃n/K) a character which is nontrivial modulo P, we have that the vanishing of

Xp,n,χ implies the vanishing of An,χ. Indeed, a nontrivial abelian unramified extension of Fn

on which Gal(Fn/K) acts via χ would be linearly disjoint from H̃n ·Kp, where Kp is the

Zp-extension of K unramified outside of p, as Gal(H̃n ·Kp/H̃n) carries the trivial action of

Gal(H̃n/K).

Corollary 2.2.6 tells us that Xp,n,χ
∼= Xp,m,χ and An,χ ∼= Am,χ for any n ≥ m ≥ cond(χ)

(viewing χ as an element of both ̂
Gal(H̃n/K) and ̂

Gal(H̃m/K) by inflation). We may then

view χ ∈ lim−→n

̂
Gal(H̃n/K), and as we wish to show that An stabilizes as n increases, we may

consider An,χ and try to show that these vanish for all but finitely many χ (viewed inside the

direct limit). By the above paragraph, our goal then is to show that Xp,n,χ vanishes for all

but finitely many χ (cf. [Va05, 3.3]).

We show that Xp,n,χ is trivial by showing that the χ-component Xχ
p,n is trivial. This

would follow from the vanishing of the characteristic ideal of Xp,n,χ′ for each χ′ ≡ χ mod P

together with the fact that Xχ
p,n contains no nontrivial finite Zp[[Gal(H̃n ·Kp/H̃n)]]-submodules

[Gr78, §4].

Suppose that the prime-to-p part of the conductor of χ is nontrivial. Then by Corol-

lary 2.4.11, the characteristic ideal of Xp,n,χ ⊗Zp R in R[[T ]] ∼= R[[Gal(H̃n ·Kp/H̃n)]] is given

by the p-adic Hecke L-function fχ ∈ R[[T ]], where R is the integer ring of the completion of
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Qur
p (χ) and the isomorphism is given by [γ0]− 1↔ T for a choice of topological generator

γ0 ∈ Gal(H̃n ·Kp/H̃n).

Note that as H̃0/H0 is linearly disjoint from Hn/H0, characters of Gal(H̃n/K) may be

written as products of characters of Gal(H̃0/K) with those of Gal(Hn/K). We now shift

viewpoints and vary over characters of the latter groups. Let ĝ∞ denote the direct limit of the

character groups of Gal(Hn/K) along the dual of restriction maps. Let φ be any character of

Gal(H̃0/K), and note that under the assumptions on H̃0/K, the conductor of φ is prime to l

and is comprised of primes which split in K/Q.

By our assumption that O×
K = {±1}, there exists a Hecke character of K of conductor

OK and infinity type (2, 0) [Oh20, proof of Theorem II.2.3.5]. We take a large enough

power ξ of this character so that the associated character ξp of Gal(K(p∞)/K) factors

through Gal(Kp/K). This auxiliary ξ allows us to consider p-adic Hecke L-functions as in

Theorem 2.4.8. Finally, Corollary 2.4.9, [Oh20, Proposition II.1.2.3], and [Oh20, Theorem I],

the latter of which is conditioned upon the veracity of [Hi04, Propositions 2.7, 2.8], tell us

that for all but finitely many characters ε ∈ ĝ∞ of nontrivial conductor, the constant term

fφε(ξ
p(γ0)− 1)

is a p-adic unit, so that fφε is a unit power series.

Corollary 4.3.5 ([Oh20, Corollary 2.1.7]). Let Σ be a finite set of primes of K which are

split in K/Q and which do not divide p. Let M∞,Σ be the maximal Σ-ramified abelian pro-p

extension of H̃∞. Then Gal(M∞,Σ/H̃∞) is finitely generated as a Zp-module.

Proof. The group Gal(M∞,Σ/H̃∞) surjects onto Gal(H̃ur
∞/H̃∞), which is finite by Theo-

rem 4.3.4, and has kernel generated by the inertia subgroups of primes of H̃∞ lying above

those in Σ. We will show that the kernel is also finitely generated as a Zp-module.

Any prime of K which is split over Q cannot split completely in the anticyclotomic
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Zl-extension of K [Br07, Theorem 2], and therefore it only finitely splits in H̃∞/K. Let q̃ be

a prime of H̃∞ lying over a prime of Σ. The inertia subgroup of q̃ in Gal(M∞,S/H̃∞) arises

from tame inertia and so is at most rank 1 as a Zp-module. There are only finitely many

such primes q̃, so Gal(M∞,S/H̃∞) has finite Zp-rank.

The following allows us to choose an appropriate prime q in order to contradict Ihara’s

theorem 4.3.2.

Corollary 4.3.6 ([Oh20, Corollary 2.1.8]). Let the notation be as in the above theorem.

Fix an r ≥ 1, and let L̃n be the compositum of all Σ-ramified abelian extensions of H̃n of

degree dividing pr. Then each L̃n/H̃n is a finite extension, and there exists an n1 such that

L̃n = L̃n1 · H̃n for all n ≥ n1.

Proof. The groups Gal(L̃n/H̃n) for n ≥ 0 are quotients of Gal(M∞,Σ/H̃∞) of Corollary 4.3.5

of exponent dividing pr. Thus, they must eventually stabilize as n increases.

We now return to our covering

ZS → Xµ
1 (Np;A)S, (4.3.8)

where S = Spec(OkA [1/Np]), and make our choices of auxiliary field K and prime l. We fix

an imaginary quadratic field K in which all primes which ramify in kA/Q are split in K/Q,

all primes dividing Np are split in K/Q, and OK = {±1}. We then fix an odd prime l ∤ Np

unramified in K and in kA such that p ∤ (l − 1) if l is split in K and p ∤ (l + 1) if l is inert

in K, and as before we denote by Hn and H∞ the fields occuring in the tower of ring class

fields of conductor ln of K. Let m be an integral ideal of OK such that OK/m ∼= Z/NpZ.

With this we may then consider the set of CM points Xµ
0 (M)(H∞)CM as above. We set

H̃0 := kA · K(m) and define H̃n := H̃0 · Hn so that the points of Xµ
1 (Np) and Xµ

1 (Np;A)

lying over Xµ
0 (M)(H∞)CM are all rational over H̃∞. We let

Xµ
1 (Np)(H̃∞)CM and Xµ

1 (Np;A)(H̃∞)CM
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denote the inverse images of Xµ
0 (Np)(H̃∞)CM in Xµ

1 (Np) and Xµ
1 (Np;A), respectively.

Let L̃n denote the compositum of all SN -ramified abelian extensions of degree p of H̃n for

each 0 ≤ n ≤ ∞. Then L̃n/H̃n is finite by the above corollary.

Lemma 4.3.7 ([Oh20, Lemma 5.3.8]). For any x ∈ Xµ
1 (Np;A)(H̃∞)CM, the points in the

fiber of ZkA → Xµ
1 (Np;A)kA over x are rational over L̃∞.

Note that in particular the residue fields occuring in the fiber of x are unramified over x

at places above p. The proof of this critically uses the technical hypothesis that the group

A ⩽ (Z/pZ)× is nontrivial in order to invoke the fact that one can extend an exact sequence

of abelian varieties over a p-adic local field to an exact sequence of Néron models over a

DVR provided that the absolute ramification index over Zp is strictly less than p − 1; see

[Oh20, Proposition 4.2.1] and [BLR90, §7.5 Theorem 4] for more precise statements.

We may now choose a prime q ∤ Npl which is inert in K and splits completely in L̃n1 ,

where n1 is as in Corollary 4.3.6. Then as q is inert in K/Q, by class field theory it must split

completely in the union of ring class fields H∞ [Br07, pg. 2132] and so it splits completely

in L̃∞. Fixing a place Q of H̃∞ over q, we may pullback ZS → Xµ
1 (Np;A)S along the

residue field of Q to obtain a geometrically irreducible covering (cf. the discussion after

equation 4.3.7)

ZFq2 → Xµ
1 (Np;A)Fq2

in which we claim all supersingular points of Xµ
1 (Np;A)Fq2 are completely split. Indeed, we

have surjections

Xµ
1 (Np)(H̃∞)CM → Xµ,ss

1 (Np)Fq2 (Fq2)

and

Xµ
1 (Np;A)(H̃∞)CM → Xµ,ss

1 (Np;A)Fq2 (Fq2)

onto the supersingular loci from Theorem 4.3.3 so that x ∈ Xµ,ss
1 (Np;A)Fq2 (Fq2) occurs as

the special fiber of a Spec(OH̃n,Q)-point x̃ of Xµ
1 (Np;A)S for some n. Lemma 4.3.7 tells us
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that the fiber along x̃ of ZS → Xµ
1 (Np;A)S is the spectrum of a valuation ring of a subfield

of L̃∞ at a place over q, and thus its residue field is isomorphic to Fq2 .

Finally, note that K(m) ⊂ H̃0 so that the condition that q is inert in K and split in

L̃n1 forces q ≡ ±1 mod Np. For such q, we have an identification of models X(Np)Fq2 =

X(Np)IharaFq2
as explained in section 3.1.2. As X(Np)IharaFq2

has all supersingular points ratio-

nal over Fq2 by construction, we may pull back the covering ZFq2 → Xµ
1 (Np;A)Fq2 along

X(Np)Fq2 → Xµ
1 (Np;A)Fq2 to obtain a geometrically connected Z/pZ-covering of X(Np)IharaFq2

in which all supersingular points are completely split, as explained in the discussion following

equation 4.3.7. This contradicts Ihara’s theorem, Theorem 4.3.2.

Recall that our goal at the start of section 4.3 was to show that Υ is surjective. We

explained in section 4.3.1 that this would follow from Theorem 4.3.1, and that our strategy

to prove Theorem 4.3.1 was to assume otherwise and to arrive at a contradiction of Ihara’s

theorem with M = Np and an appropriately chosen q. The above contradiction therefore

concludes the proof of Theorem 4.3.1 and the proof of surjectivity of Υ (conditioned upon

the veracity of the claims of [Hi04, Propositions 2.7, 2.8], which as of now is still an open

question).

We remark that Ohta proves Υ is an isomorphism in [Oh20] by invoking the main

conjecture. Surjectivity of Υ tells us that (ξθ(0)) ⊇ char(P ι) inside ΛO, or ΛO[1/p] in Case B,

but as we have only defined Υ for non-exceptional characters, we cannot use the class number

formula to deduce the main conjecture from these divisibilities alone. However, we have the

following, conditioned upon the veracity of the claims of [Hi04, Propositions 2.7, 2.8].

Theorem 4.3.8. If p ∤ φ(N), then Υ is an isomorphism. In general, the map Υ[1/p] is an

isomorphism.

Proof. We have already shown that Υ is surjective in both Case A and Case B in the

terminology of Definition 4.2.7. The main conjecture, Theorem 2.2.8, tells us that Υ is a

pseudo-isomorphism. In general, by the vanishing of the µ-invariant of YF,SNp,ω−1θ−1 [FW79],
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one has that there are no nontrivial finite ΛO-submodules of YF,SNp,ω−1θ−1(1) ⊗Zp[θ] O[1/p].

Thus, Υ[1/p] is an isomorphism. In the case that p ∤ φ(N), we may use the fact that

YF,SNp,ω−1θ−1 has no p-torsion, which follows from [Wa97, Propositions 13.26, 13.28] and

Lemma 4.2.8, to conclude that Υ is an isomorphism.
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