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Original article

A tri-light warning system for hospitalized COVID-19 patients: 
Credibility-based risk stratification for future pandemic preparedness

Chuanjun Xu a,1, Qinmei Xu b,1, Li Liu c,1, Mu Zhou d, Zijian Xing e, Zhen Zhou e, Danyang Ren f,  
Changsheng Zhou g, Longjiang Zhang g, Xiao Li g,*, Xianghao Zhan h,*, Olivier Gevaert b,*,  
Guangming Lu g,*

a Department of Radiology, the Second Hospital of Nanjing, Nanjing University of Chinese Medicine, Nanjing 210003, China
b Department of Biomedical Data Science (BMIR), Department of Medicine, Stanford University, Stanford, CA 94304, USA
c Department of Computer Science, University of California Santa Cruz, Santa Cruze, CA 95064, USA
d Department of Computer Science, Rutgers University, 110 Frelinghuysen Road, Piscataway, NJ 08854, USA
e Department of Deepwise AI Lab, Deepwise Inc., Beijing, China
f Department of Electrical and Computer Engineering, Carnegie Mellon University, Pittsburgh, PA 15213, USA
g Department of Medical Imaging, Jinling Hospital, Nanjing, Jiangsu, China
h Department of Bioengineering, Stanford University, Stanford 94305, USA

A R T I C L E  I N F O

Keywords:
COVID-19 pandemic
Multi-modal artificial intelligence
Risk stratification
Conformal prediction
Multi-center study

A B S T R A C T

Purpose: The novel coronavirus pneumonia (COVID-19) has continually spread and mutated, requiring a patient 
risk stratification system to optimize medical resources and improve pandemic response. We aimed to develop a 
conformal prediction-based tri-light warning system for stratifying COVID-19 patients, applicable to both orig-
inal and emerging variants.
Methods: We retrospectively collected data from 3646 patients across multiple centers in China. The dataset was 
divided into a training set (n = 1451), a validation set (n = 662), an external test set from Huoshenshan Field 
Hospital (n = 1263), and a specific test set for Delta and Omicron variants (n = 544). The tri-light warning 
system extracts radiomic features from CT (computed tomography) and integrates clinical records to classify 
patients into high-risk (red), uncertain-risk (yellow), and low-risk (green) categories. Models were built to 
predict ICU (intensive care unit) admissions (adverse cases in training/validation/Huoshenshan/variant test sets: 
n = 39/21/262/11) and were evaluated using AUROC ((area under the receiver operating characteristic curve)) 
and AUPRC ((area under the precision-recall curve)) metrics.
Results: The dataset included 1830 men (50.2 %) and 1816 women (50.8 %), with a median age of 53.7 years 
(IQR [interquartile range]: 42–65 years). The system demonstrated strong performance under data distribution 
shifts, with AUROC of 0.89 and AUPRC of 0.42 for original strains, and AUROC of 0.77–0.85 and AUPRC of 
0.51–0.60 for variants.
Conclusion: The tri-light warning system can enhance pandemic responses by effectively stratifying COVID-19 
patients under varying conditions and data shifts.

1. Introduction

Coronavirus disease 2019 (COVID-19) continues to spread and has 
caused over 775 million confirmed cases and over seven million deaths 
by 28 April 2024 [1]. Several mutant strains emerged with increased 
infectiousness (e.g. Omicron) or morbidity (e.g. Delta) when compared 

with the previously observed strain in the pandemic[2]. These have 
been designated as “variants of concern” by the WHO.[3]. “Variants of 
concern” can suddenly emerge and spread, leading to near-capacity 
usage of hospitals and intensive care units.[4]. Therefore, reliable, 
generalizable, and sustainable methods for the timely identification of 
high-risk patients are crucial for clinical decision-making and efficient 
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allocation of resources in the context of existing and emerging virus 
strains.

COVID-19 is primarily characterized by pulmonary inflammatory 
lesions, where computed tomography (CT) feature assessment by radi-
ologists is used for treatment evaluation [5]. However, current processes 
are often subjective and unable to accurately predict the disease pro-
gression, leading to a significant increase in the workload for radiolo-
gists. Therefore, an automated and quantitative analytical method of 
analyzing CT images is urgently needed to provide more objective and 
reliable evaluation for better determination of disease progression.

Recent studies have confirmed that an image-based AI prognostic 
prediction model can play a supportive role in the diagnosis and prog-
nosis prediction of COVID-19[3,6,7]. For instance, AI-based models 
utilizing CT radiomic features and clinical indicators can predict 
high-risk events during hospitalization and events such as in-hospital 
mortality, which demonstrated the value of imaging and clinical fea-
tures in prognostic prediction[7]. Clinical information such as sex, age, 
symptoms, comorbidities, and laboratory values of patients are expected 
to be used for a more accurate assessment of prognosis [8,9]. However, 
current research efforts do not address the generalizability of models 
under data distributions caused by mutant strains and variability related 
to the hospital setting. Because of the changing status of virus mutation, 
models developed based on existing strains may not be applicable to new 
strains. In addition, unlike evidence gained from small cohorts[10,11], 
we emphasize the necessity of multi-center evaluation for testing model 
generalization. Clinical centers are often equipped with various medical 
devices, protocols, and resources. For instance, field hospitals and per-
manent hospitals for COVID-19 patients can have different conditions of 
equipment, medical personnel, and protocols. Such differences caused 
by the hospital types increase the difficulty of measuring model per-
formance. Further, existing studies lack the analysis of prediction reli-
ability, i.e., how much confidence we have for a particular prediction 
and is high prediction confidence related to high prediction accuracy.

Conformal prediction is a computational framework that promises to 
effectively quantify prediction uncertainty [12]. Based on the weak 
assumption of independently and identically distributed data, it lever-
ages the empirical distribution of the nonconformity measurement of 

the training data to calibrate the uncertainty of a particular prediction. 
In the biomedical field, conformal prediction has been used in uncer-
tainty quantification for breath-air-based lung cancer prediction [13], 
large-scale whole-slide tissue images classification [14], alternative 
medicine discrimination [15], biomedical natural language processing 
for fast literature filtering [16] and RNA-sequencing-based breast cancer 
subtyping [17]. These applications manifest the effectiveness of 
conformal prediction in uncertainty quantification in biomedical 
applications.

To address these challenges, we collected PCR-confirmed COVID-19 
patients from 40 hospitals across China, developing an end-to-end 
flexible tri-light warning system to predict the potential requirement 
of ICU care of patients (Fig. 1). This system is based on conformal pre-
diction that calculates the credibility of each prediction. Briefly, this 
system stratifies patients into three categories: a. Red: high probability 
with high credibility, represents high-risk patients that need ICU care 
within 28 days; b. Green: low probability with high credibility, repre-
sents low-risk patients; c. Yellow: high/low probability with low credi-
bility, represents patients with uncertainty of risk that need further 
monitoring.

In this study, we hypothesize that conformal prediction enables 
effective quantification of the prediction uncertainty in COVID-19 pa-
tient ICU admission prediction, aids flexible patient stratification based 
on the prediction uncertainty and generalizes well across data collected 
from different medical centers across COVID-19 variants. The major 
contributions of this study can be summarized as follows: first, based on 
conformal prediction, we developed an early warning system for hos-
pitalized COVID-19 patients. This system quantifies the credibility of 
each prediction when calculating the probability of progression, 
providing important clinical guidance for patient management and 
treatment mode selection. Second, we proposed a flexible tri-light 
warning strategy, which can change the proportion of high-risk pa-
tients from model output according to local medical resource allocation 
and virulence of the virus, helping to optimize the allocation of medical 
resources, thus achieving closer monitoring and timely treatment for 
high-risk patients. Third, we collect a multi-center cohort from 40 hos-
pitals in China (n = 8721) for systematic evaluation that emphasizes the 

Fig. 1. Workflow of the proposed Tri-light Warning System for hospitalized COVID-19 patients. First, the system automatically detects and segments the pneumonia 
lesions on the input chest CT images of patients at admission, and extracts the radiomic features from the lesion. Second, the radiomic features, clinical features, and 
laboratory findings of patients were combined to automatically predict whether the patient’s condition will progress and require ICU care within 28 days, and the 
prediction credibility was also given. Finally, the system classifies patients into high-risk, low-risk, and uncertain risks according to the progression probability and 
the prediction credibility, aiming to provide closer medical monitoring for high-risk and uncertain patients and dispatch medical resources in advance to ensure the 
timely treatment of high-risk patients. Particularly, medical institutions can adjust the credibility threshold ϵ of the system according to the virus characteristics 
(mortality, infectivity, etc.) and local medical resources, so as to flexibly change the proportion of high-risk patients output by the system and the reliability 
requirement of prediction. CT = computed tomography; ICU = intensive care unit; FU = follow-up.

C. Xu et al.                                                                                                                                                                                                                                       European Journal of Radiology Open 13 (2024) 100603 

2 



test of model generalizability under data distribution caused by different 
types of hospitals and different variant strains. To assess the mutational 
effect on the virus, we perform analysis based on COVID-19 patients 
infected with the original strain and validate the performance on data 
from other hospitals with different strains (i.e. delta and omicron, n =
544) to evaluate the generalization of the model.

The remaining sections of this paper are organized as follows. Sec-
tion 2 discusses related work. The architecture and implementation 
detail of the proposed method are presented in Section 3, followed by 
the experimental results in Section 4. Finally, the discussion and 
concluding remarks are given in Section 5.

2. BACKGROUND: AI-enabled COVID-19 studies

Predicting patient outcomes with COVID-19 at an early stage is 
crucial to optimize clinical care and medical resource management [18]. 
Multiple AI models based on machine learning (ML) and deep learning 
have been proposed to address this task. Example models estimated 
mortality risk in patients with suspected or confirmed COVID-19 
[19–22]. Other models aimed to predict progression to a severe or 
critical state [10,23]. There are also efforts to predict the length of 
hospital stay [9,24]. The most common prognostic predictors included 
age [9,25,26], sex [27–29], comorbidity (including hypertension, dia-
betes, cardiovascular disease, and respiratory disease) [9,30], lympho-
cyte count [26,31], and also radiomic features derived from CT images 
[32–34].

Recently developed models share a similar perspective with our 
research and show the potential value of the clinical application.A study 
utilized CT-based radiomic features and machine learning algorithms to 
accurately predict the stages of COVID-19 infection, including normal, 
mild, moderate, and severe stages, with accuracies of 99.12 %, 98.24 %, 
98.73 %, and 99.9 %, respectively.[35]. Another study developed a CT 
feature-based predictive model using deep neural networks (DNN) to 
identify asymptomatic carriers, achieving an AUC of 0.898[36]. Also, 
our previous study used 3522 PCR-confirmed COVID-19 inpatients from 
39 hospitals and performed CT-based analysis combined with electronic 
health records and clinical laboratory results with prognostic estimation 
for the rapid risk stratification (AUROC 0.916–0.919) [7].

However, in AI-based applications, the reliability of predictions is 
significant for assisted decision and risk control in real-world applica-
tions: unreliable prediction can interfere with the clinicians’ decision 
and may lead to misdiagnosis putting huge pressure on the patients’ 
families. Therefore, knowing how much confidence is associated with a 
prediction made by the model is important for the decision-making 
process for clinicians [37]. PROBAST analysis indicates that the ma-
jority of proposed models above are at a high risk of bias, and their re-
ported performance is probably optimistic [32,38–40]. Unreliable 
predictions could cause more harm than benefit in guiding clinical de-
cisions. Therefore, current AI-enabled models have not been validated or 
implemented outside of their original study sites, which are therefore 
not recommended in clinical practice[38,39,41]. To address this chal-
lenge, we developed prognostic prediction models based on a large, 
heterogeneous, real-world data set in a newly proposed conformal pre-
diction framework. The models not only provide high prediction per-
formance in predicting whether a patient in the general ward will be 
admitted to the intensive care units (ICUs) under distribution drifts but 
also provide the users with prediction reliability information. Based on 
the prediction reliability information given by the conformal prediction 
framework, a tri-light warning system is introduced to enable the users 
to adapt health policies for ICU resource allocation Fig. 1. This frame-
work may also have potential applications in the SARS-CoV-2 omicron 
XBB.1.16 variant, which will soon spread globally[42].

3. Methods

3.1. Patient cohort

The data in this study were collected from 40 hospitals in China (n =
8721). Patients selection followed the inclusion criteria: (a) RT-PCR 
confirmed positive severe acute respiratory syndrome coronavirus 
(SARS-CoV-2) nucleic acid test; (b) baseline chest CT examinations and 
laboratory tests on admission; (c) short-term prognosis information 
(discharge or admission to ICU). Along with the exclusion criteria, we 
collected 3920 patients for analysis, including four cohorts. First, a 
training cohort (n = 1451) is set for model development, which included 
patients from 17 hospitals. Second, we performed model parameter 
tuning on a validation set (n = 662) which consisted of patients from 
nine independent medical centers. Third, we assessed the performance 
of models on an external test set (n = 1263) with a higher rate of ICU 
admission from Huoshenshan (HSS) field Hospital, an emergency spe-
cialty field hospital designed to treat people with COVID-19 in Wuhan, 
Hubei, China. In addition, we built a specific test set (n = 544) based on 
COVID-19 Delta and Omicron variants to evaluate the generalization of 
models. An overview of the patient cohorts is summarized in Fig. 2.

3.2. Data collection and preprocessing

Our multi-modal data for each patient included: 

1) Clinical data based on electronic Health Records (EHR): (a) de-
mographics: age and gender; (b) comorbidities: coronary heart dis-
ease, diabetes, hypertension, chronic obstructive lung disease 
(COPD), chronic liver disease, chronic kidney disease, and carci-
noma; and (c) clinical symptoms: fever, cough, myalgia, fatigue, 
headache, nausea or vomiting, diarrhea, abdominal pain, and dys-
pnea on admission. To extract the clinical data from the free-text 
EHR in Chinese, we developed a rule-based language processing al-
gorithm. Firstly, the clinical descriptions are segmented from EHR by 
splitting the paragraphs with subtitles. Then, we established a 
keyword list containing all the descriptions associated with a 
particular clinical feature, such as ‘fever’ and ‘cough’. Simply using a 
regular expression to match keywords is not practical. An example of 
the clinical description is: “This patient had fever and cough three 
days ago, and he had no diarrhea or vomiting, and today he is 
transmitted to this hospital without fever”. Since the symptoms can 
progress/recover, the same keywords have different meanings with 
negation and thought groups. Therefore, we designed a voting rule to 
extract the clinical data: by breaking down the clinical descriptions 
with commas, the keywords can be matched into several thought 
groups. In each thought group, the frequency of target keywords is 
recorded, with a default value of zero. If a thought group begins with 
negation (such as ‘no’, or ‘did not find’), the keywords appeared to 
vote zero to their encoding values; Otherwise, the keywords 
appeared to vote one. The votes are summed up and compared with 
zero, and then the sum will convert into a boolean value and be 
viewed as the encoded value for a specific clinical feature. With the 
voting rule, the negative appearance of a keyword can be distin-
guished, and the sum of votes can provide more information for 
further study as it indicates the frequency of a symptom.

2) Laboratory test: blood routine, coagulation function, blood 
biochemistry, infection-related biomarkers. (a) blood routine: white 
blood cell (WBC) count ( × 109∕L), neutrophil count ( × 109∕L), 
lymphocyte count ( × 109∕L), platelet count ( × 109∕L), and hemo-
globin (g∕L); (b) coagulation function: prothrombin time (PT) (s), 
activated partial thromboplastin time (aPTT) (s), and D-dimer 
(mg∕L); (c) blood biochemistry: albumin (g∕L), alanine aminotrans-
ferase (ALT) (U∕L), aspartate Aminotransferase (AST) (U∕L), total 
bilirubin (mmol∕L), serum potassium (mmol∕L), sodium (mmol∕L), 
creatinine (μmol∕L), creatine kinase (CK) (U∕L), lactate 
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dehydrogenase (LDH) (U∕L), α-Hydroxybutyrate dehydrogenase 
(HBDH) (U∕L); (d) infection-related biomarkers: C-reactive protein 
(CRP) (mg∕L). Patients took laboratory tests on the date of admission 
in the training set, validation set, and Variants test set, while patients 
in the HSS test set received laboratory tests within two days after 
admission due to the centralized outbreak in Wuhan and the limited 
medical resources. To alleviate missing values that occurred in re-
cords, we applied median imputation on the lab data when a missing 
rate was ≤50 %, which has been validated effective in the previous 
study [7]. Each inpatient received laboratory tests within 48 h after 
admission and only clinical data on or prior to the date of the CT 
were used for prediction.

3) CT radiomics: Patients took baseline CT scans within three days after 
admission [43]. It should be mentioned that Chinese guidelines for 
the diagnosis and treatment of novel coronavirus infection recom-
mend the CT imaging features as one of the criteria for clinical 
classification, the treatment chosen, and the discharge criteria for 
hospitalized patients. Chest CT scans were performed using ≥16 slice 
multidetector CT scanners (Aquilion ONE / Aquilion PRIME / 
BrightSpeed / BrightSpeed S / Brilliance 16 / Brilliance 64 / Dis-
covery CT750 HD / eCT / Fluorospot Compact FD / HiSpeed Dual / 
iCT 256 / Ingenuity CT / Ingenuity Flex / LightSpeed VCT / Light-
Speed 16 / NeuViz 16 Classic / Optima CT520 Series / Optima CT540 
/ Optima CT680 Series / ScintCare CT 16E / Sensation 64 / SOMA-
TOM Definition AS+ / SOMATOM Definition Flash / uCT 510) 
without use of iodinated contrast agents. To minimize motion arti-
facts, patients were asked to hold their breath, then axial CT images 
were acquired during end-inspiration. The CT scan protocols were as 
follows: tube voltage, 100–120 kVp; effective tube current, 110–250 
mAs; detector collimation, 16–320 × 0.625–2.5 mm; slice thickness, 
0.625–2.5 mm; pitch, 0.8–1.375. The CT images were reconstructed 
by iterative reconstruction technique if possible based on the raw 
data. A commercial deep-learning AI system (Beijing Deepwise & 

League of PhD Technology Co. Ltd) was first used to detect and 
segment the pneumonia lesion, and two radiologists (Q.M.X. and C.S. 
Z.) checked the results of the automatic segmentation. Then, pyr-
adiomics (v3.0) running in the Linux platform was adopted to extract 
radiomic features (1652 features per lesion). Next, for a given patient 
and for each radiomic feature, we summarized the distribution of the 
feature values across all the lesions for the patient by several sum-
mary statistics (mean, median, standard deviation, skewness, the 
first quartile, the third quartile) and the number of lesions. Finally, a 
total of 9913 quantitative radiomic features were extracted from CT 
images for each patient.

3.3. Feature engineering

To address the imbalance in the data set and high dimensionality of 
the feature space before modeling, several different feature engineering 
approaches were applied to select/weigh the features and augment the 
minority cases:

1) synthetic minority oversampling technique (SMOTE): SMOTE over-
samples the minority class by synthesizing new minority data. Under 
the assumption that data close in the feature space are similar in their 
labels, SMOTE randomly selects a pair of minority-class data, draws a 
line between them in the feature space, and finds a random point 
along the line segment as the new synthetic minority-class data. 
SMOTE was implemented with the Python package imblearn 
(version: 0.6.2);

2) feature selection based on shrunken centroids (SC): SC is an algo-
rithm derived from the nearest centroids (NC) [44]. However, SC 
further attenuates the noisy features which do not have much 
class-related information. The SC feature selection works with the 
following steps (assume the original feature space has a dimension-
ality of D):

Fig. 2. The summary of the patient cohorts and exclusion criteria. The models were trained on the training set and the model hyperparameters were tuned on the 
validation set. Upon hyperparameter tuning and optimizing the feature selection approach on the validation set, the training set and validation set are combined to 
train the ultimate models. The ultimate models are tested on the two test cohorts under data distribution drifts: the Huoshenshan field hospital test set and the Delta 
and Omicron variant data set.
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3) Initially, in the original feature space, we calculate the the centroids 
xt ∈ IRD of each class (1, 2, …, T) and the universal centroid μ of all 
samples are computed (Z: ((x1, y1), …, (xn, yn))). Here Ct refers to the 
sample set with label t, and nt refers to the quantity of samples with 
label t. 

xt =
∑Ct

j=1

xjt

nt
(1) 

μ =
∑n

j=1

xj

n
(2) 

Next, we compute the accumulated within-class standard devia-
tion as a non-biased approximation of the standard deviation for the 
overall data distribution. Then, the differences between class cen-
troids and the universal centroid are normalized using this within- 
class standard deviation: 

σ2 =
1

n − T
∑

t

∑

j∈Ct

(
xj − xt

)2 (3) 

dt = (xt − μ)∕σ (4) 

Lastly, these differences are subject to shrinkage via a threshold 
symbolized by Δ, which is hyperparameter: 

dʹ
t = sign(dt)(|dt | − Δ)+

f+ =

{ f f > 0
0 f ≤ 0

(5) 

The feature selection effect is governed by the threshold Δ: if dlm, 
the difference of an l-th attribute of class m, has an absolute value less 
than the threshold Δ, the corresponding feature is deemed insuffi-
ciently informative for categorization. As a result, the difference in 
this attribute will be shrunken to zero, effectively eliminating the 
non-informative attribute and reducing the dimensionality of the 
data.

4) feature selection based on Lasso (Lasso): a logistic regression model 
is fitted with L1 penalty. By adding different strengths of L1 penalty, 
different numbers of features will be given zero coefficients in the 
logistic regression and the features with non-zero coefficients will be 
selected to reduce the dimensionality of the feature space;

5) feature weighting based on principal component analysis (PCA): PCA 
performs the covariance analysis and finds the principal components 
that maximize the variance of the data projections. By projecting the 
features onto the principal components, the dimensionality of the 
original feature space is reduced and the information is compressed 
in the projections on the principal components. It should be noted 
that generally, PCA only weighs the features but does not mask 
features or perform feature selection. Lasso and PCA were imple-
mented with the scikit-learn package (version: 0.21.3).

In this study, SMOTE was first implemented to cope with the class 
imbalance and then one of the feature selection/weighing methods (SC/ 
Lasso/PCA) was used. The hyperparameters associated with these al-
gorithms that have been tuned in this study include the threshold Δ for 
SC feature selection, the strength of the L1 penalty for Lasso feature 
selection C, and the number of principal components selected for PCA.

3.4. Prediction model development and evaluation

In this study, the task is to predict whether a patient admitted to the 
general ward will be admitted to the intensive care unit (ICU) within 28 
days. To address this classification task, we concatenated the CT 
radiomic features, clinical features (including the demographics, clinical 
symptoms, and comorbidities), and lab test features. Then, we leveraged 
the shrunken centroids (SC)[44,45], Light Gradient Boosting Machine 
(LGB)[46] and artificial neural network (ANN) [47]. These algorithms 
are chosen because they are the representatives of different classifica-
tion rationales: SC classifies samples based on the similarity in the 
Euclidean distance in the feature space (as a modified version of the 
nearest centroids algorithm) [44,45], LGB is a tree-based ensem-
ble-learning algorithm with the boosting ensemble-learning strategy 
[46], and ANN is a representative of the deep learning technology based 
on the gradient descent in minimizing the binary cross-entropy loss 
function [47]. The SC was implemented with Python 3.7 [45]. The LGB 
was implemented with the Python package lightgbm. The ANN was 
implemented with the Python package scikit-learn (version: 0.21.3).

The hyperparameters are tuned based on the performance on the 
validation set in this study and the types of hyperparameters tuned are 
listed as follows: 1) for SC: the threshold Δ; 2) for LGB: the learning rate, 
the maximum depth of trees and the number of leaves of the trees; 3) for 
ANN: the number of hidden layers and the numbers of hidden units for 
each hidden layer. It should be mentioned that the classifier hyper-
parameters are tuned in combination with the feature selection methods 
and feature selection hyperparameters on the validation data set.

3.5. Analysis of important features in decision

To provide users with more explainable and interpretable decision- 
making based on the model, we investigated the important features 
that support the decision-making process based on the simplest and most 
interpretable models investigated in this study: SC. The importance is 
measured by the absolute value of the shrunken contrasts dʹ

t. After the 
soft-thresholding operation, the irrelevant and noisy features will be set 
to zero, and the other features will be reduced by the threshold Δ. 
Therefore, the valuable features will remain high in the vector dʹ

t, and 
their absolute values directly indicate the weights in the prediction 
process. To ensure the robust important features are investigated, with 
30 times of bootstrapping, we calculated the mean absolute values of 
shrunken contrast for each feature on the shrunken centroid for class 
‘positive’. The higher mean absolute value of the shrunken contrasts 
indicates that the corresponding feature is given more weight by the 
model. Meanwhile, the signs of the shrunken contrast for the features 
indicate the positive/negative association with a positive prediction: i. 
e., for the j-th feature, if dʹ

+j is positive, a higher feature value contributes 
to a positive prediction, while if dʹ

+j is negative, a lower feature value 
contributes to a positive prediction. Additionally, we also investigated 
the relative feature importance of lab test data, clinical data, and 
radiomics data.

3.6. Reliability quantification with conformal prediction

In the application of predicting ICU admission of COVID-19 patients, 
besides the predictions themselves, the prediction reliability and un-
certainty are of great importance in the management of health policies 
to optimize the usage of the limited ICU resources. Once the prediction 
reliability can be quantified, the ICU utilization policies can be made 
according to both how confident one has for a positive prediction and 
how severe the outcomes can be brought about by the current virus 
variant.

To quantify the prediction reliability, we leveraged the conformal 
prediction which was developed by Vladimir Vovk [12]. Conformal 
prediction assumes that the data abide by the independent and identical 
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distribution (I.I.D) and outputs credibility as the reliability information 
for each prediction. The applications and brief introduction of conformal 
predictors can be found in previous publications [15,45,48]. To briefly 
introduce the conformal prediction framework, firstly, the nonconfor-
mity measurements are computed based on heuristic rules/algorithms 
such as based on the conditional probability output by the classification 
model (e.g. conformal prediction with shrunken centroids (CPSC) [45]
or based on the ratio of the cumulative distance of the heterogeneous 
samples and homogeneous samples (e.g., conformal prediction with 
k-nearest neighbors [13,15]). Then, the nonconformity measurements of 
the training data and the test data are computed and the nonconformity 
measurement is then used as a statistic to be calibrated. For the training 
data, the nonconformity measurements are computed for the combina-
tion of the feature and ground truth label, while on the test data, the 
nonconformity measurements are computed for all possible labels in the 
label space. The conformal prediction then takes the empirical distri-
bution of the nonconformity measurements on the training dataset as 
the true distribution and evaluates which percentile the nonconformity 
measurement of the test sample-label combination lies. Based on the 
percentile, the conformal prediction computes the p-value reflecting the 
conformity to the training data distribution of a particular feature-label 
combination, i.e., how well the test feature-label combination conforms 
to the training data distribution and quantifies the prediction credibility 
based on the most probable label’s conformity to the training data dis-
tribution. The detailed methods are listed below:

To compute the credibility, we leverage the conformal predictor 
based on the prediction probability, and the steps can be summarized as 
the following steps:

1) Convert the predicted probability to a nonconformity measurement: 
a metric to quantify how well a particular feature-label combination 
conforms to the training data. Here, we leveraged a design of the 
nonconformity measurement αi that has been validated in multiple 
machine learning applications [37, 49]: 

αi = 0.5 −
p̂(yi|xi) − maxp̂y!=yi

(yi|xi)

2
(6) 

Here yi and xi denote the label and feature of the i − th sample. In 
this study, the predicted probability can be computed by SC, LGB, or 
MLP.

2) Based on the nonconformity measurement, all the training samples’ 
nonconformity measurement values can be computed and the dis-
tribution will be further used to calibrate the credibility we have for a 
new prediction;

3) When making a new prediction, the nonconformity measurement α* 
for the test sample x* is computed based on the previous equation. 
Then, the P-value of the prediction, which indicates the credibility of 
the prediction is calculated by investigating the fraction of samples 
in the training distribution with larger nonconformity measurement: 

p∗,y =

{
i = 1,…, n

⃒
⃒α∗,y

i ≤ αn
i
}

n
(7) 

Here p*,y is the P-value of the assumed label y for the new sample 
x*. It should be noted that there are two P-values associated with the 
two labels (0: no ICU required, 1: need ICU) respectively.

4) The credibility of the prediction can be computed as the larger P- 
value [37], which reflects how well the most likely label conforms to 
the distribution of the training data nonconformity measurement. If 
the credibility is low, the credibility we have for the prediction is 
low, which may provide us with a flexible tool to tune the policies in 
medical resource management.

In this study, to show the validity of the reliability quantification 
with conformal prediction and whether more reliable predictions mean 
a higher likelihood of being correct, we used the conformal prediction 
with shrunken centroids (CPSC) algorithm and tested it on the HSS data 
set as an example (considering the superior performance on this dataset 
and the lowest computational time of SC) and performed two types of 
reliability analysis:

On the one hand, we partitioned the predictions into two categories 
based on the prediction credibility: unreliable predictions if the credi-
bility is below a threshold ϵ, and reliable predictions if the credibility is 
above a threshold. Furthermore, within the reliable predictions, there 
are positive predictions and negative predictions. To make it simple to 
understand, the output of the conformal predictor is described as a tri- 
light system: red (reliable positive predictions), yellow (unreliable pre-
dictions), and green (reliable negative predictions). Then, we investi-
gated the variations in AUROC, AUPRC, F1-score, and the number of 
predictions within the red- and green-light predictions as the credibility 
threshold ϵ changes.

On the other hand, we investigated the credibility of the correct 
prediction, the false positive predictions, and the false negative pre-
dictions and tested whether the correct predictions were assigned with 
higher credibility values.

For both analyses, to show the model performance robustness, we 
bootstrapped the training data 30 times and reported the metrics within 
the 30 parallel experiments.

3.7. Ethics and registration

The protocol of this multi-center study was approved by the insti-
tutional review board of Jinling Hospital, Nanjing University School of 
Medicine (2020NZKY-005–02). The written informed consent was 
waived because this was a retrospective study that presented no more 
than minimal risk of harm to subjects and involved no such procedures.

4. Results

4.1. Patient cohort

We collected 3646 patients for analysis, including a training cohort 
(n = 1451), a validation set (n = 662), an external test set (n = 1263) 
based on the data collected from the Huoshenshan field hospital, and a 
specific test set (n = 544) based on Delta and Omicron variants Fig. 2. 
Prediction models were built for the prediction of ICU admission 
(adverse cases in training set/validation set/HSS test set/Variants test 
set, n = 39/21/262/11, respectively). This cohort had 1830 men 
(50.2 %) and 1816 women (50.8 %), with a median age of 53.7 years 
(IQR, 42–65 years). The median age among men was 53.2 years (IQR, 
41–65 years) and the median age among women was 52 years (IQR, 
44–65 years). No statistical difference in age was found between men 
and women in this cohort.

4.2. Model prediction performance

The performance of the prediction models on the validation set, 
Huoshenshan (HSS) test set and the Delta and Omicron variants test set 
is shown in Table 1 and Fig. 3. According to the results shown in Fig. 3
when the models were trained without bootstrapping, the three models 
generally performed well on the validation set and on the two test sets 
under data distribution drifts when the models were trained on the 
training data originated from the first wave of COVID outbreak. The 
flexible LGB model performs the best on the validation set (AUROC: 
0.89, AUPRC: 0.42) and the Delta and Omicron variant dataset (AUROC: 
0.85, AUPRC: 0.60), while the simpler SC model performs the best on the 
HSS dataset (AUROC: 0.77, AUPRC: 0.51).
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4.3. Important feature analysis

To investigate the important features and their influence on the 
model decision, we leveraged the SC algorithm considering its high 
AUROC and AUPRC on the HSS dataset under data distribution drift, 
lowest computational time as well as its simplicity and interpretability 
based on the shrunken contrast introduced in Section 3D. After boot-
strapping the training data 30 times and taking a mean value of the 
shrunken contrast (dʹ

+ for the positive predictions and dʹ
− for the nega-

tive predictions) over the 30 parallel experiments, firstly, we report the 
relative feature importance of the three types of data when viewed ho-
listically: lab test data, clinical data and radiomic data in Fig. 4. The 
results indicate that, when these three types of features are compared, 
the average feature importance of the lab test data is higher than that of 
the other two types of features (p < 0.01, Wilcoxon rank-sum test). 
However, while the majority of the radiomics features have relatively 
lower shrunken contrast, there have been outliers among the radiomics 
features bearing high importance relatively higher than those of most of 
the lab test data.

Then, besides comparing the feature importance of the three major 
types, to specify the most important individual features across all fea-
tures, the features with an absolute value of shrunken contrast above 0.4 
(dʹ

± > 0.4) and the signs of the features associated with a positive pre-
diction are reported in Table 2. A positive sign indicates a positive as-
sociation with the outcome. The results show that the most important 
feature found by SC is the presence of dyspnea and the sign is positive, 
which indicates that patients with dyspnea are more likely to be pre-
dicted as needing ICU admission. besides the clinical symptom of dys-
pnea and the lab test value of Lactate dehydrogenase, the majority of the 
important features are based on radiomics which suggests that certain 
CT radiomic features are the main features that are important in the 
model decision-making process. Although the importance of CT radio-
mics is relatively less evident than the lab test features when viewed as a 
group, there are still many features important from CT radiomics in the 
model decision-making process.

4.4. Prediction credibility analysis

To assist in flexible medical resource management, besides giving the 

Table 1 
The performance of the ICU prediction models on three data sets over 30 bootstrapping experiments. Mean and 95 % confidence intervals are reported.

Data set Model Feature Selection Classifier Hyperparameter AUROC AUPRC

Validation SC LASSO C = 0.01 Δ = 0.01 0.803 [0.793, 0.813] 0.221 [0.192, 0.250]
Validation LGB SC Δ = 0.05 α = 1, D = 9, N = 15 0.861 [0.849, 0.873] 0.306 [0.278, 0.334]
Validation ANN SC Δ = 0.4 layers = [50,30,20] 0.755 [0.713, 0.800] 0.156 [0.090, 0.256]
HSS SC LASSO C = 0.01 Δ = 0.01 0.743 [0.734, 0.753] 0.462 [0.448, 0.477]
HSS LGB SC Δ = 0.05 α = 1, D = 9, N = 15 0.705 [0.696, 0.715] 0.438 [0.427, 0.449]
HSS ANN SC Δ = 0.4 layers = [50,30,20] 0.731 [0.636, 0.788] 0.431 [0.340, 0.513]
Variants SC LASSO C = 0.01 Δ = 0.01 0.739 [0.719, 0.760] 0.418 [0.388, 0.448]
Variants LGB SC Δ = 0.05 α = 1, D = 9, N = 15 0.787 [0.773, 0.801] 0.518 [0.496, 0.542]
Variants ANN SC Δ = 0.4 layers = [50,30,20] 0.804 [0.684,0.869] 0.552 [0.360,0.666]

Fig. 3. The receiver operating characteristic curves (ROC) and precision-recall curves (PRC) of the models evaluated on the validation set (A, D), the Huoshenshan 
field hospital data set (B, E), and the Delta and Omicron variant data set (C, F).
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predictions, the conformal prediction framework was applied to enable 
the users to understand the reliability of each specific prediction made 
by the algorithms. The results of the two types of reliability analyses 
introduced in Section 2 F are shown in Fig. 6. The results indicate that as 
the credibility threshold increases, the number of predictions decreases 
as the unreliable predictions with credibility below the threshold are 
filtered out. Meanwhile, the model performance metrics: AUROC, 
AUPRC, and F1-score increase accordingly when the more reliable 
predictions are investigated. The trend indicates that as the credibility 
requirement becomes stricter, the prediction performance is improved 
at the sacrifice of the number of predictions made by the algorithm: 
when the threshold is set higher, the AUROC, AUPRC, and F1-score are 
generally higher for those predictions confidently made by the model 
but as a sacrifice, the number of predictions that the model can confi-
dently make decreased. To balance the model efficiency to making more 
predictions and the prediction reliability, an ϵ = 0.3 can be a relatively 
balanced choice.

In addition, the mean credibility of the correct predictions, false 
positive predictions, and false negative predictions are reported in 
Fig. 5. According to the results, the mean credibility of the correct 
predictions is significantly higher than those of the false positive 

predictions and false negative predictions (p < 0.001, Wilcoxon rank- 
sum test). To sum up, the two types of reliability analyses show that 
credibility is positively related to prediction performance: the higher the 
prediction credibility is, the more likely the prediction is correct, which 
enables the users to flexibly control the prediction performance via 
prediction credibility Fig. 6.

5. Discussion and conclusion

Since the outbreak of COVID-19, the virus has continuously mutated. 
While most variants have shown reduced virulence compared to the 
initial strain, there have been sudden outbreaks of mutant strains with 
increased infectiousness (e.g., Omicron) or morbidity (e.g., Delta)[3,50, 
51]. The WHO classifies these strains as “variants of concern”[3]. The 
sudden emergence of these variants often overwhelms medical re-
sources, such as general wards and intensive care units (ICUs)[41]. Our 
Tri-light Warning System was developed to predict ICU admissions. 
Results demonstrate that the system is reliable and effective under data 
distribution shifts, exhibiting strong performance with both the original 
strain (AUROC: 0.89, AUPRC: 0.42) and the Omicron and Delta variants 
(AUROC: 0.77–0.85, AUPRC: 0.51–0.60). Additionally, by employing a 
conformal prediction framework, we gained valuable insights into the 
reliability of predictions. This enables users to make informed decisions 
regarding ICU resource allocation based on the credibility of the pre-
dictions. Therefore, the Tri-light Warning System is an effective tool for 
stratifying COVID-19 patients under varying data conditions and can 
potentially enhance responses in future pandemics.

The performance evaluation of severity prediction models becomes 
particularly crucial when considering different mutational variants of 
COVID-19. Our findings indicate successful validation of the ICU pre-
diction models, namely LGB, SC, and ANN, on distinct datasets: the 
Huoshenshan field hospital test set and the Delta and Omicron variant 
test set. Among these models, the LGB model demonstrated superior 
performance on the validation set (originating from the initial COVID 
outbreak), as well as on the Delta and Omicron variant dataset. Inter-
estingly, in our ICU inpatients, the rate of ICU admissions among 
COVID-19-boosted individuals was statistically higher in the Omicron- 
infected group compared to the Delta-infected group, aligning with 
data highlighting the Omicron variant’s immune-evasive properties 
[52–54]. Another possible reason for this is that the Omicron data came 
from a well-known and well-established general hospital in China that 
tended to admit patients with more pronounced symptoms, more 
comorbidities, or who had not been vaccinated during the Omicron 
wave, which might contribute to the increased ICU admission rate 
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Fig. 4. The feature importance quantified by the absolute values of the 
shrunken contrasts for the positive class centroid averaged over 30 times of 
bootstrapping experiments. The lab test data contains 19 features; the clinical 
data contains 18 features; the radiomic data contains 9913 features. Statistical 
significance: *: p < 0.05, **: p < 0.01, ***: p < 0.001.

Table 2 
The most important features found by the shrunken centroids algorithms and their signs for making a positive prediction. The features were selected based on an 
absolute shrunken contrast above 0.4 averaged over 30 bootstrapping experiments. For the radiomic features, the last field indicates the statistics calculated over all 
lesions for a patient (e.g., 25: 25th percentile, 75: 75th percentile).

Feature Name Feature Type Absolute Shrunken Contrast Sign

Dyspnea Clinical 0.489 +

wavelet-LLL_firstorder_Minimum_25 Radiomics 0.458 −

wavelet-LLL_firstorder_Minimum_mean Radiomics 0.455 −

wavelet-LLH_glrlm_RunEntropy_25 Radiomics 0.442 +

wavelet-LHH_glrlm_RunEntropy_median Radiomics 0.440 +

wavelet-LHH_glrlm_RunEntropy_mean Radiomics 0.436 +

wavelet-LHH_glrlm_RunEntropy_75 Radiomics 0.435 +

wavelet-LHH_glrlm_RunEntropy_25 Radiomics 0.434 +

wavelet-LLH_glrlm_RunEntropy_median Radiomics 0.431 +

wavelet-LLL_firstorder_Minimum_median Radiomics 0.423 −

Lactate dehydrogenase Lab test 0.421 +

wavelet-LHH_glszm_ZoneEntropy_25 Radiomics 0.417 +

wavelet-LLH_glrlm_RunEntropy_mean Radiomics 0.412 +

wavelet-LLH_glszm_ZoneEntropy_mean Radiomics 0.410 +

lbp− 3D-k_gldm_LargeDependenceHighGrayLevelEmphasis_75 Radiomics 0.409 +

wavelet-LHH_glszm_ZoneEntropy_median Radiomics 0.408 +

wavelet-LLL_glszm_HighGrayLevelZoneEmphasis_mean Radiomics 0.404 +

wavelet-LHH_glszm_ZoneEntropy_mean Radiomics 0.404 +
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among Omicron patients in our dataset. In contrast, the simpler and 
more interpretable shrunken centroids (SC) model performed best on 
the Huoshenshan dataset, which involved data drift due to the field 
hospital setting. This comparison between models is noteworthy. The 
more flexible LGB and ANN models outperformed the simpler SC models 
on the original training cohort and the variant dataset, representing data 

collected from hospitals with permanent resources (the validation 
dataset and the Delta and Omicron dataset). These models showcase the 
potential to generalize to newer variants. However, it is important to 
consider the data distribution drift caused by different types of hospitals. 
The flexible models may overfit the training data and exhibit higher 
variance when applied to the dataset collected from the Huoshenshan 
field hospital. Conversely, the SC model consistently performed well, 
indicating its ability to generalize across different types of hospitals 
without succumbing to data distribution overfitting, as observed in 
datasets collected from hospitals with permanent resources.

To identify discriminating features for prediction, we found that the 
presence of dyspnea, the lab test lactate dehydrogenase, three first-order 
radiomic features, and 13 higher-order (glrlm, glszm, gldm-based) 
radiomic features are important in the model decision making. Lactate 
dehydrogenase (LDH), a liver biochemistry marker related to liver 
impairment, has been shown to be associated with poor prognosis for 
patients with COVID-19 [55,56]. The presence of dyspnea has been 
widely recognized as an indicator of the severity of COVID-19 and the 
potential admission to ICU. It has also been deemed by the Centers for 
Disease Control and Prevention as a severe symptom of COVID-19 as 
well as for any COVID vaccines. In our previous study [7] where an LGB 
model was used to analyze the important features in the prediction of 
ICU requirements, mechanical ventilation requirements, and whether a 
patient would die from COVID-19 within 28 days, the majority of the 
important features are clinical features and lab test features including 
change of LDH and the presence of dyspnea [7]. However, in this study, 
the majority of important features found by the SC are radiomic features. 
We hypothesize that more radiomic features being important may be the 
main reason that enables the model to perform better than LGB under 

******

Fig. 5. The mean credibility of different types of predictions. Correct pre-
dictions, false negative predictions (FN), and false positive predictions (FP) are 
reported. The mean credibility is calculated with data in the same prediction 
types in each bootstrapping experiment (30 times of bootstrapping experiments 
in total). Statistical significance: *: p < 0.05, **: p < 0.01, ***: p < 0.001.

Fig. 6. The model performance under the varying threshold of credibility. The AUROC (A), AUPRC (B), number of predictions (C) made, and F1-score (D) after the 
unreliable predictions are filtered out based on the varying credibility threshold ϵ. It should be noted that 30 results from the bootstrapping experiments 
were reported.
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data distribution drifts. Considering the difference between Huoshen-
shan field hospitals and other hospitals in the handling of lab tests (e.g. 
within 3d after admission vs within 24 h after admission) and the 
different clinical symptoms brought about by different COVID variants, 
the CT radiomic features are potentially more homogenous across 
different hospitals or for different COVID variants. Therefore, we suggest 
that CT radiomic features may be more robust under data distribution 
drifts.

Conformal prediction enables the model to output not only the pre-
dicted labels but also the credibility of the predictions [12,15]. We must 
clarify that the prediction reliability is not equal to the predicted 
probability. While predicted probability can be an intuitive indicator of 
a model’s confidence in a particular prediction [48], it relies heavily on 
model assumptions and does not give uncertainty information explicitly. 
By contrast, the credibility given by the conformal prediction better 
reflects prediction uncertainty because it relies on the statistical distri-
bution of the nonconformity measurement in the training observations 
with the i.i.d. assumption that is less strict than the assumptions of most 
machine learning models. Changing the threshold on the prediction 
credibility is also relatively independent of changing the threshold on 
the predicted probability. The thresholding on credibility can be used to 
quantify the confidence a user has in a prediction and whether or not to 
believe in the predictions made by the predictor, while the thresholding 
on predicted probability reflects what types of predictions are made by 
the model for a specific patient. To sum up, prediction credibility and 
prediction probability can be regarded as two key types of prediction 
information. Based on the quantified credibility, a clinical center can 
flexibly adapt its health policies based on both the model predictions 
and the prediction credibility.

In addition to the prediction credibility offered by the conformal 
prediction framework, we have introduced a tri-light warning system 
called “Red-Yellow-Green.” This system enhances resource allocation by 
categorizing patients into different labels. Red-label patients are prior-
itized for ICU resources[57], while yellow-label patients require closer 
monitoring to assess their medical resource needs. Green-label patients 
are deemed stable with a low likelihood of disease progression. More-
over, the tri-light system, built upon prediction credibility, can adapt to 
varying virus variants.

It is important to note that patients predicted as “yellow” are not 
necessarily safer than those labeled as “red”. The tri-light system 
explicitly indicates to the healthcare team that “the current medical 
information is insufficient to make a reliable judgment for the prediction 
labeled yellow”. Thus, additional medical monitoring should be main-
tained. It is worth emphasizing that the dynamic nature of the tri-light 
system, utilizing the conformal prediction framework, enables the 
adaptive setting of health policies based on various scenarios, consid-
ering specific resource availability and emerging pandemic variants. 
Therefore, we propose this flexible model with double thresholds that 
can be adaptively determined by medical institutions in real-world 
settings.

While this study presents a predictive model for ICU resource allo-
cation in COVID-19 patients, it is important to acknowledge several 
limitations. Firstly, the current model is designed solely to predict the 
need for ICU care and does not specifically predict the requirement for 
specific medical resources such as mechanical ventilation or extracor-
poreal membrane oxygenation (ECMO) in severe patients. Despite our 
efforts to predict ICU mortality based on updated data upon ICU 
admission (with an AUROC of 0.77 and AUPRC of 0.06 on the HSS test 
set), the model’s performance was suboptimal due to limited training 
data. In the future, as more ICU cases are collected from various medical 
institutions, it will be worthwhile to try to develop more detailed patient 
outcome prediction models and further optimize medical resource 
allocation after ICU admission. Secondly, this study does not account for 
the effect of treatment. For instance, patients receiving appropriate 
treatments such as oxygen therapy, antiviral medications, and antibi-
otics may experience quicker recovery and improved outcomes, 

potentially avoiding the need for ICU admission despite being predicted 
to require it. The dataset used in this study includes variations in 
treatment protocols, which may arise from differences in location or 
changes in treatment guidelines over time. These factors may contribute 
to differences within the dataset. In the future, the treatment informa-
tion (treatment type, healthcare provider information, etc.) could be 
encoded into the feature vector as another modality, which may 
potentially improve the patient stratification efficacy.

Furthermore, this study simulates the real-world scenario of pre-
senting new COVID-related medical data to medical institutes using 
previously trained models. We assess the generalizability of the ICU 
prediction models under potential data drifts without supervised 
learning on the test sets. While testing and validating the models trained 
on previous data, we raise awareness of model generalizability issues 
across different medical facilities and COVID variants. It’s important to 
note that these models are not intended for final and universal use by 
any institute. In the future, when new labeled data becomes available 
and model prediction performance becomes a priority, re-training the 
models, employing transfer learning and domain adaptation, instead of 
simply changing the credibility threshold, can address data drifts and 
ensure an up-to-date model before implementation.

Moreover, despite the utilization of extensive sample sizes and the 
inclusion of distinct prognosis information across varied data distribu-
tions, it is important to note that our study exclusively gathered data 
from hospitals located in China. This geographical restriction may 
potentially curtail the applicability of our models to other regions due to 
divergent protocols employed across different countries. In the future, 
the model effectiveness should further be validated on the dataset 
collected from multiple countries.

Furthermore, in our study, we acknowledge the assumption that the 
training distribution of nonconformity measurement may not 
adequately represent the ground-truth distribution. Ideally, for effective 
conformal prediction, two distinct sets should be present: 1) a proper 
training set to train the nonconformity measurement computation al-
gorithm/model, and 2) a calibration set to evaluate the p-values of the 
test nonconformity measurements. However, due to the limited data 
available in our study, we combined these two sets for testing purposes, 
which may result in overfitting. In future research, as more data be-
comes available, particularly in terms of positive cases, it is recom-
mended to partition the training data into separate proper training data 
and calibration data sets. This partitioning will help mitigate the po-
tential overfitting issue associated with conformal prediction.

To conclude, we have introduced an end-to-end AI system that uti-
lizes conformal predictions to efficiently identify high-risk COVID-19 
patients. This system provides prediction probabilities and assesses the 
credibility of each prediction, classifying patients into high-risk, low- 
risk, and uncertain-risk categories. Our approach is adaptable to both 
the original strain of COVID-19 and its emerging variants. In the future, 
this system could play a crucial role in addressing future pandemic 
challenges, optimizing medical resource allocation, and enhancing dis-
ease management efficiency. Additionally, the validity of the model 
should be tested on multiple datasets across institutes and across 
different countries.
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