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Normal conducting radio-frequency (rf) particle accelerators have many applications, includ-

ing colliders for high energy physics, high-intensity synchrotron light sources, non-destructive

testing for security, and medical radiation therapy. In these applications, the accelerating

gradient is an important parameter. Specifically for high energy physics, increasing the ac-

celerating gradient extends the potential energy reach and is viewed as a way to mitigate

their considerable cost. Furthermore, a gradient increase will enable for more compact and

thus accessible free electron lasers (FELs).

The major factor limiting larger accelerating gradients is vacuum rf breakdown. Basic

physics of this phenomenon has been extensively studied over the last few decades. During

which, the occurrence of rf breakdowns was shown to be probabilistic, and can be charac-

terized by a breakdown rate.

The current consensus is that vacuum rf breakdowns are caused by movements of crystal

defects induced by periodic mechanical stress. The stress may be caused by pulsed surface

heating and large electric fields. A compelling piece of evidence that supports this hypothesis

is that accelerating structures constructed from harder materials exhibit larger accelerating

gradients for similar breakdown rates.

One possible method to increase sustained electric fields in copper cavities is to cool

them to temperatures below 77 K, where the rf surface resistance and coefficient of thermal
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expansion decrease, while the yield strength (which correlates with hardness) and thermal

conductivity increase. These changes in material properties at low temperature increases

metal hardness and decreases the mechanical stress from exposure to rf electromagnetic fields.

To test the validity of the improvement in breakdown rate, experiments were conducted

with cryogenic accelerating cavities in the Accelerator Structure Test Area (ASTA) at SLAC

National Accelerator Laboratory.

A short 11.4 GHz standing wave accelerating structure was conditioned to an accelerating

gradient of 250 MV/m at 45 K with 108 rf pulses. At gradients greater than 150 MV/m

I observed a degradation in the intrinsic quality factor of the cavity, Q0. I developed a

model for the change in Q0 using measured field emission currents and rf signals. I found

that the Q0 degradation is consistent with the rf power being absorbed by strong field

emission currents accelerated inside the cavity. I measured rf breakdown rates for 45 K and

found 2 ∗ 10−4/pulse/meter when accounting for any change in Q0. These are the largest

accelerating gradients for a structure with similar breakdown rates.

The final chapter presents the design of an rf photoinjector electron source that uses

the cryogenic normal conducting accelerator technology: the TOPGUN. With this cryogenic

rf photoinjector, the beam brightness will increase by over an order of a magnitude when

compared to the current photoinjector for the Linac Coherent Light Source (LCLS). When

using the TOPGUN as the source for an X-ray Free Electron Laser, the higher brightness

would allow for a decrease in the required length of the LCLS undulator by more than a

factor of two.
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CHAPTER 1

Introduction to Normal Conducting Radio-Frequency

Linear Accelerators

Accelerating structures have many uses, in light sources, high energy physics discovery ma-

chines, security scanning, and medical radiation therapy. There are two central schemes

to accelerate particles to high energies that have been used for many decades, circular and

linear machines. In electron circular machines, such as the LEP, the particles are continu-

ously accelerated for every revolution around the circle. However, a significant percentage of

the beam energy, nearly 20% in the case of LEP, is radiated away from accelerating around

bends every revolution [1]. This makes reaching very high energies with electrons impractical

in a circular scheme. In linear machines, the beam travels in a straight line. As such, no

energy is lost to synchrotron radiation from accelerating in a circle, though synchrotron ra-

diation is still a problem in some bunch compression schemes that use bending magnets [2].

However, since the particle beam is only accelerated once through the structure, the final

energy is limited by the length of the machine. Therefore, to reach a given particle energy,

one requires a linear accelerator structure (linac) with a given gradient, G, and total length,

L. Any increase in available operating gradients then decreases the required length of linac.

This places immense importance on reaching extremely large accelerating gradients to create

more practical and cheaper accelerator machines.

1.1 Historical Development of Radio-Frequency Linacs

The first proposal for a particle accelerator that would use time-dependent fields was laid

out by Gustav Ising [3]. The design presented would accelerate the particle beam by pulsed

1



Figure 1.1: A diagram of a Widerøe Linac. The electrodes have alternating voltages applied

to accelerate electron beam. The lengths of the electrodes are adjusted so the particle beam

is always in phase with the accelerating voltage [5].

voltages across vacuum gaps that were created by spark discharges. This concept was never

implemented but did inspire Rolf Widerøe to propose and demonstrate the first rf linear

accelerator.

Widerøe designed a predecessor to the drift-tube linac (DTL) that operated at 1 MHz

and successfully accelerated potassium ions to 50 keV [4]. The Widerøe linac consists of a

series of hollow electrodes that the beam travels through, an example of which is depicted in

Figure 1.1. Alternating electrodes are connected to the positive and negative terminal of an

alternating radio-frequency (rf) voltage source. The particles are accelerated when passing

across the voltage difference that is maintained in the gaps between electrodes. The length

of the electrodes is set such that particles arrive at the vacuum gaps at the same phase as

an accelerating voltage difference. As the particle gains energy and velocity, the length of

the electrodes increases along the length of the accelerator. The voltage applied was 25 kV,

less than the final energy of the particles, and Widerøe was able to reach a beam energy

larger than the applied voltage for the first time. This success was an instrumental step that

inspired David Sloan and Ernest Lawrence to build a linear accelerator composed of 30 drift

tube sections, expanding the concept to a higher energy scale. The applied voltage for this

longer accelerator was 42 kV at 10 MHz and the beam of mercury ions reached a final energy
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of 1.26 MeV [6].

As final beam energies increased, and the target of the acceleration changed to lighter

particles, protons and electrons, drift-tube linacs became impractical. As the speeds of the

particles approach the speed of light, the lengths of the electrodes in the accelerator become

long, requiring the frequency of operation to approach values on the order of a GHz. At these

frequencies the geometry of the drift-tubes would operate similar to an antenna, becoming

lossy and inefficient [7]. The solution that the accelerator community arrived at was to

enclose the linac in a high-Q resonant cavity. Luis Alvarez and coworkers at the University

of California, Berkeley created such a structure, the DTL, which operates similarly to the

Widerøe linac[8]. This design was used to accelerate protons from 4 to 32 MeV with an

operating frequency of 200 MHz at the Berkeley proton linear accelerator [9].

For electrons, William Hansen and coworkers at Stanford University decided to use an

array of coupled pillbox-cavities with holes for the beam to traverse between them [10].

Another way to conceptualize this accelerator, is that the boundaries between the pillbox

cavities act as periodic elements in a waveguide that create reflections to slow down the phase

velocity of a propagating electromagnetic wave. When designed correctly, the accelerated

particle beam travels synchronously with the wave and is accelerated. This concept is known

as the disk-loaded waveguide type linac (DLW) [7] and the technology was used to accelerate

electrons to 1 GeV in 220 feet [11]. Figure 1.2 shows an example of the DLW used in the

BeV Stanford Accelerator. Eventually this cavity would be developed into the accelerating

structures of the 3 km SLAC linac, which operates at 2.856 GHz [12], sections of which are

still in use today.

1.2 RF Acceleration

I will now consider the energy gained by a particle that travels across an rf gap as shown in

Figure 1.3. This gap could be between two electrodes in a DTL or between two irises in a
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Figure 1.2: A diagram of an early DLW linac used in the BeV Stanford Accelerator, image

from [11]. In this diagram a is the iris radius, b is the outer radius, η is the iris width, and

d is the iris spacing.

(a) (b)

Figure 1.3: (a)Representation of a gap of length g with (b) an arbitrary electric field along

the axis, where a charged particle would travel along the z-axis. The length L will be the

periodic length of the accelerating structure. Image from [7]
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DLW. The energy gained by a particle, ∆W , traveling along the axis is:

∆W = q
∫ L/2

−L/2
Erf (z) cos (ωt(z) + φ)dz, (1.1)

where at t = 0, φ is the phase of the field relative to the crest, ω is the angular frequency

of the rf field, Erf is the field inside the rf gap, L is length that the particle travels (this

is the periodic length of the linac), q is the charge of the particle, and t(z) is the time the

particle is at position z along the axis. In most cases of accelerating electrons, the velocity

is essentially βc = ve/c ≈ 1. Then t(z) = krfz, with krf as the wavenumber of the rf field.

Next, I will assume that the electric field is an even function across z = 0. Then I define:

V0 =
∫ L/2

−L/2
Erf (z)dz = E0L

Trf =
∫ L/2
−L/2Erf (z) cos (krfz)dz

V0
(1.2)

Where E0 is the average electric field amplitude, V0 is the rf voltage change across the gap,

and Trf is the transit-time factor. Trf essentially quantifies how much the fields are bunched

to the center of the rf gap if βc = 1. Equations 1.1 and 1.2 can be combined to find:

∆W = qE0TrfL cosφ; (1.3)

known as the Panofsky equation. G ≡ E0Trf is defined as the accelerating gradient.

1.2.1 Figures of Merit

The linacs that have been presented here can be considered resonant cavities composed

of imperfect conductors. Power to create rf electromagnetic fields is inputted in through

coupling holes, and power is lost to ohmic losses in the cavity walls, or through radiation

out of the same coupling holes. There are several defined quantities that are important to

the design and operation of linacs. The first to be considered are the intrinsic and external

quality factors, Q0 and QE, defined as:

Q0 = ωU

Pcav

QE = ωU

Pext
, (1.4)
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where U is the stored energy per periodic unit cell in a linac, and Pcav and Pext are the

average powers lost to the cavity walls and out of the coupling holes respectively. The total

quality factor, QT , incorporating both the power lost to ohmic losses and to the external

coupling is:

QT = ωU

Pext + Pcav
=
(

1
QE

+ 1
Q0

)−1

(1.5)

The coupling factor, β, is defined to be:

β = Q0

QE

, (1.6)

then QT = Q0/(1 + β).

The shunt impedance, rs and effective shunt impedance, r, of a cavity are:

rs = V 2
0

Pcav

r = (V0Trf )2

Pcav
= rsT

2
rf (1.7)

The shunt impedance measures the efficiency of generating voltage per power lost, while the

effective shunt impedance is specifically the voltage that an accelerated particle experiences. I

also define the shunt impedance per unit length Z = rs/L, and the effective shunt impedance

per unit length is ZT 2
rf . Increasing ZT 2

rf serves to maximize the energy gained by a particle

per unit of power supplied to the cavity, an important parameter in linac design.

A final parameter that is important for linac design to be introduced here is the r/Q, a

ratio that measures the efficiency of acceleration per unit of stored energy. This parameter,

r over Q, is a function only of the cavity geometry, not of the surface properties of the cavity

material.

1.2.1.1 Frequency Scaling of RF Parameters

Linacs can operate at many different rf frequencies, thus it will be insightful to consider how

the parameters that define the accelerators change as we change the frequency of a cavity.

I will assume for this exercise that the fields inside the linacs are held constant on change

of frequency. As the frequency changes, the physical dimensions scale with the wavelength,
6



λrf . The frequency dependence of the rf surface resistance is derived in Section A

Rs ∝


f

1/2
rf Near 300 K

f
1/3
rf Below 30 K.

(1.8)

In between 45 K and 300 K the dependence transitions smoothly between 1/2 and 1/3. When

the fields are held constant, the stored energy per unit cell scales with the volume, and the

power lost to the cavity walls scales with the surface area times the rf surface resistance.

Then the scaling of Q0 is

Q0 = ωU

Pcav
∝


f
−1/2
rf Near 300 K

f
−2/3
rf Below 30 K..

(1.9)

Another interesting scaling to mention is the ratio of Q0 at 300 K to the Q0 at 30 K,

which scales with f−1/6
rf . Therefore, the improvement in cavity parameters by decreasing the

temperature is larger at lower frequencies.

The effective shunt impedance per unit length scales as:

ZT 2 = (E0T )2L

Pcav
∝


f

1/2
rf Near 300 K

f
1/3
rf Below 30 K..

(1.10)

Using the scaling of ZT 2 and Q0 we find their ratio ZT 2/Q0 scales as frf for both 300 K

and for 30 K. This is as predicted, since the ratio of shunt impedance to Q0 is independent

of the cavity properties.

1.2.2 Traveling Wave and Standing Wave Structures

1.2.2.1 Traveling Wave

Traveling wave (TW) structures are broadband DLW type linacs, in which the power flows

through each cell successively. The iris spacing is chosen to match the phase velocity of the

rf field with the velocity of the accelerated particle. The phase advance per cell is defined as

∆φ = krfL. The choice for phase advance that nearly maximizes shunt impedance is 2π/3
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rad/cell. The group velocity, vg = dω/dk, defines the speed at which the electromagnetic

wave traverses the linac. As the rf power traverses the cells, energy is dissipated due to

ohmic losses. If the vg is constant throughout the structure, the electric fields will decrease

exponentially along the length of the structure, with dependence:

dEz(z)
dz

= −α(z)Ez(z)

α = ω

2vgQ0
. (1.11)

Structures are where vg is constant are called constant-impedance, and have the same iris

radii along the structure.

The attenuation can be corrected for, keeping the electric fields constant, by tapering the

iris radius, leading to smaller values of vg at the end of the structure. If the vg is made to

decrease linearly along the structure with the correct initial and final values, then the electric

field amplitude can be held constant along the structure, known as a constant-gradient linac.

The amount of time that it takes to bring the electric fields to the nominal value in a

TW structure with constant input rf power is:

τTW =
∫ NcellL

0

1
vg(z)dz, (1.12)

where Ncell is the number of cells in the linac. Figure 1.4 shows a constant impedance

TW wave structure, where the fields (represented by the color intensity) decrease along the

length.

1.2.2.2 Standing Wave

Standing wave (SW) structures are narrow-band devices where each cell of the linac fills with

electromagnetic energy concurrently. SW linacs commonly operate in the π mode, where the

phase advance per unit cell is 180 degrees. Then, if each cell length is designed to be π/krf a

particle traveling with βc = 1 will always experience an accelerating field. Figure 1.4 depicts

a SW linac with coupling between the cavities on the outer radius. Coupling between cells

can also be accomplished through the irises.
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Figure 1.4: Conceptual diagrams of a (a) TW and (b) SW linac. In a TW linac the rf power

flows from the input to the output, and is attenuated along the structure. In a SW linac,

the input rf power creates a stationary wave. Power is lost to resistive losses in the walls or

is reflected out of the input port. Image courtesy [13].
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The differential equation that defines the time-dependence of energy in a SW structure

is
dU(t)
dt

= −ωU(t)
QT

. (1.13)

The solution for an initial stored energy U(t = 0) = 0 and constant input power, becomes

U(t) = U0

(
1− exp

(
−ωt
QT

))
, (1.14)

where U0 is an asymptotic value of the stored energy, where the input rf power equals the

power lost. The filling time for electric fields, where E0 ∝
√
U , in a SW cavity is:

τf = 2Q0

ω(1 + β) (1.15)

Further discussion of temporal behavior of SW linacs is included in C.

1.2.3 Comparison to Superconducting Linacs

So far, we have considered normal-conducting structures, however, linacs can also be con-

structed using superconducting materials. For cavities of the same geometry, the rf surface

resistance of superconducting materials versus copper is a factor of 105 − 106 smaller, and

thus the Q0 is proportionately larger. The superconductor that is most often used for linac

manufacturing is Nb, which has a relatively large critical temperature of 9.2 K. Operating

temperature for the Nb superconducting linacs is usually 1.8 to 4.2 K. At these tempera-

tures, the Carnot efficiency [14] and the mechanical inefficiency of cryogenic refrigerators [15]

combine to a create a ratio of power spent to removed power from the cold system of 1000.

Combining the increase Q0 and the penalty in removing power from the cold accelerator

leads 2-3 orders of magnitude improvement in rf efficiency for superconducting linacs over

normal-conducting ones.

However, superconducting accelerators have other limitations. The accelerating gradient

is limited by the super-heating critical H-field, which in Nb is near 1800 G at 2 K[16]. Above

these magnetic fields, the material will become normal-conducting and lose any advantages

for its use. Practically, this limits accelerating gradients to 5̃5 MV/m, however, work has
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been ongoing to extend to higher levels through use of alternate materials and geometries [17–

19]. The other disadvantage for superconducting cavities is the extremely long fill times, due

to large Q0, during which time the particles cannot be accelerated. This disadvantage is

often mitigated by operating in multi-bunch mode or even continuous wave (CW) operation,

where the amount of wasted time during filling and decaying is reduced by launching multiple

beams each time the cavity is filled.

Superconducting and normal conducting acceleration both have their advantages, the

main ones being: high gradient and no need for the complex cryogenic infrastructure in

normal conducting, and high efficiency for superconducting. The differences make design

considerations of the two types of linacs divergent, and they have different optimal applica-

tions.

1.3 RF Photoinjectors as Electron Sources

For many applications of electron acceleration, the quality of the delivered beam is important,

such as large densities of the beam in high-energy colliders to increase luminosity [20], and

intense very cold beams to create free-electron lasers (FELs) [21]. Liouville’s Theorem states

that conservative forces acting on a system of particles do not change the momentum or

space density along physical trajectories [22]. This means that beam densities cannot be

increase using accelerators. Therefore, the electron beam density at creation is crucial. This

places a large importance on the design and operation of the electron sources.

1.3.1 Design of Electron Guns

RF electron sources, commonly known as rf electron guns, are constructed similarly to DLW

type linacs and usually operate as SW cavities. The geometry consists of a given number

of cells operating in the π mode each with length λrf/2, except for the initial cell, where

the electron beam is created, which is shorter and has a wall on one end rather than an

iris opening. This wall functions as the cathode for the electron gun, and the initial cell is

referred to as the cathode cell, an example geometry is shown in Figure 1.5.
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Figure 1.5: Geometry for an example electron gun. The cathode cell is on the left, and the

electron beam travels to the right. The rf phase of the electric field changes by 180◦ between

cells.

The length of the cathode cell is shorter to allow for phase slippage of the electron beam

relative to the rf. Earlier we had said that electrons are traveling with β = 1 and travel

synchronously with the rf accelerating mode. However, at the inception of the electron beam,

β < 1 and the electrons fall behind the synchronous wave. The length of the cathode cell

and initial phase of the electron beam creation relative to the rf crest, are chosen such that

the electron beam will arrive at the first iris after the cathode cell as the rf reaches a null,

and thus the electron beam will have arrived at an accelerating synchronous phase for the

rest of the structure. When the electrons arrive at the first iris they essentially are traveling

at the speed of light.

The choice of length for the cathode cell depends on the situation, where longer cathode

cells, such as the 0.6λrf/2 cell [23], was chosen to provide extra transverse rf focusing.

While shorter cells can be chosen to increase the electric field gradient that electron beam

experiences at inception, such as 0.4λrf/2 in some cases [24, 25].

There are two types of commonly used methods for generating electrons in rf electron
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Figure 1.6: Diagram of electron traveling with angle θx relative to the z-axis. In most

situations θx is small.

guns: photoelectric effect, and thermionic emission. Guns that use the photoelectric effect

are known as photoinjectors, and operate with a laser pulse on the cathode that emits elec-

trons. The number of electrons emitted depends on the intensity of the incident laser as well

as the quantum efficiency (QE) of the photocathode at the wavelength of the laser. Photo

emission will cease either when the laser pulse ends, or electron emission is prohibited by

the space charge forces of previously emitted electrons. A disadvantage of photoinjectors

is the requirement of a relatively complex full laser system combined with the rf system.

Thermionic emission is commonly accomplished by heating a cathode, and then the rf field

combined with the large temperature electrons will emit electrons into the gun. One dis-

advantage of thermionic emission is the large transverse motion of electrons directly after

emission, due to the large temperatures.

1.3.2 Relevant Theory

In accelerator physics, it is common to use paraxial rays for descriptions of particles in

accelerators. Longitudinal momentum, designated to be along the z-axis defined by the

linac accelerating axis, is significantly larger than the perpendicular transverse momentums.

In addition, it is simpler to consider the system as a function of space, rather than time, as

we can understand best the position of a particle along the accelerating system.

13



In this description we define, θx, as depicted in Figure 1.6:

tan θx = px
pz
, (1.16)

with an analogous equation for the y-direction. We will use the notation x′ = dx
dz

. In the

limit that px << pz, then

x′ = tan θx ∼ θx ∼ sin θx. (1.17)

When considering phase for the transverse dimensions, the variables x, x’, y, and y’, are

often used rather than the explicit momentums px = pzx
′ and py = pzy

′. We will use this

formalism in the following definitions.

1.3.2.1 Emittance and Brightness

Next, we will consider two properties of electron beams that are often used as figures of merit

for rf photoinjectors. The emittance of a beam is a measure of the area in phase space that

it occupies. The brightness of a beam is instead a measure of the density in phase space.

The definition of the normalized RMS emittance in units of π mm-mrad is

εx = βγ< x2 >< x′2 > − < xx′ >2 = pz
mpc

< x2 >< x′2 > − < xx′ >2, (1.18)

where mp is the mass of the particle, γ = 1/
√

1− v2/c2, and the expected values in the

definition are

< x2 > =
∫
V x

2ρ(x, x′, y, y′, z, pz)dV∫
V ρ(x, x′, y, y′, z, pz)dV

,

< x′2 > =
∫
V x
′2ρ(x, x′, y, y′, z, pz)dV∫

V ρ(x, x′, y, y′, z, pz)dV
, (1.19)

< xx′ > =
∫
V xx

′ρ(x, x′, y, y′, z, pz)dV∫
V ρ(x, x′, y, y′, z, pz)dV

,

where ρ(x, x′, y, y′, z, pz) is the density function for particles in phase space and V is the

volume of the 6-D phase space. There are analogous definitions for the other two axes

directions. The emittance in each direction is not necessarily conserved, since the shape of

the density function can change, possibly increasing one emittance and decreasing another,

sometimes called emittance exchange [26]. This can lead to asymmetric beams where εn,x >>
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εn,y [27], which may have applications in certain accelerator schemes [28, 29]. However, if

there is no coupling between the three systems (x, x′), (y, y′), and (z, pz) then each emittance

will be a conserved quantity according to Liouville’s theorem [22].

The 5-D brightness is defined as

Be = 2I
ε2n
, (1.20)

where I = Qe/σz is the current of the beam, Qe is the charge, and σz is the bunch length in

the z-direction. As we are often dealing with cylindrically symmetric systems where εx = εy,

I will define εn =
√
ε2x + ε2y as the transverse normalized emittance.

1.3.2.2 Emittance Compensation

An important aspect of beam dynamics in rf photoinjectors is emittance compensation,

where the emittance of the beam grows to a large value before the original small emittance

is recovered. This action does not violate Liouville’s theorem, as will be explained.

Emittance compensation was first described in [30]. In this theory to understand emit-

tance compensation, the electron beam is considered to be composed of a multitude of slices

in the longitudinal direction. Each slice can be considered to have its own small emittance,

which is represented as an ellipse in phase space, and originally these ellipses are aligned.

As the beam travels along the beamline, each slice may have different space-charge forces or

transverse kicks from the accelerator acting upon it, and then each slice will rotate in phase

space around the origin. As the slices become misaligned in phase space, the emittance of

the entire beam, considering all the slices, will grow, even as the emittance of each slice

remains small. This situation is depicted in Figure 1.7. The beam can be made to pass

through a solenoid lens, which applies a kick, after which the slices will rotate and drift back

to alignment. When the slices are aligned, the emittance returns to the original small value.

This increase and subsequent decrease of the emittance does not violate Liouville’s the-

orem, since the actual phase-space density of the beam is not changing. The transverse

emittance of the full beam is temporarily larger, but can be restored to the smaller original

value by realigning the slices. Thus, the action is a rotation in phase space, not a change in
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Figure 1.7: Slices of an electron beam in phase space that are misaligned. The emittance

of the whole beam is the area of the large dashed circle. The emittance of a single slice is

small, the area of a small colored ellipse. Image from [31]

density.

The theory was further expanded in [32], with the idea of an invariant envelope. In

this case the compensation, the restoration of the small initial emittance, is performed by

solenoid channel focusing, and the beam is launched with an appropriate radius for the

strength of the solenoid. Each slice of the beam will oscillate around an equilibrium radius

with a given frequency related to the plasma frequency. By careful choice of the solenoid

strength and beam radius, the frequency of oscillation in each slice will be the same, and

thus these oscillations will cause a similar oscillation in the beam emittance.

These oscillations can be ”frozen” by accelerating the beam, since the plasma frequency

is proportional to 1/γ2. If the beam is accelerated when the emittance is at a minimum, the

small emittance can be maintained. This emittance compensation scheme was optimized [33]

and then empirically measured in [34], which is shown in Figure 1.8.
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Figure 1.8: Measurements (points) of the double emittance maximum, compared to beam

dynamic simulations (lines). Red is rms normalized emittance, Blue is the rms beam radius.

After 100 cm the oscillatory behavior of the emittance is clear [34].
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1.3.2.3 Space-Charge-Limited Emission

As electrons are emitted from the surface of a cathode, the space-charge forces limit the

current densities that can be reached with a photoinjector. In the limit of a pancake beam

aspect ratio (the longitudinal direction is short relative to the transverse dimensions), the

charge density is [35, 36]:

|J | ∼ eε0E
2
0

mec
. (1.21)

This limit is taken where the space-charge constant αSC ≡ σb/ε0E0 << 1 where σb is the

beam surface charge density. In this case the current density is reached without drawing

the maximum charge from the cathode. In the case where αSC ∼ 1, the maximum charge is

extracted, and the scaling is [37]

|J | ∼ 2ε0
√

2e
meR

E
3/2
0 . (1.22)

1.3.3 Examples of Photoinjectors

The first rf photoinjector was designed and operated at LANL, and consisted of a single

cathode cell at L-Band. This led quickly to development of a 1.5 cell S-band rf photoinjector

for the ATF at BNL [38]. RF power was brought into the gun by a side-coupling scheme

through the walls of both cells. Next, was the development of the BNL/SLAC/UCLA S-

band photoinjector [39, 40]. In this design, the side-coupling from the rf source was only to

the full-cell, with the cathode cell coupled to the full cell. This design is the basis for many

photoinjectors [41–45], one of which, the LCLS gun, is shown in Figure 1.9. The coupling

port was changed to the full cell alone to reduce peak pulsed heating, and the cathode cell

was lengthened to make a 1.6 cell gun [46]. The LCLS is near state-of the-art and I will

include the gun parameters for future reference in Table 1.1.

There are other photoinjector designs that do not use the BNL/UCLA/SLAC model.

Such as a 1.5 cell with both L-band and S-band versions is operated at DESY with an

alternative coupling scheme. The rf fields are coupled in along the axis via a coaxial feed,

with a ”door-knob mode converter to connect the coaxial line to a rectangular waveguide [47].

An outlier in frequency range is a 144 MHz single cell rf operated at the CEA [48]. Then
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Figure 1.9: View of the LCLS gun from the cathode side [46]

Emittance (mm-mrad) 0.4-0.6

Bunch Charge (pC) 20-250

Bunch Length (mm) 0.25-0.65

Laser Spot Radius (mm) 0.3-0.9

Repetition Rate (Hz) 120

Pk. Surf. Elec. Fld. (MV/m) 120

Elec. Fld. at Launch (MV/m) 60

Table 1.1: Parameters for the LCLS photoinjector [46]
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there are two notable guns that are significantly longer. First, the LANL/High-Brightness

Accelerator FEL 5.5 cell L-band gun, where each cell is directly coupled to; the gun was

successfully used for the regenerative amplifier FEL [49]. The other is a high-gradient X-

band 5.6 cell gun at SLAC [50].

All the previous guns mentioned operate with low duty factors, with repetition rates on

the order of 100 Hz. There are other cases where high duty factors are useful. The first was

the 433 MHz Boeing/LANL 1.5 cell gun, with each cell powered independently [51]. The

photoinjector achieved 25% duty factor, with 8.3 ms rf pulses at 30 Hz. The LANL/Advanced

Energy Systems rf gun is a CW 700 MHz gun with 2.5 cells and a dummy cell added for

extra vacuum pumping capabilities [52]. The gun that has been developed for LCLS-II

is the Advanced Photoinjector Experiment very high frequency 1-cell gun that will deliver

electron beams with up to a 1 MHz repetition rate with comparable emittances to the LCLS-

I gun [53]. The gun is designed with larger surface area for better thermal management,

and coupling is accomplished through inductive loops, rather than the typical ports of other

electron guns.

1.4 Applications of Normal Conducting High-Gradient RF Tech-

nology

The original push for high gradient rf accelerating technology was for linear particle colliders

used for high energy physics. In the present, this application for high gradient accelerators

is still very important and accelerating gradient is one of the major factors that drives the

cost of a full linear collider facility.

Normal conducting high gradient structures were planned to be used for the NLC/GLC,

a 500 GeV center of mass electron positron collider on a 32 km footprint [54]. NLC/GLC

would have used 11.424 GHz TW linacs to accelerate electron and positron beams to the

desired energy. Later, NLC/GLC was absorbed into the ILC collaboration, which will instead

operate with superconducting linacs, targeting a similar center of mass energy as a collider.
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Figure 1.10: Schematic layout of CLIC. The drive beam delivers the rf power for the main

linac. Image from [20].

The current proposal for a normal conducting linear collider is the Compact Linear

Collider (CLIC) at CERN. Originally, the proposal called for 30 GHz structures, but has

since been altered to 12 GHz TW linacs. The target initial center of mass energy is 380 GeV

with possibility of upgrades all the way to 3 GeV. The initial energy stage is above the

energy threshold for top pair production, and would serve as a precise top and Higgs boson

measurement facility. The CLIC linac will be not be powered by traditional rf sources, but

instead by a second linac. The second linac will accelerate a much higher charge beam, and

then extract rf power to accelerate the main beam [55]. The total length of CLIC will be up

to 48 km. A schematic is shown in Figure 1.10.

Accelerators are also used in many other applications such as inverse Compton scattering

gamma ray sources [56–58], compact Free-Electron Lasers (FELs) [59, 60], compact medical

linacs for electron and hadron therapy [61, 62], 4-th harmonic linearizers for FELs [63], com-

pact cargo-scanning for security applications [64], rf deflectors [65–67], and rf undulators [68,

69].

I will describe a couple of these applications. In Compton backscattering sources, electron
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beams in the 10’s to 100’s of MeVs are scattered off low energy photon beams. These

interactions create very high energy photons in the keV to MeV range, and can be used

as light sources. Linac-driven FELs generate X-rays when GeV scale electron beams travel

through alternating magnetic fields, known as undulators. The so-called 4th generation light

sources have enabled large step forwards in science involving multiple disciplines [70]. Many

FELs have used superconducting linacs [71, 72] to teach higher duty factors. However, high

gradient technology can serve to create the GeV scale beam in a more compact footprint

when space is limited. In medical therapy, electron and hadron beams have shown the

ability to treat cancers through radiation therapy. Electrons and hadrons deposit energy

inside a body in a much more defined position than X-rays, so a similar dose to a tumor can

be delivered with significantly less dosage to the surrounding tissue. These beams require

beams on the order of 100s of MeVs. Linacs can create compact X-ray sources that can be

used for scanning cargo, and are especially good at picking out radioactive materials [64],

which have large atomic numbers.

1.4.1 Applications for Bright Beams

In 1.3.2.1 I mentioned that electron beam brightness is an important parameter for rf pho-

toinjectors. I will demonstrate a scaling of the beam brightness with respect to the applied

cathode peak surface electric field and show that higher gradients can lead to higher bright-

ness. By combining equations 1.20 and 1.21:

Be = 2I
εxεy

= 2I
ε2n

= 2Jmaxmec
2

kBTc
, (1.23)

where Tc is the effective cathode temperature, and kBTc is the mean transverse energy of

the electron beam directly after emission. If we substitute in the scaling of current density

for pancake beams with αSC < 1, then

Be ∼
2ecε0(E0 sinφrf )2

kBTc
, (1.24)

where φrf is the phase that the electron beam is created relative to the rf crest. We see that

the brightness of a photoinjector scales with the square of the applied cathode electric field.
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Figure 1.11: Schematic of LCLS. BC stands for bunch compressor. [75]

An application for high brightness electron sources is to FELs. The efficiency of the FEL

process is significantly reduced when the emittance of the electron beam is greater than the

emittance of the lasing photon beam, where the emittance of a photon beam is λγ/4π [73].

Also, brightness of the electron beam determines the minimum wavelengths of the X-ray

laser produced in the FEL process. Finally, the efficiency of the FEL, the transfer of energy

from the electron beam to the laser, and the gain length, the length of undulator required

for an e-fold increase in laser power, are dependent on B1/3
e and B−1/3

e respectively [35,

74]. The decreased gain length reduces cost and size, which can enable University-scale

FELs increasing accessibility, or allow other uses for the freed space in current km-long

XFELs [72, 75–79], such as LCLS, of which the beamline is shown in Figure 1.11.

Other applications for high brightness electron sources are wakefield accelerators and

ultra-fast electron diffraction (UED) experiments. In dielectric beam-driven wakefield ex-

periments [80–82], large currents are required to fit through small apertures to generate large

wakefields. In UED, small emittance is required to reach higher resolutions, and more charge

per shot allows for better image differentiation [83, 84].

I will outline the plan for an ultra-high gradient high brightness rf photoinjector in 5,

also referenced in [24, 35].
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CHAPTER 2

Physics of RF Breakdowns

There are a few phenomena in accelerating structures that limit HG operation in normal

conducting linacs: rf vacuum breakdown, rf pulsed heating, and field emission currents. Of

these, the main limitation of modern accelerating structures for reaching large operating

accelerating gradients is vacuum rf breakdown. In this chapter I will introduce what a

vacuum rf breakdown is, review the progress that has led to state of the art HG accelerators,

and explain the current theoretical understanding behind the cause of rf breakdowns.

2.1 Field Emission Currents

Accelerating structures operating with large surface electric fields generate electron currents

even when there are no beams present. These currents come from conduction electrons in

the metal being promoted to freely propagating states by the large surface electric fields.

The process is governed by quantum mechanical tunneling through the potential barrier that

separates the electrons in the metal from the free propagating state in the vacuum. Field

emission is both an important diagnostic and issue to overcome for normal operation of high

gradient accelerators as well as an important component of the rf breakdown process.

These following steps are adapted from [85], which originally adapted the Fowler-Nordheim

equation specifically to rf cavities. To find an equation to predict field emitted current, also

known as dark current, I will first assume that the metal is described by a semi-infinite plane

for x ≤ 0. The potential barrier between the binding potential, Vm in the metal and the
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Figure 2.1: The potential barrier of an electron in a metal exposed to large electric field.

Electrons quantum tunnel through the barrier into the vacuum.

vacuum in the presence of an electric field Es is described by:

V (x) =


−Vm x ≤ 0

−eEsx− e2

16πε0x x > 0.
(2.1)

The first term for x > 0 is the effect of the applied electric field, and the second term is

the classical screening energy of a perfectly conducting semi-infinite plane. This potential

barrier is shown in Figure 2.1.

For this specific potential energy, the Schrödinger equation cannot be solved directly.

Instead, a semi-classical WKB approximation is applied to find the probability of quantum

tunneling for a given electron energy. The electrons in the metal are assumed to behave

according to Fermi-Dirac statistics. Then the number of electrons in a given volume Ve, with

specified momentum p, and energy W is:

dn = 2Ve
h3

dpxdpydpz

exp W−ζ
kBT

+ 1
. (2.2)

The flux of electrons incident on the metal surface from x < 0 can be found by integrating

dn over py, and pz. Finally, to find current density we integrate the escape probability for a
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given energy over the flux of electrons for those energies. The result is:

JFN = 1.54× 10−6 × 10−4.52φ0.5
E2
s

φ
exp

[
−6.53× 109φ1.5

Es

]
, (2.3)

where the following simplifications have been applied, the operating temperature is not close

to the Fermi temperature of copper, and that the binding potential energy is larger than the

electric field modification Vm >
√
e3Es/4πε0.

Equation 2.3 applies only for applied DC electric fields. To find the current instead for

an rf electric field, the current density is averaged over a single period, where the resulting

form is:

J̄FN = 5.7× 10−12 × 10−4.52φ0.5
E2.5
s

φ1.75 exp
[
−6.53× 109φ1.5

Es

]
. (2.4)

The important aspect of this equation is the strong dependence of the current on surface

electric field. As accelerating gradients are pushed higher with advances in engineering, then

the field emitted current will become more of a factor in accelerating structures.

In experiments with real accelerating structures, the dark current is always larger than

predicted by the rf Fowler-Nordheim equation. To explain this discrepancy, a field enhance-

ment term, βE, is added to the equation, directly multiplying the surface electric fields.

βE of a structure is found by plotting IDC/E
2
s .5 vs 1/Es on a log plot, then the slope is

proportional to β. There are many proposed explanations for what could causes the field

enhancement, such as: geometric imperfections in the surface, non-metallic inclusions in the

surface [85], dielectric dust on the surface, or variations of the work function due to changing

crystal structure [86]. The final equation for dark current from a given area of the surface,

AE, is:

ĪFN = 5.7× 10−12 × 10−4.52φ0.5(βEEs)2.5AE
φ1.75 exp

[
−6.53× 109φ1.5

βEEs

]
. (2.5)

An example of a measurement of dark current compared to Fowler-Nordheim emission is

shown in Figure 2.2.
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Figure 2.2: Measurement of dark current in an accelerating cavity and plot of Fowler-

Nordheim emission for rf fields with β = 20.6.

2.2 Physical Description of an RF Breakdown Event

When operating an accelerating structure, the physical indicators of a vacuum rf breakdown

are [87–90]:

• Elevated dark current, more than an order of magnitude larger than during normal

operation,

• Increased X-ray production outside of the cavity,

• Elevated vacuum levels inside the cavity,

• Visible sparks when the interior of the accelerating structure can be seen. The spectral

lines are mostly from neutral Cu atoms [87] and can last for several micro seconds,

• Mechanical vibrations in the bulk metal,

• Disrupted reflected rf signals from the structure, with much of the input rf signal is

fully reflected.
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Figure 2.3: Photograph of the iris of a SW accelerating structure where damage is clearly

visible due to breakdowns. The breakdowns occur in large field regions on the surface of the

metal. Image Courtesy of [91]

.

Post-mortem analysis of structures shows craters on the surface after being subjected to rf

breakdowns, with damage visible to the eye as shown in Figure 2.3.

The current understanding of the physical mechanism that explains these consequences

of breakdown is:

• A protrusion forms on the surface that enhances the surface electric field and field

emission currents.

• As the protrusion emits field electrons and is exposed to the strong electric field, strong

heating causes a thermal runaway that ablates the emitting tip [92].

• Neutral atoms, ions and electrons are released into the vacuum as the surface melts
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and evaporates while under large electric fields, this is known as the onset phase [93].

• The high density of neutral atoms, ions, and electrons causes an avalanche ionization

process, forming a plasma of ions. A quasi-neutral plasma sheath forms around the

original emission site. The plasma sheath shields the space-charge forces of the emitted

electrons, allowing large amounts of current to be released from the surface, on the order

of 50 A from a single site [89]. Light is emitted from ion-electron recombination events.

This period is known as the burning phase

• The still present electric field accelerates ions into the surface, damaging and melting

the surface and releasing more ions and neutrals, continuing the process stated above.

The pressure exerted by the ion bombardment is on the order of kAtms [94]. The

damage caused by bombardment may create surface protrusions that will be the point

of subsequent breakdowns. This final phase is known as the cratering phase.

• The bombardment of the cavity walls by electrons and ions will create X-rays through

the bremsstrahlung process.

• The plasma formed inside the cavity becomes reflective to the incoming rf power.

• The plasma is extincted due to expansion cooling, causing an increase in vacuum

pressure, that is subsequently removed by pumps.

This process is diagrammed in Figure 2.4

There is a difference in the breakdown process for TW and SW structures. In a SW

structure, the plasma forms and the input rf signal is reflected quickly, on the order of a

several ns. In TW structures, the rf signal is not fully reflected for 20-100 ns. In that time,

more energy is absorbed by ion and electron beams [89, 95].

2.3 Review of High-Gradient RF Breakdown Experiments

In this section I will review the previous work on vacuum rf breakdown physics in DLW

type linacs that have directly informed the experiments presented here. Special focus will
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Figure 2.4: A depiction the life cycle of a vacuum rf breakdown from [93]. See text for details
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be placed on the single cell SW structure program that this work is a part of.

2.3.1 Early Work on High-Gradient Systems

The Stanford Two-Mile Accelerator was the first large high energy linear accelerator, com-

pleted in 1967 [12]. The accelerating components for the beamline operate at S-band,

2.856 GHz, and are low-group velocity TW structures in the 2π/3 mode. During the con-

struction phase the highest gradient reached without obvious signs of breakdown was believed

to be 46 MV/m, and the ratio of the accelerating gradient to the surface field is near 2.17 [85].

Normal operation however, is on the order of 20 MV/m accelerating gradient. Studies of SW

DLW at SLAC investigated the possibilities of increasing the frequency and what effect that

would have on accelerating gradients. Peak surface electric fields of 340 MV/m for 1.5 µs

at S-band, 445 MV/m for 3.5 µs at C-band (5 GHz), and 572 MV/m for 3.8 µs at X-band

(9.3 GHz) were reported. When the structures were examined after testing, significant dam-

age was observed on the interior surfaces, most likely due to rf breakdowns. An empirical

relation between maximum field and frequency was found to be G ∼ 195×f(GHz)1/2, where

only the peak electric field and frequency would determine when rf breakdowns would limit

operation [88]. In these experiments at SLAC, maximum achievable gradient was the spe-

cific goal of the tests, and structure damage, the physics of rf breakdown, and heavy beam

loading by dark current were not fully considered.

In Novosibirsk, results were published for a single C-band structure at 5.6 GHz that

reached 160 MV/m peak surface electric fields for a 2 µs pulse length [96]. In these exper-

iments, the surface electric fields were limited by beam loading from dark current, rather

than from vacuum rf breakdown. Beam loading of a structure is when input rf power to the

accelerating structure is absorbed by charged particles when they are accelerated. Since the

amount of dark current is so strongly dependent on the surface electric field, once enough

dark current is created to absorb a significant portion of the rf power, any further power in-

crease creates significantly more current that absorbs significantly more power. This process

limits the accelerating gradient of a structure, where past that gradient all input rf power
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goes to the dark current. This phenomenon is not common in accelerating structures, where

rf breakdown is usually the initial barrier to increasing the accelerating gradient.

Another important discovery from these early experiments was the beginning in under-

standing the process of conditioning. Once a structure has been manufactured and installed

into the experimental setup, the maximum gradient achievable will be relatively low. How-

ever, over a period of operational time, during which the cavity is being pulsed with rf power,

the maximum sustainable gradient will increase, and the amount of field emitted current will

decrease. During rf breakdowns, puffs of H, CH4, H2O, CO, and CO2 gases were detected.

This led to the hypothesis that rf breakdowns remove adsorbed gases and surface dielectric

impurities, causing some of the increase in sustainable gradient during the processing period.

Techniques were also developed to safely process accelerating structures by decreasing the

input rf power upon detection of a vacuum breakdown, followed by ramp up of the rf power

back to the nominal level [97]. The theory is to increase the electric field at current emit-

ters, such as surface protrusions or included impurities, and remove them without causing

unnecessary surface damage. If this process is rushed, where too many breakdowns occur in

a row, the surface of the cavity can be badly damaged, reducing the maximum sustainable

accelerating gradients.

2.3.2 Research in Breakdown Physics of TW structures for NLC/GLC

A collaboration formed between groups at SLAC, FNAL, CERN, and KEK to work on

accelerating structures for the NLC and GLC. The final design report of the accelerator

specified a target of 65 MV/m accelerating gradients with an X-band operating frequency

of 11.424 GHz and a pulse length of 400 ns [54]. Most of the structures tested were TW,

operating in the 2π/3 mode, constant gradient, and 1.8 m in length with 206 cells. To

maintain a constant gradient the group velocity decreases from 12%c to 3%c along the

length of the accelerating section [98]. During the development, breakdowns were detected

in the initial structures at significantly lower accelerating gradients, as low as 50 MV/m, than

predicted [99, 100]. When the structures were later dismantled, damage from rf breakdowns
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was obvious on the input couplers, where the rf power was introduced to the accelerating

structure.

During these studies the statistical nature of rf breakdowns was also discovered. The

likelihood of an rf breakdown occurring in a given structure can be characterized by a

probability, the breakdown rate (BDR) [101], defined as:

BDR = Number of breakdowns
Number of pulses× Length . (2.6)

rf breakdowns in TW structures are not completely independent. An initial breakdown can

create a chain of subsequent breakdowns in the following short time period [102]. The

secondary breakdowns can occur at significantly lower field levels, as the power is decreased

quickly after an initial breakdown. Initial breakdowns are independent events and follow a

Poisson distribution. A structure can then be characterized by a BDR only for initial break-

downs, and a total BDR for when all breakdowns are considered. Subsequently the BDR of

initial breakdowns became one of the main quantitative requirements for characterizing the

high gradient performance of linacs. For example, the NLC/GLC design goal for breakdown

rate was set to 10−1 probability of a breakdown per hour in the entire accelerator for the

target accelerating gradient of 65 MV/m.

To investigate the very large BDRs in the initial structures, a set of experiments was

devised to test the dependence of rf breakdowns on the length and group velocity of the TW

structures. First, two structures were tested with different lengths, but the same vg profile,

one was 20 cm long and the other 105 cm, where the initial 20 cm was identical to the shorter

design. After processing, the two structures were found to have the same BDR [98]. Two

other structures were then designed with differing vg, one with a 5%c-3.3%c profile, the other

with 3.3%c-1.6%c. The lower vg structure processed to a gradient of 86 MV/m for a low

BDR, and the larger vg structure processed to 80 MV/m for a similar BDR. From the limited

data available the collaboration proceeded to create structures with lower vg and focus was

shifted to higher order mode damping to limit short-range wakefields [103]. Evidence from

these tests and further experiment at CERN supported the theory that lower vg, and thus

lower power flow, leads to lower BDRs [104]
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In these structures the distribution of the breakdowns heavily weighted towards the input

coupler. The design of the coupler at that time had very sharp edges, which enhance the

electromagnetic fields creating points for rf breakdowns [101]. Development of smoothed

out edges on the couplers, decreasing the surface magnetic field, as well as novel forms of

coupling, such as the mode launcher [105], reduced rf breakdowns near the coupler in new

structures [103].

BDR was shown to be dependent on both the accelerating gradient (G), and the rf pulse

length (tp), where the gradient for a constant breakdown rate was shown to be propor-

tional to t−1/6
p , and the BDR increased by a decade when the gradient was increased by

7 MV/m [106]. This result is similar to findings from CLIC researchers on their development

of TW structures, which showed that the breakdown rate (BDR) is proportional to BDR [86]

BDR

G30t5p
= constant. (2.7)

These scalings are true for TW structures only.

Finally, during the development of the NLC/GLC accelerating structures faster condi-

tioning recipes were developed. Structures are initially exposed to very short rf pulses as

the input rf power is gradually increased while keeping the rate of breakdowns constant as

the structure conditions. When the rf breakdown rate does not decrease further at the rf

power level, the rf pulse length is increased while the rf power is decreased to still maintain

the constant breakdown rate. This process is continued until the breakdown rate no longer

decreases with more pulses. This process was safer, causing less surface damage and allowing

higher gradients than previous methods [106]. Most accelerating structures showed nearly

steady breakdown rates after 105 − 107 pulses [107].

2.3.3 State of the Art High-Gradient TW Structures for CLIC

The target for high gradient changed to the X-band CLIC parameters with 100 MV/m loaded

gradient, 12 GHz, and a breakdown rate less than 4× 10−7/pulse/m of structure [20]. Early

in the development of CLIC a review of previous experiments was conducted to attempt to

determine parameters that scale with the BDR of accelerating structures [108]. A new phys-
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ical quantity was found to correlate to the BDR across different structures. This quantity,

known as the modified Poynting vector and is defined as:

Sc = Re
[
S̄
]

+ gc · Im
[
S̄
]
, (2.8)

where gc = 1/6 and S̄ = 1/2| ~E × ~H| is the time averaged Poynting vector. The Modified

Poynting vector then becomes a powerful tool to reasonably predict the BDR of structures

before they are constructed. Minimizing Sc and advances in fabrication methods [109, 110]

has led to the establishment of structures that can operate with accelerating gradients up

to 100 MV/m for structures with wakefield damping and up to 120 MV/m for undamped

structures [86, 111]. A picture of a CLIC structure is shown in Figure 2.5 and the BDR of

constructed CLIC test linacs is shown in Figure 2.6.

As these structures are designed to eventually accelerate beams of electrons, experiments

were devised to determine whether the presence of an electron beam will influence the BDR.

When the electron beam travels through an accelerating structure, energy is exchanged

between the beam and the structure. Depending on the phase, energy can be absorbed by

the beam or the beam can pass energy to the accelerating structure. The energy gained or

lost by the accelerating structure will increase or decrease the accelerating gradient. The

results of the experiment showed that beam loading, where the gradient is decreased, or

anti-beam loading, where the gradient is increased, will affect the BDR in the accelerating

structure. However, the change in the BDR is consistent with the change if the gradient was

changed by differing input rf powers [112], therefore, the presence of a beam does not affect

BDR outside of power exchange.

A later review of the conditioning process for structures at CERN showed that multiple

structures conditioned at the same rate and to the same scaled gradients when considering

the number of rf pulses applied, but not when compared versus the number of breakdowns

that occurred [113]. These results imply that the rf pulse conditioning, rather than the effect

of rf breakdowns, are processing the structure.

A study was performed on the statistics of rf breakdowns. There are two types of break-

downs, as alluded to before, initial breakdowns and secondary breakdowns [98]. The sec-
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Figure 2.5: Photo of constructed CLIC TW linacs with wakefield damping. A full structure

is constructed by combining many of the individual cells depicted on the left. The damping

works by letting higher frequency rf power into the waveguides shown, while confining the

desired accelerating mode. Image from [110]
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Figure 2.6: BDR for multiple tested CLIC structures. Image from [111]
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ondary breakdowns occur in a chain that appears to be caused by the initial breakdown and

occur within a short period of time after the initial breakdown, on the order of 30 seconds

for 50 Hz operation. Also, pairs of breakdowns that are close temporally are also close spa-

tially [114], further bolstering the evidence of a relationship between initial and secondary

breakdowns. The distribution of breakdowns in time can be analyzed by a double Pois-

son distribution, where the probability density function (PDF) of number of pulses between

breakdowns is defined as:

A exp(−Cn) +B exp(−Dn), (2.9)

where C describes the initial breakdowns and the long-term part of the distribution and D

describes secondary breakdowns that occur quickly after the previous breakdown. Typically

for TW structures D is larger than C by about an order of magnitude. This study shows the

existence of chains of breakdowns that appear to be caused by initial breakdowns [114]. This

study was performed on TW structures so far, and in SW structures the number of secondary

breakdowns is small, and the breakdowns essentially follow a single Poisson distribution [115].

2.3.4 Studies of RF Pulsed Heating

An important aspect of high gradient operation is the pulsed heating due to the magnetic

field creating currents and then ohmic losses in the cavity walls. The temperature rises that

are created cause thermal stress. Thus, the peak temperature always must be limited to

avoid exceeding the yield strength and causing cracking damage inside the cavity[116]. I will

cover a short overview of the theory and describe some experiments looking at the effects of

pulse heating.

In our case we will assume that heat conduction and elasticity are uncoupled effects. This

may not be true, particularly in high gradient situations where the peak temperature rise is

near the operating temperatures, such as cryogenic accelerators. However, considering heat

conduction separately will be adequate for our uses in this discussion.

I will consider a semi-infinite plane of a conductor with finite conductivity, subject to a
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rf electromagnetic field. Then the power, Pcav, dissipated per unit area,A, on the surface is:

dPcav
dA

= 1
2Rs(T )|H|||2, (2.10)

where Rs is the rf surface resistance as described in A.2, and H|| is the magnetic field parallel

to the cavity surface. From A.2, the field decays exponentially into the bulk of the conductor.

To find the distribution of temperature in x-direction and time, I include equation 2.10 with

the heat equation, which gives:

∂2T (x, t)
∂x2 + Rs(T )|H|||2

kc(T )δ(T ) e
−2x/δ(T ) = 1

αd(T )
∂T (x, t)
∂t

, (2.11)

where kc is the thermal conductivity, δ is the rf skin depth that depends on the rf surface

resistance, and αd is the thermal diffusivity. The initial conditions are T (x, 0) = T0 and

∂T (0, 0)/∂z = 0. In the case of cryogenic accelerators, the thermal conductivity, thermal

diffusivity, and rf surface resistance all vary quickly with temperature, and this equation can-

not be solved analytically. However, to get a rough approximation, I will assume the physical

properties are constant. I then can find the special case of the temperature rise on the surface

for a square pulse of power dissipation with pulse length tp. Following [116], by applying a

Green’s function for a semi-infinite slab and assuming the skin depth is significantly shorter

than the diffusion length I find:

T (0, t) = T0 + Rs|H|||2
√
tp

ρcE
√
παd

(2.12)

The conclusion to take from this result is that the peak surface rf pulsed heating ∆T =

(T (0, t)− T0) ∝ Rs|H|||2
√
tp.

Two experiments at SLAC were designed to test pulsed heating damage on metal disk

samples. the first experiment, using a pillbox-like cavity, showed that cracking can occur

in Cu structures when exposed to millions of pulses at pulsed heating temperatures above

80 K, showing that pulsed heating can be a significant problem for pulsed high gradient

structures [117]. The second experiment used a cavity that was designed such that sample

disks were not exposed to any surface electric fields, but had enhanced surface magnetic

fields, where the structures were tested with maximum temperature rises of 110 K. The
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results were that harder materials, such as non-annealed CuAg, CuCr, and CuZr, exhibited

significantly less damage than annealed copper samples, and also damage was apparent when

the temperature of peak pulse heating reached greater than 50 K [118]. In addition, a single

crystal sample that exposed to pulsed heating was then tested for hardness. The result

showed that the hardness increased in places where the pulsed heating was higher.

In another study, reported in [119], copper samples were prepared with the same heat

treatment process as for accelerating structures, and then mechanically stressed for the

same number of pulses as used for conditioning of accelerating structures. Comparison

of the copper samples and autopsy of accelerating structures showed similar damage and

mechanical hardening on the surface.

2.3.5 Review of SW Single-Cell Breakdown Physics Program at SLAC

A separate track of studies that focus on SW cavities to investigate the physics of rf break-

downs started as a collaboration between SLAC, KEK, and INFN [120]. This series of exper-

iments seek to investigate the dependence of rf breakdowns on the geometry and materials

of the accelerating cavities, ,which requires the construction of many expensive accelerating

structures. To decrease the cost, a smaller single-cell design was chosen with a modular

reusable TM01 mode launcher as the coupler [105]. The single-cell design is SW structure

in the π mode with three cells, however the rf fields are twice as large in the middle cell. A

rendering of an example single cell accelerating structure is shown in Figure 2.7. Because of

the difference in electric field, nearly all of the rf breakdowns will occur in the central cell.

The two outer cells are included so that the fields in the center cell mimic the field shape of

a multi-cell linac [90, 123]. This experimental design has allowed for the testing of over 50

structures to date.

An early important study progressed with three geometries, each with varying iris radii.

The varying size of the radii changes the ratio of the accelerating gradient to the maximum

surface magnetic field and the shunt impedance. The results of the experiment showed that

the rf breakdown rates for the three structures correlated with the peak surface magnetic
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(a)

(b)

Figure 2.7: (a) Geometry of an example single cell accelerating cavity with cylindrical sym-

metry (b) A Solid Edge [121] 3D rendering of the same structure. Image courtesy [122]
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field rather than the peak surface electric field when the rf pulse length was the same for

all three geometries. Further investigation of one of the structures by varying the rf pulse

length showed the correlation is specifically with the peak pulsed heating rather than the

peak surface magnetic field in general [123]. These results are shown in Figure 2.8. A

later review of the same data showed that the dependence of the BDR on pulse length is

stronger than would be expected for a pulse heating dependence, however the difference

is not significant [124]. In these same results it was discovered that BDR ∝ G46 in SW

structures.

When the iris radii of single-cell structures are varied, the ratio of the modified Poynting

vector and the peak pulsed heating stays relatively constant. To investigate the effect of the

modified Poynting vector on rf breakdown rates, three single-cell geometries were designed

so that they had varying ratios between the peak pulsed heating and the Poynting vector:

one geometry that had the middle radius of the previous set of experiments, one geometry

that was side coupled instead of on-axis coupled, and a different geometry was included that

had been designed with rounded cells to reduce the peak pulsed heating [107, 125]. The side-

coupled structure has an elevated breakdown rate compared to an on-axis coupled structure.

However, in the results of this experiment the BDR of the three geometries correlates together

with the modified Poynting vector than with the peak pulse heating [107] as evidenced in

Figure 2.9. Also, when the structures were disassembled most of the locations of breakdown

damage appeared to be located in areas of large Poynting vector, rather than areas of large

peak surface magnetic field.

Another important result of single-cell structure tests was reproducibility. Identical struc-

tures of many single cell accelerating cavities were constructed and tested, and the multiple

tests have been consistent with each other. In addition, results would be reproducible for

identical structures created by different laboratories. Therefore, breakdown performance

can be interpolated to new structures, and these results imply that structure geometry and

material properties are the main input parameters when trying to predict breakdown per-

formance [115].

Experiments were conducted testing copper alloys such as CuCr, CuZr, and CuAg as
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Figure 2.8: (a) BDR vs peak surface electric field and (b) BDR vs peak magnetic field for

three structures with varying iris radii, which changes the shunt impedance of the structure,

structures 1, 2, and 3 have increasing iris radii, and decreasing shunt impedance. (c) BDR

vs peak surface magnetic field and (d) BDR vs peak rf pulsed heating for three different rf

pulse lengths in the same accelerating structure. The BDR appears to correlate the strongest

with the rf peak pulsed heating for all cases [123].
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(a) (b)

Figure 2.9: BDR vs (a) peak pulsed heating and (b) modified Poynting vector. The BDR

of three structures correlates better to Modified Poynting vector than to peak pulsed heat-

ing [107].

these alloys are harder than Cu, and the pulsed heating experiments showed less damage in

these materials. All of these alloys showed similar performance to a similar Cu structure [115,

126]. Another structure was tested instead with a coating of TiN, which has been shown to

decrease secondary electron emission [127]. This structure had lower gradient than soft Cu

for a similar BDR [128].

The next step that was taken was to explore manufacturing single-cell cavities from harder

materials. When a copper cavity is brazed, the metal is softened by the heat treatment. So,

to avoid brazing, a special vacuum container was developed, in which the structures would

be assembled by the cells being clamped together. Many materials have been tested with

the clamped method: hard Cu, ultra-hard Cu, hard CuCr, hard CuZr, and hard CuAg.

The hard qualifier means that the structure did not go through a heat treatment during

manufacturing that would soften the material. The ultra-hard Cu was created by equal-

channel angular extrusion pre-machining [129]. The results of this experiment showed that

hard Cu and ultra-hard copper cavities performed similarly with up to 175 MV/m for BDR

near 10−4 breakdown/pulse/m, but both were larger than the soft-Cu cavity that reached

150 MV/m, with similar breakdown rates [130]. Hard CuCr and CuCr performed worse
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Figure 2.10: Summary of BDRs for hard Cu, hard Cu, and hard CuAg. Hard CuAg exhibits

the largest gradients of all previously tested single cell accelerating structures for a constant

BDR [91].

than soft Cu, with higher BDRs for similar gradients. It was hypothesized that material

precipitated on the surface, creating favorable locations for rf breakdowns [126]. Of all the

tested materials, the hard CuAg performs the best, with 200 MV/m accelerating gradients

at similar breakdown rates to the 175 MV/m for hard Cu and 150 MV/m for soft Cu [91].

A summary of the performance in hard Cu and hard CuAg is compared to soft Cu is in

Figure 2.10.

Another avenue for structure hardening that was pursued was to create clad structures,

in which regions of high peak pulse heating and mechanical stress are made of harder mate-

rials such as stainless steel (SUS) and Mo, while the rest of the structure is Cu, as described

in [131]. These structures are clamped together rather than brazed, which can cause stress

at the bi-metal joints. Both tested clad structures performed worse than soft Cu. The hy-

pothesis for the degraded performance is that the thermal cycling from the rf pulsed heating
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cause stress at the bi-metal joints, decreasing quality and again increasing the BDR [132].

With the success of the hard Cu and hard CuAg experiments, further structures were

developed to leverage the apparent advantage of harder materials. Alternative cell-joining

technologies were developed and tested that allow assembly of practical accelerating struc-

tures without heat treatment, namely electroforming and electroplating [133, 134]. Both

of these techniques with Cu have shown similar results to soft Cu so far; with problems

remaining in the manufacturing process. Other alternative manufacturing schemes are form-

ing structures from milled halves [135] or quadrants [136] that can then be welded, avoiding

heat treatment. These structures also have shown gradients up to 125 MV/m compared

to 150 MV/m in soft Cu for similar BDRs, and again require more development of the

manufacturing techniques.

Finally, an alternative geometry was designed to test the dependence of BDR on magnetic

fields, a dual-mode cavity was designed with independent electric and magnetic field control

and fed by two klystrons[137]. The BDR was shown to strongly correlate with the strength

of the magnetic field as the electric field was held constant [91].

2.4 Theoretical Developments in the Understanding of RF Break-

downs

A current theory is that vacuum rf breakdowns are caused by movements of crystal defects

induced by periodic mechanical stress [138]. The model posits that dislocations form in

the metal at locations of crystallographic defects and voids in the presence of large surface

electric fields, Es. The movement of these locations dislocations can lead to the necessary

mass transport to cause protrusions on the copper surface of the cavity. Once a protrusion

forms, field enhancement on the tip will create field emission and a thermal runaway that

cause the tip to ablate into the vacuum, creating the plasma to cause a breakdown. The

stress that causes the defect movement may be caused by pulsed surface heating, large electric

fields on the metal surface, or other reasons. This theory predicts the empirical scaling of

breakdown rate with respect to gradient, for room temperature structures with breakdown
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Figure 2.11: Dependence of BDR on the surface electric field ES in the defect-stress

model [138]. A BDR of 1 is if the structure breaks down every pulse. The empirical E30
S

scaling is also included for reference. The dependence of BDR on ES becomes significantly

steeper as the temperature is decreased.

rates on the order of 10−5 − 10−9/pulse/m with the following equation:

BDR ∝ exp
(
ε0E

2
s∆V

kBT

)
, (2.13)

where kB is the Boltzmann constant, ∆V is the relaxation volume of a defect, which depends

on the material, T is the temperature, and ε0 is the vacuum permittivity.

An intriguing consequence of this theory, is that the temperature dependence of the

theory predicts that for low temperatures the dependence of BDR on T is larger as shown in

Figure 2.11. If this consequence is true, then it may be possible to reach exceedingly large

accelerating gradients with very low BDRs using cryogenic accelerators.

A DC experiment was designed to test breakdown thresholds at CERN. The system

consists of a high voltage source that operates with a repetition rate of up to 1 kHz, and

has a variable gap to increase the gradient applied to the metal samples. The breakdown
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threshold for different materials varied strongly based on the crystal packing. This finding is

consistent with the dislocation-stress model, where the packing with the lowest dislocation

mobility showed tolerance for the largest surface electric fields, and high mobility metals had

low thresholds [139].

Another group has shown that breakdown statistics for high gradient experiments using

Cu can be described by a stochastic model of dislocation creation and depletion that depends

on the applied surface electric field [140]. A vacuum breakdown event will occur when the

dislocation population crosses a critical level, continuing in the process described above. If

this theory is correct, it may be possible to detect precursors to a breakdown when the

dislocation population has crossed across the critical level, but the vacuum breakdown has

not yet occurred. The precursor may be extra field emission [141], but so far has not been

detected.
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CHAPTER 3

Cryogenic Normal Conducting Resonant Cavities

As was discussed in the previous chapter, decreasing dislocation mobility is currently hy-

pothesized to decrease the BDR for a given accelerating gradient. One possible method to

decrease the dislocation mobility is to decrease the operating temperature of the accelerating

structure. At decreased temperatures the rf surface resistance and coefficient of thermal ex-

pansion, αT , decrease, while the yield strength and thermal conductivity increase [142, 143].

The increase in hardness decreases the mobility of dislocations. Also, as the rf surface resis-

tance decreases and thermal conductivity increases, the rf pulsed heating, equation 2.12, will

decrease. Finally, since the thermal stress is proportional to αT∆T , then the thermal stress

will decrease significantly as the coefficient of thermal expansion decreases along with the

peak rf pulsed heating. The physical properties of cryogenic copper make it a very promising

candidate for high gradient operation.

3.1 History of RF Cavities at Cryogenic Temperatures

Of these properties, the decrease in rf surface resistance has been studied the most with

regard to resonant cavities. In cryogenic copper, the rf surface resistance is well described

by the theory of anomalous skin effect (ASE) [144], which is shown in A.2. Measurements

of the rf losses agree with this theory to within 10% at a range of frequencies: 1.17, 1.4, 3,

5.7, 9.3, 11.4, and 35 GHz [145–153]. These experiments used the Q0 of resonant cavities at

very low fields and sub Watt rf power to measure the rf surface resistance.
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3.1.1 High Power Tests

There is little data on the sustainable electric fields of copper cavities at temperatures be-

low 100 K with high input rf power, corresponding to surface electric fields greater than

75 MV/m. The results of an experiment at 9.3 GHz, 77 K, with 150-300 kW input peak

power found surface electric fields up to 50 MV/m [151]. In another study conducted at

5.7 GHz, 20 K, showed surface fields up to 65 MV/m [147].

An experiment at 3 GHz, 77 K with surface electric fields up to 300 MV/m, however they

also showed a decrease of Q0 with increased fields [153]. In this experiment, two cavities were

used with varying ratios of peak electric field to peak magnetic field. The authors report that

the decrease in Q0 is correlated with surface magnetic fields rather than the peak surface

electric field. The explanation posited is the Q0 decrease is possibly caused by multipactor

discharge [154]. Multipactor is the process where electrons inside the cavity are accelerated

into a wall, causing secondary electron emission.

In the experiments above, the breakdown rate was not considered. A study conducted at

CERN attempted to show the relation between rf breakdown rate and decreased tempera-

tures. Cavities with frequencies between 21 and 39 GHz showed no dependence of breakdown

rates on temperature between 100 and 800 K [155].

To build on the previous results in the literature and with the end goal of specifically

measuring BDR at cryogenic temperatures, a series of copper resonant cavities were devised.

The first resonant cavity constructed, the TE dome cavity, was originally designed to be used

in a superconducting material test bed, but has been also used to measure the low power

properties of cryogenic copper. After the low temperature rf surface resistance of copper

at 11.4 GHz was measured, a single cell cryogenic accelerating structure was devised, and

multiple cavities were constructed. To extend the study of cryogenic breakdown physics to

a lower frequency and to support the proposal of a 2.856 GHz cryogenic photoinjector 5,

a S-band low power test cavity was constructed. Finally, a high power single cell S-band

accelerating structure has been designed and is currently under construction. I will discuss

the design and results from each of these resonant cavities in this following chapter.
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Figure 3.1: E (right half) and H (left half) field maps of the sample testing cavity. Detachable

sample plate is located on the bottom of this picture [150].

3.2 TE Dome Cavity

This first cavity was originally designed to measure samples of superconducting materials.

For that reason, a removable 3-in. diameter sample plate was used in the design to allow for

testing of many samples. A hemispherical geometry operating in the TE013 mode was chosen.

This specific electromagnetic mode has reduced electric field on the sample, to remove the

likelihood of multipactor. This mode also avoids current flow across the gap between the

sample and the rest of the cavity, which avoids issues of breakdown at these gaps. The fields

and geometry of the TE dome cavity are shown in Figure 3.1. The TE dome cavity, and

all subsequent structures will be assumed to be manufactured from copper with residual

resistivity ratio of 400. Residual Resistivity Ratio (RRR) is the ratio of the resistivity of a

copper sample at room temperature and at 4 K. RRR ranges from 40 to over 2000 for mostly

pure copper samples.
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The geometric factor, DCav of a resonant cavity is defined by

DCavRS = Q0. (3.1)

In this case specifically, a geometric factor can be defined each for the sample and the rest

of the cavity separately. The separate geometric factors are then used to find the RS of a

sample, even when the sample and cavity are different materials. The equation describing

the relations between Rs and D are:

RsCav = 1
( 1
DCav

+ 1
DSamp

)Q0ref
, (3.2)

RsSamp = DSamp(
1

Q0Samp
− RsCav

DCav

), (3.3)

where Q0,ref is the Q0 measured with a reference sample, with the same physical properties

as the rest of the cavity, and Q0,Samp is the Q0 of the cavity measured when a given sample

is installed.

To maximize the effect of the sample on the cavity Q0, the geometric factor of the sample

was made larger than the geometric factor of the entire cavity: Dsamp = 3742, DCav =

1967[150]. The value of the geometric factors were calculated using HFSS [156].

For measuring the Q0 at cryogenic temperatures, the TE dome cavity was placed inside a

cryostat and cooled down using a Cryomech PT415 cryorefrigerator, where the temperature

could be reduced to near 3 K. The cavity was coupled to the external power source through

a circular TM01 waveguide and a TM01 to TE01 mode converter [105]. Figure 3.2 shows

the heat shield around the cavity and cryocooler before being lowered into the cryostat. A

Keysight N5242A vector network analyzer (VNA) is connected directly to the mode converter

and is used to measure the Q0, QE, and f0 of the resonant cavity at the given temperature.

The method of deriving the properties of a cavity with a VNA is outlined in C.3.1. The QE

of the system is near 310,000 and varies little with temperature, and f0 is near 11.4 GHz at

4 K.

To scan Q0 over temperature, the cavity is initially cooled to 3 K, and then heated using

resistive heaters while the VNA records data every 0.1 K change.
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Figure 3.2: Picture of the heat shield around the cavity and cryocooler head before being

lowered into the cryostat. Also shown are the input circular waveguide and cryostat.
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Figure 3.3: RF Surface resistance of the X-band accelerating cavity (blue), compared to

theoretical value (red) calculated for copper with International Annealed Copper Standard

(IACS) 100% and RRR=400.

3.2.1 Low Power Copper Measurements

Using data presented in [150], I analyzed the data to find RS and compare to the ASE model.

The results are shown in Figure 3.3. In this measurement, there is good agreement between

the experimental and theoretically calculated determined Rs , with a slight increase in RS

at very low temperatures in the experimental values compared to the ASE theory.

3.2.2 High Purity Copper Samples

In 2010 four different samples were measured; a 6N (99.9999% pure) sample, two separate

7N (99.99999% pure) samples with large grains, and a 7N sample that was processed to have

small grains. The first large grain 7N sample was tested and then chemically etched before

being tested again. The calculated rf surface resistance for these samples, the reference

sample, and the theoretical prediction for the rf surface resistance are included in Figure 3.4.
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Figure 3.4: Rs of 5 measurements of high purity copper. Also included is the theoretical

model for IACS 100% and RRR=400 and the reference sample of 4N Cu.
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High purity copper samples are expected to have very large RRR values, leading to

exceedingly small values of DC electrical resistance. However, in the ASE theory as the

RRR of copper increases, the low temperature value of RS does not rise significantly, as

explained in A.2.2. In these results the high purity Cu samples actually have a larger rf

surface resistance than the standard 4N (99.99% pure) Cu at low temperatures. There is

also evidence of a minimum in the rf surface resistance around 33 K, after which, the rf

surface resistance actually increases as the temperature decreases further. These results

imply that another effect even past the ASE theory may occur as the electron mean free

path becomes significantly long.

3.3 X-Band Single-Cell Cavity

With the data from the X-band TE dome cavity, an X-band cryogenic DLW accelerating

structure was designed to continue the study of rf breakdown physics via the single cell SW

cavity program. The shape of the cryogenic X-band single cell accelerating structure was

based on the highest impedance structures from the single cell program described in 2.3.5,

with elliptical irises with radius of 2.75 mm and thickness 2.0 mm. We use the same geometry

to directly compare our room temperature results with those presented here.

RF power is coupled into the structure using a TM01 mode launcher [105]. For the

design of the structure, we used properties of cryogenic copper measured in previous ex-

periments [150]. The structure was designed to be critically coupled, β = 1, at 96 K with

Q0 = 19, 100. At 45 K, the cryogenic cavity is over-coupled with β = 2.12, and at 293 K

under-coupled with β = 0.45. The resonant frequency of the accelerating mode is 11.424 GHz

at 150 K. Table 3.1 includes the calculated parameters for a periodic structure with the same

dimensions of the cryogenic X-band structure for 45 K and 293 K. The measured parameters

at 45 K are included in Table 3.2. The cryogenic cavity does not include a field probe, as

they distort and amplify surface fields and degrade high power performance. To determine

the electric fields we instead use the measured input rf power to the cavity (forward power),

rf power reflected from the cavity, and signals from the current monitors which intercept the
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Parameter 293 K 45 K

Q-Value 8,590 29,000

Shunt Impedance [MΩ/m] 102.891 347.39

Hmax [MA/m] 0.736 0.736

Emax [MV/m] 507.8 507.8

Eacc [ MV/m] 250 250

HmaxZ0/Eacc 1.093 1.093

Losses in a cell [MW] 7.97 2.36

Peak pulsed heating (150 ns) [K] 86.9 21.9

a [mm] 2.75 2.75

a/λ 0.105 0.105

iris thickness [mm] 2 2

Iris ellipticity 1.385 1.385

Table 3.1: Parameters of periodic accelerating structure with π phase advance per cell and

dimensions of the Cryo-Cu-SLAC middle cell at 45 K and 293 K. Fields are normalized to

Eacc = 250 MV/m for f0 = 11.424 GHz. Peak pulsed heating is calculated for a pulse with

150 ns flat gradient.

field emission currents.

Two of these structures were constructed and tested, named 1C-SW-A2.75-T2.0-Cryo-

Cu-SLAC-#1 and #2. Figure 3.5 shows the geometry and fields, and Figure 3.6 shows a

measurement of the on-axis electric fields in 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 using

the bead-pull method (see [157]) on the second structure. Figure 3.7 is a picture of the

bead-pull setup with 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 and a mode launcher [105].

3.3.1 Experimental Setup

The cavity was placed inside a cryostat and cooled by a pulse tube cryocooler, the Cryomech

PT-415. The cold head of the cryocooler was in thermal contact with the cavity. The input
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Parameter Value

f0 [GHz] 11.4294

Q-Value 30,263

Hmax [MA/m] 0.736

Emax [MV/m] 507.8

Eacc [ MV/m] 250

Coupling β 1.97

Power lost in walls [MW] 3.46

Table 3.2: Measured parameters of full Cryo-Cu-SLAC-#2 shown in Figure 1. Fields are

normalized to Eacc = 250 MV/m in the middle cell at 45 K.

Figure 3.5: Electric and magnetic fields for the cryo cavity. The fields are scaled to 2.5 MW

dissipated in the cavity. T=45 K and Q0 = 30, 263. a) shows the surface electric fields, with

a maximum 400 MV/m. b) shows the surface magnetic fields, with a maximum 580 kA/m.
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(a)
(b)

Figure 3.6: (a) Measurement of the on-axis electric fields using the bead-pull method, scaled

to the maximum on-axis value. (b) Surface electric and magnetic fields along the surface for

the X-band cryo cavity, scaled to 250 MV/m maximum electric field on the axis.

waveguide was connected to the outside of the cryostat by the TM01 mode launcher [105].

For the first experiment, 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#1 was connected to the

mode launcher with two rf chokes in the circular waveguide as described in [158]. These rf

chokes create a gap in the circular waveguide that functions as a thermal break, preventing

heat conduction from the room temperature mode launcher to the cryogenic structure. How-

ever, the rf chokes also connected the vacuum inside the cryostat to that of the accelerating

structure.

In the second experiment, the rf chokes were removed. In addition, the vacuum of the

cryostat and 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 were explicitly separated by brazing a

thin piece of copper foil over the beam pipe of the cryogenic X-band cavity. A diagram and

photo of the cryostat in the configuration for the second structure are included in Figures 3.8

and 3.9.

For low power measurements, I used a VNA, the Keysight N5242A. With the VNA

we measured the dependence of the reflection coefficient on the rf frequency to find the rf

parameters as described in C.3.1.

For high power measurements, the rf source was a SLAC 50 MW XL-4 klystron. We
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Figure 3.7: The setup of a bead-pull measurement with 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-

#2 and a mode launcher.
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Figure 3.8: (a) Solid model of the cryostat and (b) zoom in on Cryo-Cu-SLAC-#2 in same

model. 1 - Cold head of cryocooler; 2 - current monitor; 3 - brazed metal foil; 4 - Cryo-Cu-

SLAC-#2; 5 - rf flange; 6 - thermal shield; 7 - Cu-plated stainless steel waveguide; 8 - rf

input.
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Figure 3.9: Photo of experimental setup: 1-WR90 waveguide towards the klystron; 2- pulse

tube cooler; 3-helium lines; 4-WR90 directional couplers; 5-vacuum chamber of the cryostat;

6- TM01 mode launcher.
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(a) (b)

Figure 3.10: An example of the rf pulse shaping for the cryogenic X-band structure with

Q0 = 19, 000, β = 1, and f0 = 11.4 GHz. (a) forward and reflected voltage (b) gradient

inside the cavity is flat in time.

pulsed the rf with a repetition rate of 5, 10, or 30 Hz and pulse length up to 1.8 µs. The rf

pulses are shaped in a specific way for this experiment. The initial 150 ns is at high power,

and then afterwards the power level is designed to fall to a level of about 25% the previous

power for the remainder of the rf pulse. The lower power level is chosen to match the rf power

lost by the accelerating structure, and therefore the accelerating gradient remains constant

during the second part. The rf pulse is shaped in this way for two reasons. First, this creates

a more precise measurement of the BDR at specific gradients rather than a varying gradient.

Second the ratio between the initial and secondary power levels is dependent on the Q0,

which adds a verification of the Q0 measurement if the field is flat when it is expected to be.

An example of this pulse shaping and the flat gradient is shown in Figure 3.10.

Figure 3.11 shows a diagram of the high power circuit. The klystron (item-7 in Fig-

ure 3.11) was connected to the cryostat by a network of WR90 waveguides, with a 3 dB

hybrid (5) used to reduce large reflections to and from the klystron. The rf signals were

sampled by two directional couplers (4) directly before the mode launcher. The forward

and reflected signals were measured with a Keysight N1912A peak power meter (14) and

downmixed to 115 MHz (15) to be read by a fast digitizer (13). Two current monitors (3) on

both sides of the cavity intercepted the field emission electrons. One of the current monitors
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was located below the mode launcher and is an Aluminum disc with a radius of 7.94 mm.

The position of the other current monitor is shown in Figure 3.8 and is an Aluminum pin

with radius 1.23 mm and length around 2.5 mm. These current monitors were connected via

coaxial cables to the digitizer.

3.3.2 First Structure

The first structure, 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#1, was tested at high power initially

at room temperature. The BDR was much higher than in the previously tested soft copper

structures. As the structure was tested at decreased temperature, the BDR did not appear

to decrease[159]. Both of these results are shown in Figure 3.12.

As mentioned previously, the vacuum of the cryostat and the first structure were shared.

It was speculated that gases in the cryostat may have contaminated the accelerating struc-

ture, causing an increased BDR.

Changes were then made to the experimental setup for 1C-SW-A2.75-T2.0-Cryo-Cu-

SLAC-#2, as explained in the previous section. The minimal operating temperature is not

as low, but the vacuum inside the accelerating structure is cleaner.

3.3.3 Low Power Measurements of Second Structure

We used the VNA to find the Q0 from 10 to 250 K, the results are shown in Figure 3.13.

The Q0 at low temperatures is lower than expected when compared to the TE dome cavity

data. This measurement occurred after 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 had been

processed to high power. To explain the differences in Q0 between the modes, there may

have been damage caused by high power operation, or the high-field surfaces may have been

affected when the system was vented to perform the low power measurements. The different

modes of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 had different increases in Q0, with the π

mode having the smallest increase and the π/2 mode having the largest. The π mode was

the mode that was operated during high power tests, and would be the most affected by

damage to the middle cell, and the π/2 mode, with little electric field in the middle cell,
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Figure 3.11: Schematic diagram of the experimental setup: 1 - Cryo-Cu-SLAC-#2; 2 - TM01

mode launcher; 3 - current monitors for field emission currents; 4 - high power directional

couplers; 5 - waveguide 3 dB hybrid; 6 - high power loads; 7 - SLAC XL-5 X-band klystron;

8 - variable attenuator; 9 - booster traveling wave tube; 10 - mixer for klystron signal shaping;

11 - signal generator; 12 - arbitrary function generator; 13 - fast digitizer; 14 - peak power

meter; 15 - probes of peak power meter; 16 - mixer for data acquisition; 17 - low pass filters;

18 - signal generator for data acquisition; 19 - cryostat envelope. Not numbered: cross guide

directional couplers that couple signal between low pass filter (17) and probes (15) and (16)

and low power rf loads which are connected to high power directional couplers (4) and cross

guide directional couplers.
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(a) (b)

Figure 3.12: (a) BDR of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#1 (blue) at room temperature

compared to a previously tested soft copper structure (red). (b) BDR of 1C-SW-A2.75-T2.0-

Cryo-Cu-SLAC-#1 at different temperatures.

(a)
(b)

Figure 3.13: (a) Q0 for the three modes of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2, and the

design value for the π mode. (b) Measured S11 for all three modes of 1C-SW-A2.75-T2.0-

Cryo-Cu-SLAC-#2 at room temperature measured by a VNA.
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would be affected the least.

3.3.4 Improvement of Diagnostics and Model of RF System

As will be discussed at length in 4.1, the first high power results for 1C-SW-A2.75-T2.0-Cryo-

Cu-SLAC-#2 exhibited unexplained behavior. The reflected signals from the accelerating

structure could not be reconstructed properly using the Q0 that was expected from the

results of the TE dome cavity. In this section I will explain my first attempts to explain the

discrepancy, by examining the rf circuit between the klystron and 1C-SW-A2.75-T2.0-Cryo-

Cu-SLAC-#2, as well as the diagnostic equipment for measuring the rf signals.

The first step I took was to attempt a low power frequency scan of the reflection coefficient

using the Klystron. The original idea was to recreate the VNA data without disconnecting

the full rf circuit as needs to be done with the VNA. Klystrons are not designed for this

use, and have shorter maximum pulse lengths than is ideal for this type of measurement.

Another problem with this is the significant variation of the forward klystron pulse shape

for different frequencies.

The method I used was to create an input square rf pulse with as long pulse length as

possible, around 1 µs, and then scan the frequency. With the data taken from this scan,

I divided reflected signal by the forward signal of the last 200 ns of the signal, where the

resonant cavity reached near the asymptotic value. This value should correspond to the

reflection coefficient of the resonant cavity.

The first test of the rf system I tried was to place attenuators of the same value on the two

long coaxial lines that connected the reflected and forward ports of the directional coupler

to the downmixers. I compared the klystron frequency scan with these attenuators included

and not, shown in Figure 3.14. Since both signals are attenuated by the same value, the

resulting ratio should be the same. Since there is a clear discrepancy between the two scans,

this implies that there are reflections in the coax lines that are disrupting the rf signals.

The solution was to move the downmixers inside the concrete bunker directly adjacent

to the cryostat, reducing the length of this coaxial line. In addition, I added isolators, one-
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Figure 3.14: Comparison of klystron frequency scan with (blue) and without (red) attenua-

tion between the directional coupler and downmixers. The discrepancy implies the existence

of reflections in the coaxial lines.

way attenuators, that significantly reduce reflections. In addition, I added isolators to the

coaxial lines that run from the downmixers to the digital scope, which reduced noise in the

measurements. The final result after these improvements is shown in Figure 3.15. The data

show that the klystron scan finds the same frequency for the modes of 1C-SW-A2.75-T2.0-

Cryo-Cu-SLAC-#2, but the amplitudes are different, and it would be difficult to extract the

rf parameters from this data.

The next step was to examine the rf components between the klystron and 1C-SW-

A2.75-T2.0-Cryo-Cu-SLAC-#2. Initially I used the VNA to measure the accelerating cavity

through the forward and reflected arms of the directional coupler without breaking vacuum

and disconnecting any of the rf plumbing. This is different to the low power measurement

above, which was conducted through the mode launcher when the rectangular waveguide

was disconnected. The problem with the measurement is that the directional coupler has

46 dB attenuation each way, significantly increasing noise in the measurement. To attempt

to fit this data, I created a model of the full rf circuit in a similar vein to the equivalent

circuit models derived in C.3.1. The model is derived in C.5. With this model I was able
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Figure 3.15: Frequency scan of the reflection coefficient using the klystron and VNA.

to accurately represent the data as shown Figure 3.16. This data fit uses the rf parameters

from the previous cold test data.

Using the full rf system model I wanted to know if the rf circuit was altering our re-

flected signal reconstruction. I took a signal that I had measured from the forward port of

the directional coupler. I then compared the reconstructed reflected signal from inputting

this forward signal into the resonant cavity using the model from C, versus the reflected

signal from the full rf system model that would also produce the same forward signal at the

directional coupler. The comparison is shown in Figure 3.17. I found that the two reflected

signals are nearly identical, and that the effects of the full rf circuit are essentially accounted

for by using the forward signal at the directional coupler to recreate reflected signals.

To summarize, the reconstructed reflected signals are the same for the full rf system model

and the simple resonant cavity model, and I could reconstruct the VNA scan of the resonant

cavity through the directional coupler. These combined results imply that we understand

any effects from the full high-power rf system from klystron to accelerating structure, and

that the full system does not affect our measurements of Q0.

The high-power data for 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 is presented in chap-
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(a)

(b)

Figure 3.16: (a) VNA measurement of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 through the

directional coupler (red) and a model of the full rf system (black). (b) Zoom in of the same

data set around the π mode of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2.

70



Figure 3.17: Comparison of a reflected pulse from the full rf system model (blue) and from the

simple equivalent circuit model (orange), using the same forward rf signal. (a) is magnitude

and (b) is the phase of the reflected signal. The differences are small enough that we will

use the simple equivalent circuit model for our experiment.

ter 4.1.

3.4 S-Band Pillbox Cavity

An S-band resonant test cavity was designed to measure the low temperature RS for copper

at 2.856 GHz. This experiment was designed because of the proposal for a S-band cryogenic

photoinjector, as described in Chapter 5.

The cavity design chosen for the S-band tests is a pillbox that was manufactured from

two pieces of copper brazed together, which was chosen for simplicity and cost reasons. Half

of the geometry is shown in Figure 3.18. The radius of the cavity was chosen so that the

TM010 mode will be 2.586 GHz at 20 K. Due to thermal expansion, at room temperature

the resonant frequency is 2.847 GHz.

The length of the cavity was chosen to be 48 mm due to space constraints in the cryostat.

To remove degeneracy of the multipole modes we cut a groove in the outside radius that

breaks the azimuthal symmetry. To couple rf into the cavity we used two separate antennas,

one through the flat wall of the pillbox and the other in the outer diameter. In the first
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Figure 3.18: A Solidworks rendering of the ASE test cavity. The cavity is formed from two

pieces, the cell piece and the faceplate. Coupling is accomplished by the two holes, which

allow for antennae insertion. The notch in the side is to break the degeneracy of higher order

multipole modes.
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(a) (b)

Figure 3.19: Surface electric and magnetic TM010 fields of the S-band cavity. Fields are

normalized to 1 mJ stored energy.

experiment we used only the antenna in the flat wall to couple to the TM010 mode. Since

the other antenna does not couple to the TM010 mode, it has minimal little effect on the

measurement.

The Q0 of the cavity was designed to be 18,000 and the geometric factor was calculated

to be DCav = 252. The external coupling of the cavity was tuned by changing the length of

the antenna and was designed to be close to critical coupling at cryogenic temperatures. The

calculated surface electric and magnetic fields are shown in Figure 3.19. Two of the S-band

cavities were manufactured from different copper stocks and by two separate machine shops,

to show the reproducibility of the data. The first cavity was made at SLAC, and the second

at UCLA.

The S-band cryo cavity was tested in the same cryostat used for the TE dome cavity. The

antennae were connected to high voltage SMA feed-throughs to reach out of the cryostat,

which then were connected to the VNA. Due to the SMA feed-through, the equivalent circuit

was modified. The altered fitting model can be found in C.3.2. Temperature scans were

conducted with the same method as described in the TE dome cavity section. Each cavity

was tested separately. Figure 3.20 shows a picture of the S-band pillbox cryogenic cavity on
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SLAC Cav UCLA Cav

4 K 293 K 4K 293 K

Q0 82,931 17,184 83,066 17,375

QE 92,249 80,118 58,272 68,014

f0(GHz) 2.855 2.845 2.856 2.846

Table 3.3: Measured rf parameters for the two S-band cryo test cavities.

the bench with the standard 3.5 mm SMA connections.

3.4.1 Low Power Measurements

RF parameters measured for both cavities at 4 K and room temperature are shown in

Table 3.3. We see that the frequency for both cavities was within a few MHz of the design

and that the measured Q0 was lower than design by about 5%. Once the coupling antennas

were tuned, the coupling beta reached the design value of β = 0.25 at room temperature.

The QE of both cavities varies with temperature. We speculate that this may be caused

by the length of the coupling antenna with changing with temperature. The increase in Q0

from room temperature to 4 K is measured to be 4.82 for the SLAC cavity and 4.78 for the

UCLA cavity.

We performed temperature scans on both cavities, however, the scan on the UCLA cavity

stopped after reaching 50 K due to problems with the network analyzer and we were not

able to repeat the measurement. The cavity from SLAC warmed to 300 K. The measured

values of Q0, QE, and f0 are included in Figure 3.21. We calculated the rf surface resistance

using the geometric factor from the temperature scans, shown in Figure 3.22, compared to

the theoretical value from the ASE model.

Again, there is a discrepancy between the measured RS and the theoretical value. This

may have to do with coupling through the antennae, where any effects due to the change in

temperature were not considered.
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Figure 3.20: Picture of the S-band pillbox cavity
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(a) (b)

Figure 3.21: Rf parameter measurements from the temperature scan. (a) shows the Q0 and

QE for both the SLAC and UCLA cavities. (b) shows the f0. The thickness of the lines are

the error bars from fitting to the VNA data.

Figure 3.22: RF Surface resistance of S-band accelerating cavities, SLAC (blue) and UCLA

(green) compared to theoretical value (yellow) for copper with IACS 95% and RRR=400.
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3.4.2 Direct Skin Depth Measurement

As mentioned in B, the skin depth of a metal will change the resonant frequency of any cavity

constructed from that metal. As the electromagnetic fields penetrate farther into the metal

surfaces, the volume effectively becomes larger, decreasing the resonant frequency. I have

calculated the change in frequency versus temperature due to the change in skin depth in two

ways. First, using cavity perturbation theory, where frequency changes can be calculated for

adding or subtracting small volumes to a resonant cavity [160]:

ω2 − ω1

ω1
∼
∫

∆V (µ0|H|2 − ε0|E|2)dV∫
∆V (µ0|H|2 + ε0|E|2)dV , (3.4)

where ∆V is the volume of the cavity walls where the skin depth penetrates, ω1 is the

unperturbed frequency, and ω2 is the frequency the cavity resonates at. For this exercise I

will assume the pillbox cavity is a perfect cylinder, then the integration into the boundaries

is possible to complete without the aid of a finite element electromagnetic solver. The

dependence of the electric and magnetic fields on depth into the conductor is defined in A.2.1.

The second method to calculate the frequency shift is from the derivation of the differ-

ential equation that governs the fields inside the cavity B, where

ω2 = ω1√
1 + ζIm/Q0

, (3.5)

where ζIm is defined in B.

Finally, the thermal expansion and contraction of the cavity shifts the frequency as the

temperature changes as well. This frequency change should be accounted for to be able

to measure the frequency change due only to changes in the skin depth. However, the

uncertainty in measured values of the coefficient of thermal expansion, αT , are significant,

with relative errors in the percent range [143]. Since the change in frequency due to thermal

expansion is around 10 MHz, while the frequency change due to skin depth is near 100 kHz,

the percent error in αT dominates the exercise.

The resulting calculations and experimental measurements from the SLAC cavity are

shown in Figure 3.23. The measured frequency change is larger than either model, however,

the behavior more closely matches the model from the differential equations in B.
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Figure 3.23: Measurements and estimates of the frequency change due to the change in

rf skin depth. Blue is the measured frequency minus the expected frequency change due

to thermal expansion. Red is the expected change based on the model from differential

equations governing electromagnetic fields inside resonant cavities. Green is the expected

change due to cavity perturbation theory. The error bands are from the error in the value

of thermal coefficient of expansion.
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3.5 Design for S-Band Single-Cell Cavity

With low power cryogenic copper RS S-band data completed, I then created a design for

a S-band cryogenic single cell copper accelerating structure. The approach and geometry

are the same as the X-band single cell structures, discussed in 2.3.5 and 3.3, where most of

the dimensions have been scaled up by a factor of 4. The ratio between the iris radius and

the wavelength was kept the same: 0.105 = aIr/λrf. The electric field along the axis will be

designed to reach a peak in the center cell, twice that of the outer cells, as is standard for

these designs.

The difference between the cryogenic S-band and cryogenic X-band single cell cavities

are two-fold: the outer diameter of the cells in the S-band design are rounded to increase

the Q0 and reduce the peak surface magnetic field, and the S-band design is significantly

overcoupled. The choice of the coupling value will be discussed later this chapter in 3.5.1.2.

A new S-Band TM01 mode launcher was designed that reduces the quadrupole compo-

nent, which will convert the circular waveguide on the single cell cavity to the external TE01

rectangular waveguide. The Quadrupole free mode launcher will be discussed in chapter 5.3,

as the mode launcher will also be used for the TOPGUN design.

3.5.1 Design Considerations

SUPERFISH[161], a 2D finite element electric field solver, was used to design the geometry

of the S-band accelerator cavity, and verified with HFSS[156], a 3D finite element electric

field solver. The automated SUPERFISH toolkit described in 5.1 and [162], was used to

quickly optimize the design. The geometry and field maps are shown in Figure 3.24. The

on-axis electric field and the surface electric and magnetic fields for the cavity in the π mode

are shown in Figure 3.25.
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Figure 3.24: Geometry and fields of the cryogenic S-band accelerating cavity. The fields are

scaled to 250 MV/m maximum field on axis. The maximum electric field is 267 MV/m and

the maximum H field is 382 kA/m.

(a)
(b)

Figure 3.25: (a) On-axis electric field (b) surface electric (blue) and magnetic (purple) fields

all scaled to 250 MV/m maximum electric field on axis. Fields are calculated by SUPER-

FISH.
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(a)
(b)

Figure 3.26: (a)Expected temperature dependence of f0 (blue) and Q0 (purple) for the π

mode frequency in the S-band cryogenic single cell structure. (b) Expected results from a

frequency scan for the S-band single cell cavity from a network analyzer. Expected Q0 is

adapted from the S-band cryogenic pillbox results. Expected f0 is from the expected thermal

expansion of copper.

3.5.1.1 f0 and Q0

The SLAC 5045 S-band klystron can operate in the frequency range 2856 ± 10 MHz [163].

Therefore, the resonant frequency of the cavity must be within this bandwidth from room

temperature to 20 K. The frequency of the π mode at 300 K was chosen to be 2.85 GHz.

As the cavity is cooled to 20 K the frequency will increase to 2.86 GHz. The expected Q0

dependence on temperature is taken from the results of the cryogenic pillbox S-band cavity.

At cryogenic temperatures Q0 will increase to more than 90,000. The predicted temperature

dependence of the frequency and Q0 for the π mode are shown in Figure 3.26, as well as the

expected VNA measurement for all three modes of the accelerator.

3.5.1.2 Coupling

Because of the change in the Q0, the rf coupling β will also increase by a factor of 4.7

from room temperature to cryogenic temperatures. We have chosen to use a 15 MW 3.5 µs

klystron pulse for this experiment. We would like to choose a coupling that will allow the
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Figure 3.27: The max gradient reached at different temperatures for three different coupling

betas at room temperature. Critical coupling was chosen, since it has the larger gradient

achieved.

maximum possible accelerating gradient to be reached using these rf pulse parameters.

We calculated the expected gradients achieved by the S-band experimental set-up using

the following equation,

G[t] =
√

4βZPin

(1 + β)2L

(
1− e−

2πf0(1+β)t
2Q0

)
, (3.6)

where G is the gradient in the central cell, L = 0.13 cm is the length of the cell, and Z

is the effective shunt impedance of the middle cell. Figure 3.27 shows calculations for the

accelerating gradient achievable at cryogenic temperatures for the given rf input pulse at

three different choices of β at room temperature (the β will be larger by a factor of 4.7 at

cryogenic temperatures) . From these results we have chosen the room temperature coupling

to be β = 1.
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Quality factor (Q0) 19,989

π mode frequency f0 2.85 GHz

Stored energy (U) 10.2 J

Shunt Impedance (Z) 57.4 MΩ/m

Max Magnetic Field (Hmax) 275 kA/m

Max Electric Field (Emax) 195.8 MV/m

Losses in one cell 9.165 MW

HmaxZ0/Eacc 1.036

Coupling β 1.0

Table 3.4: RF properties for a periodic cell calculated at room temperature. Values are

normalized to an accelerating gradient of 100 MV/m.

3.5.1.3 Final RF Parameters

We calculated parameters for the π mode of a periodic accelerating structure with the same

dimensions as the middle cell of our cavity to give an effective shunt impedance and accel-

erating gradient for the middle cell. These rf parameters, calculated at room temperatures

are contained in Table 3.4.

3.5.2 Thermal Considerations

As the cryogenic S-band single structure operates far below room temperature, thermal

management is an important issue. The amount of heat that can be dissipated into the

cavity is limited by the cryocooler, or else the operating temperatures will continually rise.

I will consider the projected thermal load of the S-band cryogenic single cell accelerating

structure when operating with large gradients.
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Temp. (K) 4 20 30 40 50 77 300

Q0 94,352 93,419 90,080 82,787 73,249 51,281 19,989

Coupling β 4.66 4.62 4.46 4.12 3.64 2.54 1

Pk. Elec. (MV/m) 261 261 260 257 253 237 179

Ener. Diss./Pulse (J) 8.45 8.51 8.80 9.46 10.59 14.46 27.06=7

∆T (K) 8.62 7.52 7.92 9.61 17.67 24.84

Table 3.5: Coupling and Gradient reached at different temperatures for the S-band cryo

accelerating structure. Also included are pulse heating and rf surface losses per pulse. Data

for 15 MW 3.5 µs flat pulse

3.5.2.1 Heat Load in Accelerating Structure

To calculate the energy dissipated per pulse we used the equation

Pdissip[t] = ω0U [t]
Q0

, (3.7)

where the stored energy is calculated by SUPERFISH, and is proportional to the square of

the electric field. We assume a square input rf pulse, and that the electric field inside the

cavity charges and decays exponentially with the time constant 1.15. The magnitude of the

electric field is defined by 3.6. To find the total energy dissipated, the power is integrated in

time.

The pulse heating was calculated from the diffusion equation assuming the thermal prop-

erties of copper are static at the starting temperature of the pulse. This is a bad assumption

for 4K, which was therefore not computed. For other temperatures this appears to be a good

assumption, since the pulse heating is only on the order of ∆T = 10 K , where the material

properties of copper are relatively stable.

Table 3.5 shows the calculated gradient, power dissipation, and rf pulse heating for our

S-band experiment. The cryocooler that we are using can remove around 40W at 10K,

therefore this structure will be able to operate at a minimum of 1 Hz repetition rate.
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3.5.2.2 Heat Load in Cylindrical Waveguide

A worry was that as the power travels through the circular waveguide, power would be lost as

heat in the waveguide and be conducted back to the accelerating cavity. This is a calculation

to show how much power is lost in the waveguide during high power operation, including

forward rf power from the klystron and reflections from the cavity.

The waveguide is cylindrical with radius, R = 1.81in = 45.974mm. At first the sur-

face resistance is left as a variable to allow for other waveguide materials. This derivation

follows [164].

The rf will travel in the TM01 mode at 2.856 GHz where the cutoff wave number and

βwg are:

kc = 2.405
R

radians/m (3.8)

β =
√
k2 − k2

c

The electromagnetic fields for this mode are

Eρ = −iβE0

kc
J ′n(kcρ) exp(−ıβz) (3.9)

Hφ = −iωε0E0

kc
J ′n(kcρ) exp(−ıβz).

From this we can calculate the power flow in the waveguide:

P = 1
2Re

∫
A

~E × ~H∗ · d~a (3.10)

= π(|E0|2
βωε0R

2

2k2
c

J2
1 (kcR)).

The power lost in the walls per unit length becomes

dPwall

dz
= Rs

2

∮
l
|n× ~H|2dl (3.11)

= RsπR|E0|2
(
ωε0
kc

)2
J1(kcR)2

We can then define the attenuation constant in the waveguide:

αwg ≡
1

2P
dPwall

dz
(3.12)

= Rs
ωε0
βR

.
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Figure 3.28: Power transmitted to and reflected from the cryogenic S-band cavity with

β = 4.66 and Q0 = 93, 419. Blue is the reflected rf power and red is the input rf power.

Since αwg is small, we can expand the exponential that gives the power deposited Pwg =

Pin2αwgz. Then for a 15 MW input pulse of 3.5 µs the power deposited is 12.33 Rs J/pulse/m.

We can use the time dependent equivalent circuit model from C.4 to calculate the reflected

power from the cavity. Using the parameters for the system at 20 K, where Q0 = 93, 419

and β = 4.66 is the coupling of the system, then Figure 3.28 shows the reflected and input

rf power.

The result of integrating the reflected rf power is 35.54 J/pulse is reflected back to the

waveguide. Combining power lost in the waveguide from the input and reflected power gives

the result, 20.56 Rs J/pulse/m.

Gordon Bowden incorporated this information into a model to calculate the temperature

distribution along the waveguide from room temperature at the mode launcher. The result

of the calculation show that 5.2 Watts will flow from the waveguide into the thermal shield of

the cryocooler, when incorporating IR radiation from the environment and the pulse heating
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Figure 3.29: Temperature distribution of the circular waveguide assuming the end tempera-

ture are fixed. Heat input is from conduction via the room temperature mode launcher, IR

radiation, and rf pulse heating of the waveguide [165]

Figure 3.30: CAD model of the SW accelerating structure

of the waveguide, as seen in Figure 3.29 from [165]. This is an acceptable amount of heat

that the cryocooler can handle, and the accelerating structure will generate significantly

more heat and will limit operation first.

3.5.3 Mechanical Drawings

The mechanical engineers at SLAC (Diana Gamzina, Ann Sy, Charlie Markusen, Andy

Haase, Charles Yoneda, and Gordon Bowden) worked with me to create drawings and en-

gineering models for the S-band cryo single cell structure, Figure 3.30, and experimental

setup, Figure 3.31. Manufacturing is now underway.
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Figure 3.31: CAD model of full experimental setup, including the mode launcher, SW accel-

erating structure, cryocooler, and cryostat.
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CHAPTER 4

High Power Tests of the Cryogenic X-Band Single Cell

Structure

4.1 Degradation of Quality Factor in High-Power Tests

4.1.1 Evidence of Quality Factor Degradation

The initial data for 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 showed unexpected behavior [159].

I will show an example pulse from this data set in Figure 4.1 at 45 K. In this pulse, the time

constant is measured during the decay of the reflected rf signal and used to find QT . The

measured QT from this pulse was QT = 7, 531. This value would correspond to a tempera-

ture of 133 K, according to the low power measurements with the VNA. The expected QT

value at 45 K would be QT = 10, 183.

To investigate this abnormally small Q0, I conducted a systematic study of the acceler-

ating structure. I measured the cavity for different pulse lengths: 100, 150, 200, 300, 400,

500, 650, and 800 ns flat gradient for a shaped rf pulse as described in Figure 3.10; different

temperatures: 10, 25, 45, 77, 150, 293 K; different repetition rates: 5, 10, 30 Hz; and varying

power levels, from the smallest measurable input rf power to the largest power before being

limited by rf breakdowns. The number of rf power data points taken was between 40 and

50 for each specific combination of temperature, pulse length, and repetition rate. For each

rf power data point, the down mixed rf signals and dark current signals were averaged over

100 consecutive pulses. At each data point, the rf pulse shape was corrected to create a flat

gradient inside the cavity by linear feedback.

From these results, I found that for pulses where the peak surface electric field was less
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(a) (b)

Figure 4.1: (a) Log reflected magnitude and (b) phase for a high-power pulse from 1C-SW-

A2.75-T2.0-Cryo-Cu-SLAC-#2. The box defines the range in time where the time constant

is measured

than 300 MV/m, the equivalent circuit model well-described the data as described in C.

Pulses with peak surface electric fields larger than this value showed discrepancies between

the reconstructed and measured signals. Two example pulses, one with lower input rf power

and surface electric fields < 300 MV/m and another pulse with higher input power are shown

in Figure 4.2. Both of these example pulses had 400 ns flat gradient pulse length input power

and were operate at 45 K and 10 Hz repetition rate. The expected rf parameters values at

45 K from VNA measurements are Q0 = 30, 263, QE = 15, 361, and therefore the cavity is

over-coupled with a β = 1.97.

4.1.2 Calculating Gradients with Dynamic Quality Factor

As mentioned in 3.3.1, there are two current monitors in the system. One current monitor

is located on the mode launcher, far from the accelerating structure. The other current

monitor is on the beam pipe of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2, behind a brazed in

piece of copper foil. The copper foil will stop low energy electrons. Measuring the dark

current from each of the current monitors gives a different value for the field enhancement

βE. βE = 16.2± 0.77 for the current monitor on the structure and βE = 28.1± 2.77 for the
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Figure 4.2: Measurement (red) and linear model (blue) for two pulses with flat gradient

section of 400 ns of low (left) and high (right) power at 45 K and 10 Hz. The input rf pulse

(green), begins at 50 ns and ends at 600 ns. The model agrees with the measured signal

for Q0 = 30, 263 at low power ((a)-(c)). For high power ((d)-(f)), the linear model does not

match the measured rf and dark current signals.
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current monitor on the mode launcher. This βE splitting may be caused by the geometry,

the copper foil, or a combination of both.

In the data it became evident that the Q0 and ω0 of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-

#2 decrease during high power rf pulses, and return to their low power value before the

subsequent pulse. I decided to calculate the electric field insdie the cavity, while allowing

the Q0 and ω0 to vary in time. The time-dependence of these parameters would be found

by fitting to the measured rf and dark current signals. The framework for calculating the

electromagnetic fields inside a resonant cavity with changing rf parameters is derived inB,

and I will use equation B.42. For this model, t1 is defined as the beginning of the rf pulse,

t2 as the beginning of the flat part, and t3 as the end of the flat part. This model will be

termed the nonlinear model, while the equivalent circuit model is the linear model.

For fitting the model, I used dark current signals as the primary driver of the fit quality.

The rf pulse is shaped to create a flat gradient for a portion of the pulse, and whether

the resulting gradient is flat or not depends on the Q0. Since the dark current is strongly

dependent on the peak surface electric field, then any deviations from a flat gradient will

be magnified. This allows a more accurate constraint of the Q0 during the rf pulse than

measuring the time constant.

To fit measurements to the nonlinear model using the dark currents, I first found the exact

field enhancement factor β during each pulse. This removes any worry that βE changing

between pulses will affect the data. I find βE for each pulse by fitting the exponential growth

of the dark current to the calculated electric fields from t1 to t2. I use the linear model for the

field calculation and assumed βE is constant during the rf pulse. Next, with the nonlinear

model, I calculated the cavity fields and dark current, using the βE I obtained. I found Q0(t)

by matching the measured and calculated dark currents. Finally, I found ω0(t) by similarly

fitting the rf phase of the reflected signal.

I tested many functional dependencies for ω0(t) and Q0(t) and found that the model

shown in Figure 4.3(e) and (f) best describes the data. The initial value of Q0(t) is equal

to its measured low power value and begins to decrease at time t1 before becoming constant
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again at time t2 (Figure 4.3(e) and (f)). The Q0 returns to its original value by the start of

the next rf pulse; the enhanced losses are a reversible effect. However, in this experiment I

cannot robustly determine exactly when the return to the initial value occurs. I find that

the resonant frequency of the cavity changes over a longer time scale than Q0(t), where ω0(t)

begins to decrease at time t1 and reaches a minimum value at time t3 (Figure 4.3(e) and

(f)(f)). As I cannot determine exactly when the ω0 recovers to its initial value, I leave ω0

at the minimum after t3. In both cases, I have used a monotonic cubic spline between the

starting and minimum value. I found that the measured reflected and dark current signals

were well matched using the nonlinear model, as shown in Figure 4.3(e) and (f)(a)-(c). In

Figure 4.3(d) shows the peak surface electric field calculated by both the linear and nonlinear

models, where the difference in the maximum field is 6%, even though the Q0 drops by 20%.

This procedure was applied to every measured rf pulse. The resulting changes in Q0 for

these measured pulses were analyzed for any trends.

4.1.3 Results of Dynamic Quality Factor Model

I found no dependence of the minimum values for Q0 and ω0 (Q0(t2) and ω0(t3)) on the

repetition rate. Figure 4.4 shows an example of this, with the final Q0 and ω0 values for

power scans at T=25 K, tp = 400 ns, and the three repetition rates: 5, 10, and 30 Hz. This

implies that average rf power does not affect the Q0 degradation, since the heat deposited

in the structure will change with the repetition rate.

I also found no dependence of the minimum values for Q0 and ω0 on the pulse length

of the flat part of the gradient. This data set is shown in Figure 4.5 for T=45 K, and

repetition rate 30 Hz. This independence of Q0(t2) on pulse length is inconsistent with a

hypothesis that the surface rf resistance increase is caused by pulsed rf surface heating, since

the maximum temperature change due to the pulsed surface heating, and thus an increase in

rf surface resistance, increases with the square root of the pulse length from equation 2.12.

I also examined the different behaviors of the Q0 degradation for the different operational

temperatures. Figure 4.6 summarizes all this data for pulse length of 400 ns and repetition
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Figure 4.3: Measured data (red) for 45 K, also shown in Figure 4.2(d)-(f), and nonlinear

model (blue) are plotted in (a)-(c). (d) shows the calculated gradient for linear and nonlinear

models. (e) and (f) show the predicted change in Q0(t) and f0(t) = ω0(t)/2π respectively.

Comparing the linear model in Figure 4.2(d)-(f) and the nonlinear model in Figure 4.3(a)-(c),

the nonlinear model better predicts the data.

94



(a) (b)

Figure 4.4: (a) final Q0 and (b) frequency shift for T=25 K, tp = 400 ns, and repetition

rates: 5, 10, and 30 Hz. There is no obvious difference between the three data sets.

(a) (b)

Figure 4.5: (a) final Q0 and (b) frequency shift for T=45 K, repetition rate 30 Hz for multiple

pulse lengths. There is no obvious difference between the four data sets.
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Figure 4.6: Final Q0 value for all temperatures with tp = 400 ns. Included is the dashed line

that shows the value of QE.

rate of 30 Hz (except 10 K which is at 10 Hz, since the cryocooler cannot operate at 30 Hz for

this temperature). At each temperature except room temperature, the Q0 appears to start

decreasing at the same peak surface electric field, near 300 MV/m. At room temperature,

the Q0 degradation is minimal and consistent with no change in the Q0. I also include a

plot of the final Q0 value relative to the initial Q0 value at the beginning of the rf pulse in

Figure 4.7. In this plot we see more clearly that the change in Q0 occurs near the same field

level and is not dependent on the temperature.

4.1.4 Missing Power

Next, I quantify what we term the missing rf power, which is the difference between the

power lost in the cavity calculated by the linear and nonlinear models, when the nonlinear

model accurately describes the measured data. This value described the amount of extra

power that disappears inside the structure, in addition to the normal power lost through

resistive heating in the cavity walls for the unchanged Q0 value. I find that the missing
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Figure 4.7: Final Q0 value relative to initial value for all temperatures with tp = 400 ns.

power correlates well with the measured magnitude of dark current, shown in Figure 4.8 for

T=45 K.

The missing power also grows what appears to be linearly with the peak surface elec-

tric field. I show this dependence for temperatures between 10 K and 77 K, where again

the change temperature does not change the behavior of the missing power. This data is

summarized in Figure 4.9.

With this data presented, I hypothesize that the degradation of Q0 is caused by dark

current beam loading, where field emitted electrons are accelerated by the electric field inside

the cavity, and absorb power, which is then seen as missing from the rf system. The amount

of power in dark current would then be correlated with the amount of dark current. In

addition, the amount of dark current has an exponential dependence on the peak surface

electric field, and thus the power in the dark current should have a similar dependence.

The beam loading could also be the responsible for the behavior of ω0(t), by what is

called the reactive component modifying the rf phase of the fields inside the cavity, which
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Figure 4.8: Missing power in the accelerating cavity versus the measured amplitude of dark

current for different rf input pulse lengths and T=45 K. The missing power is the difference

between what we measured as the power lost to the cavity walls, and what would have been

lost to the walls in the linear model. The measured missing power is correlated with the

amplitude of the dark current.
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Figure 4.9: Missing power in the accelerating cavity versus the peak surface electric field

for different operating temperatures and tp = 200 ns. The missing power is the difference

between what we measured as the power lost to the cavity walls, and what would have been

lost to the walls in the linear model. The measured missing power is correlated with the

amplitude of the dark current.
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would appear as a change of the resonant frequency [166].

To investigate the possibility of beam loading, we simulated field emitted electrons using a

finite element electromagnetic and particle tracking code, ACE3P [167]. In the simulations,

electrons were emitted uniformly from the cavity walls using the Fowler-Nordheim field

emission model with β = 25 and work function φ = 4.2 eV [85]. Particles lost in the

walls or current monitors generated no secondary or elastically scattered electrons. The

simulated electrons at the current monitors showed Fowler-Nordheim behavior, with the

current strongly dependent on the applied electric field. The βE measured from the simulated

electrons at the monitors exhibited the same splitting between the two monitors and were

consistent with the experimental values. This model does not consider the following: location

and size of the emitters were not known, secondary and elastically scattered electrons are

ignored, the work function is not precisely known, and ambient magnetic fields that can

distort the beam.

In these simulations, we calculated the average energy of the field emitted electrons

when they struck a wall or current monitor for a given accelerating gradient. Figure 4.10

shows the simulated values for the average field emitted electron energies along with a cubic

interpolation. To compare measured missing power to these simulations, the power absorbed

by the dark current was calculated by multiplying the measured dark current magnitude by

the average electron energy corresponding to an analogous accelerating gradient and finally

multiplying by a final scalar fitting constant. This final constant describes the percentage

of field emitted electrons that reach the current monitors, and the final value is 0.0525%.

The result of the simulation are included in Figure 4.11 and is consistent with the measured

missing power for both the peak surface electric field and the dark current magnitude.

I end with the conclusion that the dominant factor causing the degradation of Q0 is

rf power absorbed by accelerated field emission currents, or dark current beam loading.

Similar effects have been seen at high fields in room temperature cavities [168]. However,

in the case of a cryogenic cavity the effect is more pronounced for two reasons. First, since

the sustained surface electric fields are larger than typical room temperature experiments,

more field emission currents are produced, greatly enhancing the beam loading. Second,
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Figure 4.10: Simulated values for the average energy of field emitted electrons when they

strike a wall or current monitor. The solid line is a cubic interpolation between the simulated

points.

(a) (b)

Figure 4.11: Missing power plotted against the (a) dark current intensity and (b) peak

surface electric field. Red points are measured data, and the blue lines are simulated trends.
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Figure 4.12: A Typical pulse from the data of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 at

T=45 K.

since Q0 is increased at cryogenic temperatures, the power lost due to beam loading is not

overwhelmed by power lost to resistive losses. It is possible that other mechanisms of rf

losses are also present, but due to the strong dependence of field emission current on surface

fields, the effect of beam loading is observed to dominate in this experiment.

4.2 Breakdown Rates in the Cryogenic Accelerating Structure

Now that I can analyze data that has a non-constant Q0, I can return to the high-power

data mentioned at the beginning of this chapter and reprocess the results for a BDR. I used

the same method as described in 4.1.2, and used the results of the low power measurements

from 3.3.3 for the Q0 at the beginning of the pulse. Figure 4.12 shows a typical pulse with

the nonlinear model fits for the data set at T=45 K. In this example, the Q0 starts at the

low power value of Q0(0) = 30, 410 and decreases to 17,931. The average gradient over the
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(a) (b)

Figure 4.13: The processing history for 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2. (a) Blue

is the input flat power and red is the temperature. (b) Red is the cumulative number of

recorded breakdowns. Blue is the gradient from the linear model at a breakdown while the

structure is processing, and the green shows the calculated gradient from the nonlinear model

during measurements of the rf breakdown rate, with 150 ns flat gradient

flat gradient section of the shaped rf pulse is calculated to be 237.9 ± 5.3 MV/m, down

from the 248.0 MV/m if the Q0 had remained constant at the low power value. The change

in gradient is relatively small for two reasons: the external quality factor QE = 15347 is

smaller Q0 at this temperature and the decrease in Q0 changes the coupling closer to critical

β = 1. For the same power level, we would only expect the asymptotic accelerating gradient

to increase by about 20 % for this drop in Q0. Second, the forward rf pulse is optimized to

create a flat gradient for the smaller Q0. For this same pulse, a cavity where the Q0 does not

decrease would not reach the asymptotic gradient. Thus the average over where the gradient

should be flat is instead an average over a growing function of gradient, and is lower than

the asymptotic gradient.

Figure 4.13 shows the processing history of 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2, in-

cluding the temperature, input rf power, number of breakdowns, and the accelerating gradi-

ent in the structure at the time. The structure was processed to high gradient before BDR

measurements were conducted.

The structure was deemed to be processed enough for BDR statistics after 70 million
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Figure 4.14: Cumulative Breakdowns and calculated accelerating gradient from the nonlinear

model for the processed structure that is used to measure rf breakdown rates.

pulses and data taking continued up to 95 million pulses; Figure 4.14 shows a zoom in on

this time period.

Breakdown rate was measured for periods of 1-3 million pulses where the gradient and

rate of breakdowns were relatively constant. I measured both the first (or ”trigger”) BDR

and the total BDR. The first breakdown rate only counts the rate of the trigger breakdowns,

excluding breakdowns that are part of chain. Total breakdown rate counts all breakdowns,

including the ones in breakdown chains.

The measured value for the first breakdown rate is 2 × 10−4 breakdowns/pulse/m at

250 MV/m and shaped pulse with 150 ns flat gradient. The total breakdown rate is 10−3

breakdowns/pulse/m for accelerating gradients of 250 MV/m at 150 ns pulse length. The

250 MV/m accelerating gradient corresponds to a 507 MV/m peak surface electric field for

this accelerating structure. Figure 4.15 compares these rf breakdown rates to previous mea-

surements in room temperature copper, hard copper, and hard CuAg accelerating structures
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(a) (b)

Figure 4.15: Breakdown rate vs. gradient: top) first, trigger rf breakdowns; bottom) all

rf breakdowns. For the breakdown probability 10−3 − 10−4 1/pulse/m cryogenic structure

clearly outperforms record data from hard CuAg obtained in initial stages of conditioning.

CuAg on final stages of conditioning very similar to hard Cu.

of the same shape (2.75 mm aperture radius) [91].

In these results, cryogenic copper accelerating structures have lower BDR rates than

comparable structures at room temperatures, and lower BDRs than even the hard CuAg

structures that had been the state of the art for conventional copper structures. These

results support the prevailing theory of rf breakdown physics that increasing the hardness and

reducing stress of accelerating structures can continue to improve the operational gradients.
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CHAPTER 5

Ultra-High Brightness Cryogenic Copper RF

Photoinjector: TOPGUN

As stated in 1.4.1, the brightness of a photoinjector increases with the square of the surface

electric field at the time the electron beam is created. The ultra-high operating gradients that

have been shown to be attainable in cryogenic accelerating structures would enable a large

leap in electron beam brightness. Combined with geometry modifications to bring the launch

phase closer to rf crest, a LCLS gun replacement with over an order of magnitude increase in

the electron beam brightness can be designed and created. The proposed cryogenic copper

rf photoinjector has been dubbed the TOPGUN.

5.1 Automation in SUPERFISH

To complete the rf design of the TOPGUN photoinjector, I decided that automated opti-

mization would be beneficial. This toolkit utilizes SUPERFISH [161], a 2D finite element

electromagnetic simulation code, where the rf design was verified later by HFSS [156], a 3-D

finitie element solver. SUPERFISH can solve geometric iterations more quickly, and so is

used for the automatic optimization, while HFSS is only used as a final step. The optimizing

toolkit is controlled through Mathematica. I will present the geometries that the toolkit can

create, and then describe the steps that the optimization routine runs through.
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Figure 5.1: Figure showing the 8 independent variables for half of a cell of photogun geometry.

5.1.1 Geometry

This toolkit was designed to simulate general photoguns that can be constructed from one

cathode cell and an arbitrary number of full cells fed by a cylindrical waveguide. The rf

power is coupled to the gun through a cylindrical waveguide. To make the toolkit flexible,

the geometry was made to be generic. The cathode cell is modeled as a generalized half-cell

is constructed from 8 independent geometric variables, that are depicted in Figure 5.1, and

includes a cathode back plate, which is assumed to be a copper wall for this exercise.

Full cells are constructed from two of the half cells back to back, giving 14 independent

parameters (the cell height and cell half-length will be equal for each generalized half-cell).

The cylindrical waveguide is connected to the last off the arbitrary number of full cells.

Figure 5.2 shows an example of one full cell and the cylindrical waveguide.

This toolkit does not currently support re-entrant nose-cones. The geometry is otherwise

flexible enough to be adapted to create the geometry of the single cell accelerating structure
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Figure 5.2: Figure showing one full cell and the cylindrical waveguide.

or standing wave linacs with an arbitrary number of cells.

5.1.2 Optimization Loop

The toolkit works in a loop, each time a geometric parameter of interested is changed or

incremented a new tuned gun is created from the following steps.

5.1.2.1 Frequency Tuning

The first step in the optimization is to create a geometry with the correct frequency within a

given tolerance. The method used here is to initially tune each cell to the desired frequency

separately, with perfect H boundaries between cells. To do this, I used an iterative method,

where the structure is first solved to find fcalc, and then the cell height (CH) is iterated as

follows:

CHi+1 = CHi
ftarget
fcalc

. (5.1)

This relatively crude method can reach a 0.001% tolerance band around the design frequency

within a few iterations. After the process is complete for each cell in the geometry, the entire

geometry should be close to the design frequency in the π mode.
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5.1.2.2 Field Balance

At this point the next step in the optimization routine is to balance the electric field. For

photoguns with a cathode cell and a single full cell, the arbitrary ratio between the max

on-axis electric field can be controlled. In this toolkit, the ratio is controlled by decreasing

or increasing the full cell height by a given percentage and changing the cathode cell height

by the same percentage in the opposite direction. The percentage change is calculated from

how far the electric field ratio is off the desired value. Using this method, the frequency of

the overall photogun geometry will not shift significantly while changing the electric field

balance ratio. This method has also been adopted to the single cell geometry, where the

middle cell has twice the on-axis field of the outer cells, but the ratio of inner to outer cells

can also be chosen arbitrarily.

After the field balancing, the frequency of the π mode may have been altered from the

design value. In that case the structure is frequency tuned again by changing the cell height

of all included cells simultaneously in the manner described by 5.1. I have found that this

method does not significantly affect the field balance, but if greater accuracy is needed the

field balance and whole structure frequency tuning can be iterated to reach closer to the

design parameters.

5.1.2.3 Matching

The final step to finish the rf design is to match the rf cavity to the input waveguide with

the design coupling coefficient, however, SUPERFISH does not calculate β directly. Instead,

I infer the QE by simulating a resonator composed of the frequency tuned cavity combined

with a shorted waveguide. If the length of the shorted waveguide is varied, then I can use

an equivalent circuit to extract the QE from the variation of the resonant frequency of the

combined resonator with changes in the shorted waveguide length.

In the equivalent circuit, the impedance (ZC) and reflection (ΓC) of the accelerating
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cavity are:

ZC(f) = f0

2i(f − f0)QE

, (5.2)

ΓC(f) = ZC(f)− 1
ZC(f) + 1 .

Where f0 is the resonant frequency of the cavity. The reflection (SW ) from a shorted waveg-

uide of a given length l, cutoff frequency fc, and φ the phase at the beginning of the waveg-

uide:

ΓW (f) = −e2ilk(f)eiφ (5.3)

k(f) = 2π
c

√
f 2 − f 2

c ,

SUPERFISH will find solutions where ΓW = ΓC , when the shorted waveguide and rf pho-

togun reach a power exchange equilibrium. Figure 5.3 shows an example scan of waveguide

length and the resulting resonant frequency.

Using this process, the coupling can be tuned to a desired value by changing the size of the

coupling iris between the last cell and the waveguide. After the coupling is tuned, the field

is again balanced, and frequency tuned, which does not change the coupling significantly.

5.1.2.4 Optimization

With these steps, a given set of geometric dimensions and desired rf parameters can be

turned into a tuned, matched, and balanced rf photogun. At this point an optimization

algorithm can be used to find the best values for the geometric dimensions that are not

determined by the previous steps, namely the elliptical radii, and cell wall angle (the iris

radius and cell lengths for TOPGUN are set before hand). I used this toolkit to find the

largest r/Q for a 1.45 cell rf photogun, within the constraints of the TOPGUN design, of

which the major constraint is that the maximum electric field should be on the cathode. The

TOPGUN design is presented in the next section.
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Figure 5.3: Graph shows resonant frequency versus waveguide length, with data from simu-

lations as the blue points. The line is a fit to the data, used to find the QE of the system.

The parameters for this example are QE = 19, 400, f0 = 2.855 GHz, and φ = 4.38 rad.
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5.2 TOPGUN RF Design

In this section I present the current S-Band design of the TOPGUN cryogenic copper rf

photoinjector. Also included is a similar model for C-band as an alternative for different

applications in 5.2.5. For this design, an increase in possible gradient of approximately a

factor of two is assumed, where the TOPGUN is expected to operate with 250 MV/m on the

cathode. The increase is based on a similar approximately factor of two increase seen from

current operating X-band accelerators to the performance of the X-band cryogenic single cell

accelerating structure. This assumption will be investigated in the future with the S-band

single cell cryogenic experiment 3.5.

5.2.1 Design Considerations

I designed the TOPGUN photogun to be a drop-in replacement for the current LCLS pho-

toinjector, which is a 1.6 cell S-band cavity[169]. Electrons at LCLS are launched around

60◦ away from the crest of the rf pulse, due to the length of the cathode cell, therefore the

launch gradient is 60 MV/m. The TOPGUN design maximizes the launch gradient both

by incorporating the increase in gradient from the cryogenic operating temperature and the

design calls for the electron beam to be launched very near maximum electric field in the rf

cycle.

To investigate the launch phase, φ0, it can be approximated using the:

αφ = 2πeECath

fmec
(5.4)

π/2− φ0 ∼ (2α sinφ0)−1, (5.5)

where c is the speed of light, ECath is the cathode electric field, me is the mass of an electron,

and e is the charge of an electron [35]. The approximation for the launch phase in this

equation is for a 0.5 cathode cell with length 0.5 λ/2. The launch phase of a cathode cell of

length 0.6 λ/2 will be 20% further from crest, and a shorter cathode cell, the electron bunch

can be launched closer to the rf crest.

With this information the following are design choices and considerations for the TOP-
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GUN:

• I have chosen to set the cathode cell length to 0.45λ/2. With the shortened cathode

cell and larger applied cathode fields, the phase slippage of the electrons traversing the

cathode cell is nearly ignorable, and electrons can be launched effectively on crest.

• The cathode cell is not shorter than 0.45λ/2, because then the surface electric field on

the first iris becomes larger than the cathode, increasing the likelihood of rf breakdowns.

In addition, rf defocusing becomes more significant with short cathode cells, making

beam size control and emittance compensation more challenging.

• TOPGUN will operate at 27 K. This choice is for two reasons: 27 K is in the liq-

uid phase of neon, which is being considered considering as a coolant; and the rf

surface resistance of copper reaches a knee and does not decrease significantly past

∼ 45 K A.2. In addition, since the rf surface resistance is nearly constant at this

temperature, temperature changes from operation should not affect the performance

of the photoinjector.

• Since removing power from the photogun at cryogenic temperatures is inefficient, the

TOPGUN will be optimized to reduce average heating by increasing r/Q.

• The coupling will be accomplished by a TM01 mode launcher, similar to those used in

the single cell SW structure experiments. Multiple advantages to this coupling scheme

include: full cylindrical symmetry that removes multipole mode that spoil beam qual-

ity, simplified cooling, solenoid placement is not restricted by input waveguides, and

removes edges on couplers in high field regions that can reduce high-field performance.

• The mode launcher also allows the room temperature coupling to be physically dis-

tanced from the cryogenic photoinjector, reducing heat conduction from the room

temeprature mode launcher.

• The photogun will be strongly overcoupled to decrease the cavity filling time. This

decreased fill time will minimize the required klystron pulse length to reach the target

gradient, decreasing the average heating and BDR.
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• TOPGUN is designed to operate at the rep rate of LCLS, 120 Hz[75] to be a drop-in

replacement.

• The operational frequency is set to be f0 = 2.856 GHz (λ = 10.5 cm), also the same

as for the LCLS gun.

• Mode separation should be at least 15 MHz from the π mode to the 0 mode.

5.2.1.1 Coupling Factor

To reduce average heating and BDR, the rf pulse length to reach the design accelerating

gradient should be minimized. A common method for accomplishing this goal is to overcouple

the structure so that β > 1 and thus the cavity fill time decreases.

The rf power source is assumed to be a 5045 S-band 5045 klystron that outputs at least

50 MW with a flat pulse of up to tp = 3.5 µs. The electric field on the cathode at the

end of the rf pulse needs to be 250 MV/m by design. Increasing the coupling reduces the

filling time of the accelerating cavity thus reducing the rf heating, but also decreases the

asymptotic field reached. We calculated the final cathode gradient for a range of klystron

pulse lengths and external couplings using Equation 3.6. Results of these calculations for

three different klystron pulse lengths are shown in Figure 5.4. The minimum pulse length

that produces 250 MV/m on the cathode is tp = 0.9 µs. With this pulse length the optimal

coupling at 27 K is β = 10 and β = 2.15 at room temperature.

Fortunately, a design of an overcoupled structure of β = 2.15 at room temperature does

not require an overly large coupling iris compared to critically coupled structures; and some

present photoinjector designs already operate near β ∼ 2 [170, 171].

5.2.2 TOPGUN Fields and RF Parameters

Optimization to increase r/Q was performed by the toolkit described in 5.1 and subject

to the constraints listed in 5.2.1. The resulting room temperature geometry and fields are

presented in Figure 5.5 and Figure 5.6, the expected f0 and Q0 are shown in Figure 5.7, and
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Figure 5.4: Cathode field calculated at the end of an input rf pulse of 50 MW. Three pulse

lengths are shown with varying coupling beta.
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Figure 5.5: (a) electric and (b) magnetic fields for the TOPGUN. Fields are scaled to

250 MV/m on the cathode. Maximum E field is 250 MV/m, and maximum H field is

484 kA/m.

the rf properties for 27 K are listed in Table 5.1.

5.2.3 Thermal Considerations

As TOPGUN will operate at very low temperatures, heat removal from the system will be

important. We consider here the amount of heat dissipated in the photoinjector at low

temperatures. Again Equation 3.6 is used to find the electric fields inside the TOPGUN for

an input square rf pulse. I used the same method as described in 3.5.2, except the input

rf pulse was altered to remove the rf power from the TOPGUN quickly. After the input rf

pulse is completed, and the field reaches 250 MV/m on the cathode, the phase of the input

rf pulse is flipped by 180◦. This serves to destructively interfere with the electromagnetic

fields inside the cavity, removing power quickly. Figure 5.8 shows the instantaneous power

deposited inside the cavity for a single rf pulse with this phase flip.

I calculated the thermal load at 6 different temperatures, 4 K, 20 K, 30 K, 40 K, 50 K,

and 77 K. A room temperature analysis was also completed for comparison, however the

peak field only reached 190 MV/m due to the reduced Q0. I assumed the efficiency of the
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(a)
(b)

Figure 5.6: (a) On-axis electric field (b) surface electric (blue) and magnetic (purple) fields

all scaled to 250 MV/m maximum electric field on the cathode. Z = 0 is at the cathode.

Fields are calculated by SUPERFISH.

Figure 5.7: Expected temperature dependence of f0 (blue) and Q0 (purple) for the π mode

frequency in the S-band cryogenic single cell structure. Expected Q0 is adapted from the

S-band cryogenic pillbox results. Expected f0 is from the expected thermal expansion of

copper.
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f0 (Resonant Frequency) 2.856 GHz

Q0 66,240

QE 6,558

Pin 50 MW

Asymptotic PRefl 33.47 MW

Asymptotic PDiss. 16.53 MW

Max Cathode Electric Field 250 MV/m

Max Iris Electric Field 236 MV/m

Max Magnetic Field 484 kA/m

Mode Separation 19.8 MHz

Stored Energy 31.6 J

Table 5.1: RF parameters for the TOPGUN photogun at cryogenic temperatures. Normal-

ized to 250 MV/m on cathode. The asymptotic PRefl is the amount of power reflected in the

steady state regime, and asymptotic PDiss. is the power dissipated in the cavity.
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Figure 5.8: Power deposited inside the cavity for a single rf pulse, with pulse length 1.35µs,

where the phase flip occurs at 0.9 µs, and a power of 50 MW.
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Temp. (K) 4 20 30 40 50 77 300

Q0 68,548 68,262 66,263 64,263 54,267 39,986 14,280

Coupling β 10.2 10.2 9.9 9.6 8.1 6.0 2.13

Pk. Elec. (MV/m) 257 257 257 257 254 249 217

PAvg(W) 562 563 579 595 692 900 1,933

PCryo (kW) 239 45 30 22 20 15 2

∆T (K) 8.62 7.52 7.92 9.61 20.63 23.05

Table 5.2: Coupling and Gradient reached at different temperatures for the S-band cryo

accelerating structure. Also included are pulse heating and rf surface losses per pulse. Data

for 15 MW 3.5 µs flat pulse

cryostat to be 17% of the Carnot value[15], which is a value seen for pulse tube refrigeration

systems similar to the one currently used for cryogenic experiments at SLAC. The results are

collected in Table 5.2. The numbers show that the amount of power dissipated in the cavity

is very large, but we have found a quote from a company that can manufacture a cryocooler

that can handle this thermal load. If the input power is increased to 65 MW the average

power dissipated in the cavity can be decreased by a factor of around three by decreasing

the rf pulse length.

5.2.4 Conceptual Layout

As of yet there are no engineering drawings of the TOPGUN experimental setup, however,

there are ideas of the eventual layout. The setup will be similar to the drawings from

the S-band cryogenic single cell structure, where the mode launcher is removed from the

TOPGUN by over a meter. The solenoid will be placed around the cryostat. The cooling

will be accomplished with liquid neon as the coolant. Figure 5.9 shows a first conceptual

drawing.
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Figure 5.9: A conceptual drawing of the TOPGUN setup including the gun solenoid, mode

launcher, and cryocooler.

5.2.5 C-Band TOPGUN

The operational frequency of the TOPGUN project is still being studied. An alternative

TOPGUN design was completed for C-band (5.712 GHz). In C-band, the gradient conditions

can be relaxed, where the field on the cathode will be designed for 250 MV/m, the same as

the current S-band design. Since we are at a higher frequency, the fill time of the injector

will be shorter, lessening the cryogenic load, as well as the constraints on the input klystron.

I will show the first design of the C-band photoinjector in this section. The choice of the

initial cell was set to 0.5λ/2 for this case.

5.2.5.1 Choice of Coupling

This design will show rf properties at 27 K, the operational temperature.

We expect the Q0 of a 5.712 GHz copper structure to increase by a factor of 5.11 from

room temperature to 27 K by scaling the measured values at S-band and X-band using

the scaling from Equation A.10. The frequency will also change by nearly 20 MHz as

the temperature changes from 300 K to 27 K. For this iteration, I have set the resonant
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Figure 5.10: The final cathode field in the C-band photoinjector for a given coupling and

input rf pulse length (tp). A coupling of 4-5 was chosen for the design rf pulse length of 400

ns

frequency at 27 K to 5.712 GHz. Using the same method as described in 5.2.1.1, except

changing the klystron input power to 20 MW, we can find the optimal coupling, which

is shown in Figure 5.10. In this case an input pulse length of 400 ns was chosen, and a

coupling was chosen so that β = 5.11 at 27 K, and thus the cavity is critically coupled at

room temperature. Though the optimal bβ is closer to 8, a lower coupling was chosen to

allow for more flexible operation at longer rf pulse lengths.

5.2.5.2 RF parameters and field maps

Given the choice of coupling β, the automating toolkit was used to create the C-band TOP-

GUN. The resulting coupling was slightly below the design β at 4.11, but this is within

acceptable bounds. The rf parameters are summarized in Table 5.3. The field maps are

shown in Figure 5.11 and surface and on-axis fields are presented in Figure 5.12. Figure 5.13

shows the temperature dependence of f0 and Q0 for the C-band TOPGUN design.
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Q0 53154

r/Q 192.894 Ohm

Us 3.831 J

Hmax 45.947 kA/m

Emax−iris 231 MV/m

Pc 2.6 kW

f0 5.71193 GHz

β 4.11

Table 5.3: RF parameters from SUPERFISH and HFSS for C-band rf photoinjector. T=27

K and ECath=250 MV/m.

Figure 5.11: (a) Electric and (b) magnetic field maps for the C-band rf photoinjector scaled

to 250 MV/m on the cathode. Maximum E field is 250 MV/m, and maximum H field is

46 kA/m.
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(a)
(b)

Figure 5.12: (a) On-axis electric field (b) surface electric (blue) and magnetic (purple) fields

all scaled to 250 MV/m maximum electric field on the cathode. Z = 0 is at the cathode.

Fields are calculated by SUPERFISH.

Figure 5.13: Expected temperature dependence of f0 (blue) and Q0 (purple) for the π mode

frequency in the C-band cryogenic single cell structure. Expected Q0 is adapted from the

S-band cryogenic pillbox results. Expected f0 is from the expected thermal expansion of

copper.
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5.3 Mode Launcher

To feed power into the cylindrical waveguide to the rf photogun, a mode converter is needed

from TE01 rectangular waveguide to TM01 circular waveguide. To provide thermal isolation,

the circular waveguide should be on the order of a meter long, and the room temperature

mode converter needs to be separated from the accelerating structure. Fortunately, a design

that accomplishes these constraints already exists, the TM01 mode launcher, however only

at 11.424 GHz[105]. A problem with this design is a strong quadrupole field component,

which will lead to undesirable emittance growth in the electron beams launched from the rf

photoinjector [23]. In this section, I will show a modification to the original mode launcher

that greatly reduces the quadrupole field component in the mode converter [172].

To keep the mode launcher design relatively compact, a dual-feed system was used in

the following design. Our collaborators at INFN have also designed an alternate solution,

a quadruple-feed mode launcher, which will have a larger footprint but the quadrupole

component is fully removed by symmetry.

5.3.1 Original S-band Mode Launcher

I used the basic concept underlying the original mode launcher[105] to create a version at

2.856 GHz. Our mode launcher starts as a standard WR-284 rectangular waveguide fed

directly into a cylindrical waveguide (radius of 45.974 mm) on one side, and a beam pipe

on the other. The beam pipe radius (25 mm) is set so that the fundamental dipole mode in

it is below cutoff. The device is matched using a rounded inductive iris in the rectangular

waveguide. The device is matched using a rounded inductive iris in the rectangular waveguide

and the match of the final design is -62dB at 2.856 GHz. See Figure 5.14 for the mode

launcher geometry and fields, calculated by HFSS[156]. This design does not attempt to

remove the quadrupole fields, but in applications without electron beams, this design is

perfectly acceptable.
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Figure 5.14: Electric (a) and magnetic (b) fields for one quarter of the S-band mode launcher.

Fields are normalized to 50 MW input power in full mode launcher. The maximum E field

is 8 MV/m and the max H field is 25 kA/m

5.3.2 Calculation of Quadrupole Kick

Now I would like to measure the quadrupole kick experienced by relativistic electron beams,

to find the parameter that should be minimized in the rf design. I calculated the quadrupole

kick by first integrating the longitudinal electric field, Ez, seen by a particle moving at the

speed of light along the axis defined by the circular waveguide. The particles will only feel

forces from the integrated longitudinal component. We assume that this particle is moving

parallel to the center axis of the cylindrical waveguide, but is offset by a given radius r. The

equation for the voltage V∓ is:

V∓(r, θ) =
∫ zend

zstart
Ez(r, θ, z)e∓ik0zdz, (5.6)

where k0 is the wavenumber of the input rf power and θ is the azimuthal angle. zstart should

be chosen in the beam pipe where the fields are near zero, and zend will be in the cylindrical

waveguide after the quadrupole fields in the coupler have decayed (on the order of a diameter

of the cylindrical waveguide past any perturbations). The plus or minus sign in the equation

should be chosen based on direction of electron beam travel versus direction of rf power flow.

Minus for electrons counterpropagating with the rf power in the cylindrical waveguide, and
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plus for beams copropagating with the rf power. V∓(r, θ) is calculated for different θ but

same r.

The quadrupole component of that integrated kick determined by taking the discrete

Fourier transform versus θj of V∓(r, θ), where j is index of the sampled azimuthal angles;

M∓,s(r) = 1√
n

Σn
j=1V∓(r, θj)e2πi(j−1)s/n, (5.7)

where n is the number of azimuthal variations calculated for V∓(r, θj), and M∓,s is the mode

being calculated, with index s. In this case M∓,0 is the monopole component and M∓,1 will

be the dipole component, and the dipole component is identically zero due to symmetry of

the model. The quadrupole voltage will be M∓,2.

5.3.2.1 Quadrupole Impedance

To characterize quadrupole voltage independent of rf power, I introduce the quadrupole

Impedance, ZQ,∓ as

ZQ,∓ = |M∓,2(r)|2
r4P

, (5.8)

where P is the rf power transmitted through the mode launcher and the units for ZQ,∓ are

Ω/m4. The quadrupole impedance is independent of r for ultra relativistic electrons [172].

5.3.3 Minimized Quadrupole Field Mode Launcher

The quadrupole kick was canceled by adding two radial perturbations in the circular waveg-

uide. These perturbations to create an opposite quadrupole kick, canceling that of the

coupler. An rf splitter is included in the rf design, to that the mode launcher requires only a

single rectangular waveguide input. The final reflection at 2.856 GHz is -71 dB. Figure 5.15

shows the geometry and fields for the quadrupole reduced mode launcher.

5.3.4 Comparison

Now I will compare the original S-band mode launcher with the optimized version to verify

that the perturbations to reduce the quadrupole component do not degrade performance.
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Figure 5.15: (a) Electric and (b) magnetic fields for the reduced quadrupole mode launcher.

Fields are normalized to 50 MW input rf power. The maximum E field is 11 MV/m and the

maximum H field is 40 kA/m.

First, I examined the electric field on axis. The fields in the perturbed model are not

significantly increased. The electric field along the z-axis (the center axis of the cylindrical

waveguide) are shown in Figure 5.16. The fields are plotted from the beginning of the

beam pipe to the end of the cylindrical waveguide. The 20 dB bandwidth of the coupler

decreased from 66 MHz to 44 MHz, but is still large enough for use in S-band high-power

beam experiments.

Figure 5.17 shows V−(r, θ) versus θ for r = 10 mm and integrated along the z direction

(from the beginning of the beam pipe to the end of the cylindrical waveguide in our model).

The quadrupole impedance for the original S-band mode launcher is ZQ,−=1850 MΩ/m4,

and the quadrupole impedance of the redesigned mode launcher is ZQ,−=0.00018 MΩ/m4.

For this beams copropagating with the rf power will see a larger quadrupole kick: ZQ,+=2011

MΩ/m4 for the original mode launcher and ZQ,+=2669 MΩ/m4 for the redesign. In the final

design, I have minimized the quadrupole field kick for beams counter-propagating with the

rf power.
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Figure 5.16: On axis fields in the cylindrical waveguide of the original mode launcher (red)

and redesign (blue) with 50 MW input power. 0 mm starts at the beginning of the beam

pipe.

Figure 5.17: Example V−(r, θ) in the mode launcher versus θ around the center axis of the

cylindrical waveguide (beginning of the beam pipe to end of the cylindrical waveguide).

Values are for 200 MW input for the whole mode launcher. The original design is in blue

and new design is orange.
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5.3.5 Engineering

5.3.5.1 Tolerance Analysis

To estimate the effects of manufacturing errors on the design, I simulated the structure with

simulated errors for the important dimensions. For these dimensions I added and subtracted

25 µm to each in turn from the nominal values.

The quadrupole component is only significantly dependent on the two variables that

describe the circular perturbations in the circular waveguide. Of those two, a 1 mil error in

the position along the circular waveguide will lead to a 1 order of magnitude increase in the

Quadrupole kick. This is acceptable, since the quadrupole kick is reduced already by seven

orders of magnitude. Errors in the radius of the hemispherical perturbation will lead to more

significant errors closer to nearly 3 orders of magnitude increasing from 0.00018 MΩ/m4 to

0.1 MΩ/m4. This still leads to a significant decrease in the quadrupole kick relative to the

non quadrupole compensated design, and is thus deemed acceptable. All other dimension

variables lead to smaller changes in the quadrupole impedance.

As for the transmission of the mode launcher, errors in either direction for non-radial

variables keeps the reflection from the rectangular waveguide less than -50 dB. However, the

four features that have radii, a 25 µm error in the radius leads to more significant changes

in the input rf reflection. The tolerances should be half a mil for radii dimensions and one

mil for all other dimensions.

5.3.5.2 Drawings

I have worked with mechanical engineers at SLAC to create a drawing package for this mode

launcher, and it is currently being manufactured for use in the S-band cryogenic single cell

accelerating structure experiment.

Figure 5.18 shows the CAD model of the mode launcher and Figure 5.19 shows a con-

ceptual rendering of the TOPGUN with this mode launcher.
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Figure 5.18: CAD drawing of the quadrupole kick reduced mode launcher for use in manu-

facturing.
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Figure 5.19: TOPGUN connected to the mode launcher. Fields are normalized to 250 MV/m

at the cathode. In practice, the waveguide between the coupler and photogun will be on the

order of a meter long.
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5.4 Emittance Optimization with a Genetic Algorithm

To find optimal emittance performance of the ultra-high gradient rf photoinjector I have used

a multi-objective genetic optimizer as developed at LBNL[173, 174]. This optimizer uses the

NSGA-II genetic algorithm[175, 176] and Astra [177], a particle tracking code. The two

objectives of the optimization are a small transverse emittance and a small bunch length.

Pareto improvements were explored to maximize the peak brightness. Depending on the

application, the maximum peak brightness might not be the best solution. For instance, in

an FEL where compression is implemented downstream of the injector, a minimum emittance

may be better to maximize the energy output of the FEL pulse. For a UED electron source,

very short bunch length can be the primary goal. Full start-to-end simulations including

possible degradation of the emittance are needed for deciding what is the best compromise

between emittance and bunch length in the injector.

In this study I have explored changing the length of the cathode cell of the TOPGUN,

as this will have large effects on the beam emittance. Using the framework that is laid out

previously in this chapter, it is easy to redesign the gun in the matter of an hour to have a

different cathode length. This will only minimally change the rf parameters stated above.

In this study, I focused on the outliers in cathode cell length, and elected to explore a 1.4

cell and 1.6 cell rf gun geometry.

5.4.1 Simulation Setup

The electric field maps for the rf gun were generated in SUPERFISH [161], for 1.4, 1.45,

1.5, 1.55, and 1.6 cell geometries, each with the same overall shape as TOPGUN presented

above, though only 1.4, 1.5, and 1.6 were used. Figure 5.20 shows the axial electric field for

the varying geometries.

The variables for the simulation that control the injector setup are: the laser spot size

and its temporal length; the initial rf phase relative to the laser; the solenoid position and

maximum field; and the linac position, liac accelerating gradient, and its rf phase relative to

the photoinjector rf phase. Figure 5.21 shows a diagram of the simulation setup. The initial
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Figure 5.20: Axial electric fields for a 1.4, 1.45, 1.5, 1.55, and 1.6 cell rf photoinjector, scaled

to 240 MV/m on the cathode. The varying magnitude of the full cell electric field is within

our tolerance for the field balance.
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Figure 5.21: Setup of the ASTRA simulation. Initially, a laser is sent into the cavity to

promote electrons. The electrons are accelerated by the photogun and focused by a solenoid.

They reach an accelerating structure after propagating through in a drift section of adjustable

length.

thermal emittance used for these simulations is 0.56 mm-mrad per rms mm of the laser spot

size. The initial particle distributions create uniformly filled ellipsoids.

5.4.2 Genetic Optimizer

This section will explain how the optimizer works. The optimizer routine begins by generat-

ing a random set of initial points for the variables stated above. These initial points are used

to propagate a beam through the simulated rf photoinjector, using Astra[177] to calculate

the emittance and bunch length. The initial population is sorted by dominance, where any

non-dominated solution, a solution where no others have an improvement in either objective

without degrading the other objective, is given rank 1. Solutions that are dominated by only

those in the first group are given rank 2 and so on [175]. Solutions are chosen, by minimizing

dominance rank and maximizing the distance between solution points, to be the parents
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(a) (b)

Figure 5.22: (a) The optimal horizontal emittance and rms bunch length are plotted for

10 pC for 1.4 and 1.6 cell geometries. (b) Brightness vs transverse emittance. The shorter

cathode cell leads to 20% larger beam brightness

to the next generation of solutions. This next generation is then created by crossover and

mutation operators and simulated using Astra. The process continues until a diverse set of

non-dominated solutions is found, giving the pareto plot that shows the trade-off between

horizontal emittance and rms bunch length.

5.4.3 Emittance for Different Cathode Cell Lengths and Bunch Charges

The simulation was run for different bunch charges: 10 pC, 100 pC, and 1 nC. We focused on

the two extremes of cathode cell length, simulating 1.4 and 1.6 cell rf photogun geometries.

5.4.3.1 10 pC

The results for a small bunch charge show horizontal emittance of 10 nm · rad, and a peak

brightness of 250 nC/(mm · mrad)2/mm. As can be seen in Figure 5.22, the difference

between a 1.4 and 1.6 cell geometry is small but noticeable in emittance, and leads to a 20%

increase in brightness for the 1.4 cell case relative to the 1.6 cell case.
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(a)
(b)

Figure 5.23: (a) The optimal horizontal emittance and rms bunch length are plotted for 100

pC for 1.4 and 1.6 cell geometries. There is minimal difference between the two cases. (b)

Beam brightness vs transverse emittance.

5.4.3.2 100 pC

For 100 pC there is very little difference in the optimal horizontal emittance and rms bunch

length for two different cell lengths as can be seen in Figure 5.23. The maximum brightness is

80 nC/(mm ·mrad)2/mm, and the horizontal emittance reaches 45 nm ·rad, which is smaller

by 50% than the emittance in an optimized photoinjector with the S-Band gun operated at

120 MV/m [178].

5.4.3.3 1 nC

In the high charge case the brightness is larger when the cathode cell is longer, the 1.6 cell

geometry has a peak beam brightness of 25 nC/(mm · mrad)2/mm against 15 nC/(mm ·

mrad)2/mm for the 1.4 cell geometry (see figure 6b). The transverse emittance for the longer

geometry is 250 nm · rad. Figure 5.24 shows the pareto plot and brightness for 1 nC.

In these simulations, there are two sections in the results: (1) where the linac was close

to the rf gun exit at 0.6 m from the cathode, and (2) where the linac was 1.9 m downstream,
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(a) (b)

Figure 5.24: (a) Optimal horizontal emittance and rms bunch length are plotted for a 1.6

cell geometry for two positions of the linac, close to the gun at 0.6 m and far from the gun

at 1.9 m downstream.(b) The brightness versus transverse emittance. Beam brightness of

the longer cathode cell is larger.

further from the rf gun. When the linac was close, the brightness was optimized, while

when the linac was far, the electron beam reached very short bunch lengths, which is shown

in Figure 5.24.(a). For the very high gradient, 240 MV/m, optimizing for brightness, it is

important to have the linac close to minimize the time of space-charge expansion, also true

for the two lower charge cases. However, if the linac is further from the rf gun for the high

charge case, short bunch lengths can be created using velocity bunching while the electrons

are at a relatively low energy.

In the 1.6 cell geometry, the electrons leave the gun at a phase where the defocusing kick

is more linear [179]. This becomes important for a high charge bunch which is substantially

elongated in time due to strong space charge forces. This is not as detrimental for low charge

bunches which are short. This explains why the 1.6 cell gives smaller emittances than the

1.4 cell at 1 nC [180]. For lower charges the rf defocusing is not as important with reduced

space-charge forces, while the larger accelerating gradient at the electron beam launch leads

to a larger brightness.
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(a) (b)

Figure 5.25: (a) time of flight vs rf gun phase, where 0 deg is the maximum energy. (b)

Energy at gun exit vs gun phase.

The results of these optimizations show brightness increases well over an order of mag-

nitude larger than the LCLS photoinjector for similar bunch charges.

5.4.4 Time of Flight and Energy

Figure 5.25.(a) shows the time of flight and energy for the rf gun phase at the launch of the

electron beam. The 1.4 cell geometry operates between -10 and -5 degrees, depending on

charge and bunch length goals, where this injection phase will depend on the bunch charge.

The 1.6 geometry operates between +5 and +10 degrees depending on goals. These phases

are close to a phase of zero, where the variation in arrival time to change in phase is 7.9

fs/deg for the 1.4 cell gun and 65.6 fs/deg in the 1.6 cell geometry. This makes the 1.4 cell

gun much more attractive for requirements on phase for arrival time stability, such as UED.

In addition, the arrival time will vary with a change in voltage, 10 fs per 0.1 % change in

voltage on the cathode. The shorter cathode cell is significantly more stable for arrival time.

Another difference between the 1.4 and 1.6 cell geometries is the beam energy at the gun
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exit, as shown in Figure 5.25.(b). Since the energy is larger in the 1.6 cell geometry, the

solenoid requires a larger field, around 0.81 T, while the shorter 1.4 cell geometry requires

0.66 T. Decreasing the solenoid requirements make the 1.4 cell geometry advantageous in

this respect.
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CHAPTER 6

Conclusion

I have shown the development and experimental results for numerous cryogenic high gradient

accelerating structures. In these studies, I have focused both on understanding the physics

of rf breakdowns, and the applications of the ultra-high accelerating gradients.

Measurements of rf surface resistance at low powers at both X-band, 11,4 GHz, and

S-band, 2.85 GHz, showed agreement with the theory of the anomalous skin effect, which

describes the rf surface impedance of conductors at low temperatures. The X-band mea-

surements of rf surface resistance were in very close agreement, less than 5% larger than the

theoretical model. The S-band cavity however, had measured values of rf surface resistance

10% larger than the theoretical model. The difference may have been caused by the coupling

of the rf electromagnetic fields by antennae, which would change shape with the change in

temperature, altering the measurement. The rf surface resistance will be measured with

waveguide coupling in a later experiment with an S-band single cell accelerating structure.

Initial measurement of the single cell X-band cryogenic accelerating structure showed

evidence of Q0 degradation for peak rf surface electric fields greater than 300 MV/m. This

effect was confirmed through an experimental program. I created a model that successfully

fits the changing Q0 and ω0 using the measured dark current signals. This model was used

to calculate the accelerating gradient, and the decrease in gradient was found to be minimal,

less than 2%, even as the Q0 decreases by 30%.

The amount of power dissipated is shown to be consistent with simulations of rf power

being absorbed by field emission currents. This phenomenon is known as dark current beam

loading

The high-power breakdown data was processed using the dynamic Q0 model, and the
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resulting breakdown rate is 2 ∗ 10−4/pulse/meter at 250 MV/m and 45 K, which is a larger

accelerating gradient than in room-temperature single-cell structures for the same breakdown

rate. The resulting conclusion is that cryogenic operation of copper accelerating structures

decreases the rf breakdown rate. Since, at cryogenic temperatures, the copper hardness in-

creases and rf pulsed heating stress decreases, the conclusion supports the current hypothesis

that the immobilization of the dislocations and decreased cyclic mechanical stress decreases

the breakdown rate.

In addition to experimenting on the cryogenic structures, I have worked with collaborators

to create a promising design for a rf photoinjector, TOPGUN. This rf electron gun would

be able to increase the electron beam brightness by over an order of magnitude past the

current state of the art, as shown by beam dynamic simulations. This rf photoinjector has

multiple possible applications, including free electron lasers, ultrafast electron diffraction,

and dielectric wakefield accelerators.

6.1 Future Directions

The 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#2 structure is currently in the process of being re-

moved from the experimental setup to be cut open and the surface analyzed. The next struc-

ture, 1C-SW-A2.75-T2.0-Cryo-Cu-SLAC-#3, is already manufactured, has been rf tested at

low power and room temperature, and is ready to be installed into the cryostat.

The first goal of the next experiment will be to confirm that the previous high gradient

results are reproducible. The current experiment was limited to running in day-long incre-

ments and thus we were not able to accurately measure BDRs less than ∼ 10−5/pulse/m,

which corresponds to a few breakdowns per day, due to a lack of statistics. The next instal-

lation will be operated continuously for many days and will be able to measure the BDR

for lower gradients. This continuous operation will allow us to measure the exponent, ζ for

the power law dependence BDR ∝ Gζ and repeat this measurement at different operating

temperatures from 25 K to 77 K. This enables us to verify the theory proposed in [138],

which predicts a stronger power law dependence between BDR and accelerating gradient for
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Figure 6.1: An example rf signal from a rf pump probe experiment. The initial rf pump

pulse will cause the change in Q0, and the probe pulse measures the Q0 at a later time. The

timing separation can be varied to find the full time-dependence of Q0(t).

both harder and colder structures.

The other focus will be further investigation of the Q0 and ω0 change, in particular the

time scale of their return to the original values. Currently, a rf pump-probe experiment has

been developed where a first large rf pulse (the pump) will cause the rf parameter movement,

and a second smaller rf pulse (the probe) will measure the Q0 value at a later point in time.

By varying the separation of the two pulses, the time variation of the rf parameters can be

determined. Figure 6.1 shows an example of this type of rf pulse.

Further in the future, new single cell structures will be tested, examining the behavior

of other materials at cryogenic temperatures, particularly CuAg, which showed low break-

down rates at room temperature. In addition, expanding the single cell program to other

frequencies will be pursued, including the S-band cryogenic single cell structure that has

been presented in this work. This structure is currently being manufactured and will be

installed within the next year.

The problem of large dark currents and the methods of reducing them will be considered.
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The dark current could be reduced with novel surface treatments, coatings, or different bulk

materials. Reduction of field emission currents will reduce dark current beam loading and

thus may allow higher accelerating gradients. Low dark currents are also important for

photoinjector designs, where the currents can easily be transported with the desired beam

and among others effects degrade the magnets of undulators.

Advances in cryogenic accelerators will support the further investigation into cryogenic

rf photoinjectors. In the future development of TOPGUN, specific paramters will be chosen

depending on a target application. Once a electron gun is manufactured, then an experi-

ment can be conducted to measure the ultra-high brightness capabilities of the ultra-high

accelerating gradients in a cryogenic normal-conducting accelerating structure.
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APPENDIX A

Skin Depth in Normal Conducting Metals

Early experiments by B. Pippard [145] found that surface resistances in normal conducting

metals for MHz frequencies at cryogenic temperatures are not accurately predicted by the

simple classical model; where electrons in the conductor are governed by Ohm’s Law. The

theory to explain this phenomenon, which was called the anomalous skin effect of metals,

was then initially laid out by Reuter and Sondheimer [144]. A short overview of that theory

is presented in this section.

For furture use, the Residual Resistivity Ratio (RRR) is defined as

RRR ≡ σc 4K

σc 293K . (A.1)

A.1 Normal Skin Effect

First, I will examine the skin effect in room temperature conductors. I will consider a

semi-infinite planar conductor, with µ = µ0, and assume that electrons follow Ohm’s Law,

~J = σc ~E. (A.2)

Further, I will assume that the time dependence of applied electromagnetic fields is e−iωt.

If the permeability, permittivity, and conductivity of the conductor do not vary in time

or space, then the Maxwell’s equations can be reduced to the diffusion equations in the

conductor near the surface [164]:

(
∇2 − µ0σc

)
~E(z)

~H(z)
= 0. (A.3)
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The solution to this equation shows that an incoming electromagnetic wave will penetrate

the metallic surface and the magnitude will decrease exponentially as it travels farther into

the metal. The exponential decay occurs with a characteristic length known as the skin

depth (δ) [181]:

Ez/E0 = Hz/H0 = Jz/J0 = exp
[
−(1− i)z

δ

]
, (A.4)

δ(ω) =
√

2c
Z0σcω

. (A.5)

With the assumption that displacement currents are negligible, the Maxwell equation, ε0 ∂
~E
∂t

=
~∇× ~H, can be used to find the surface impedance. The rf surface resistance is the reap part

of the surface impedance. To accomplish this, I must assume that the variation of fields in

the perpendicular direction is much larger than the variation along the surface of the metal

and therefore, ~∇ = −~n ∂
∂z

[164]. This assumption will hold in good conductors such as copper.

The resulting surface impedance, Zs, is:

~E = Zs
Z0

[ ~H × ~n],

Zs(ω) =
√
ωZ0

2cσc
(1− i), (A.6)

Re(Zs) = Rs.

A.2 Anomalous Skin Effect

Now I will examine the behavior of electrons in low temperature conductors. As the tem-

perature of the metal decreases the mean free path of electrons increases, described by:

l = σcZ0cvf
ω2
p

. (A.7)

This is evidenced by experimental observations of the decreasing DC bulk conductivity [142].

In good conductors at low temperatures, the mean free path and the skin depth will approach

the same order. Ohm’s law requires that the electric field in the conductor does not vary

over the free paths of electrons. Since the electric field now varies on the order of the skin

depth, this assumption is no longer true and Ohm’s law is invalid. To find the true electron
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current the electric field will need to be integrated over the path of the electrons in the metal,

which was done by [144], giving the following equations:

4iπω
c2

~J = d2E

dz2
~E + ω2

c2
~E,

f = f0 + f1(~v, z),

f0 = 1
exp[1

2m|v|2 −
ζ

kBT
] + 1

,

f
(1)
1 = e

mvz

∂f0

∂vx
exp

[
−(1 + iωτ)z

τvz

] ∫ z

0
~Eexp

[
−(1 + iωτ)z

τvz

]
dt, (A.8)

f
(2)
1 = e

mvz

∂f0

∂vx
exp

[
−(1 + iωτ)z

τvz

]

×
(
p
∫ z

−∞
~Eexp

[
−(1 + iωτ)z

τvz

]
dt+ (1− p)

∫ z

0
~Eexp

[
−(1 + iωτ)z

τvz

]
dt

)
,

Jz(z) = 2e
(
m

h

)3 ∫ ∫ ∫
vxfdvxdvydvz.

The first equation is directly from Maxwell’s equations. The second equation gives the dis-

tribution function, and thus the probability that a given electron has a specific velocity. The

Fermi function, f0, describes the relaxed state where there is no electric applied electric field

and f1 describes the perturbation caused by the electric field. f
(1)
1 and f

(2)
1 are the parti-

cle distributions for the perturbation traveling towards and away from the metal boundary

respectively. p is the ratio of specular to diffuse reflection from the boundary. This is a pa-

rameter that is left undefined, however, it does not have a strong effect on the final answer.

The effect of magnetic fields was assumed to be much smaller than the electric field effects,

and thus all terms related to the magnetic field were neglected. The equations A.8-A.9 were
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then reduced by [182] to an simpler form (this form is taken from [183]).

Zs(ω) = − iωlZ0

cF (ω) ,

F (ω) = − 1
π
u
∫ ∞

0
ln
[
1 + η + ξχ(t)

t2

]
dt,

u = 1 + i
ωl

vf
,

η = −ω
2l2

c2u2 , (A.9)

χ(t) = 2t−3[(1 + t2)arctan(t)− t],

ξ = iαu−3,

α = 3
2

(
l

δ(ω)

)2

.

In the extreme limit where δ << l, the cold temperature limit, there is a simplification as

stated in [144]

Zs(ω) =
(√

3
16π

cvf
ω2
p

) 1
3

Z0(1−
√

3i)
(
ω

c

)2/3
. (A.10)

In this extreme limit, we see that the rf surface resistance does not depend on the DC

conductivity of the metal.

Figures A.1 and A.2 show calculations of the rf surface resistance for the NSE and ASE

theories, and in the ASE theory for different frequencies.

A.2.1 Effective Skin Depth

The field dependence on depth into the metal is not necessary to calculate the surface

impedance in A.9. As this field dependence is complicated to derive I will reference [144] for

a full analysis.

The result shows that the field has two components: a short-range field that falls off

exponentially, and a long-range field with a slower decrease. The short and long-range fields

can be seen in Figure A.3 as well as a comparison to the theory of NSE exponential decrease

in field magnitude.

I can then define an effective skin depth for the anomalous skin effect theory as the
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Figure A.1: Comparison of the normal skin effect surface resistance and anomalous skin

effect surface resistance at 11.424 GHz in RRR=400 copper

Figure A.2: Comparison of the anomalous skin effect surface resistance in RRR=500 Cu at

2.856, 5.712, and 11.424 GHz

149



Figure A.3: Comparison of X-band electromagnetic field for normal skin effect and anomalous

skin effect as they penetrate the surface of 4 K IACS 100% RRR=400 copper. The field is

scaled to the value at the surface, and the distance is scaled to the electron mean free path

in the metal.
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Figure A.4: The effective skin depth, normal skin depth, and mean free path of electrons for

IACS 100%, RRR=400 copper at X-band.

distance it takes for the field to decrease by a factor of e. The result for X-band is shown in

Figure A.4, along with the NSE skin depth and the mean free path of electrons in the metal.

The effective skin depth and normal skin depth diverge when the mean free path approaches

the same value.

A.2.2 Dependence on RRR

Another interesting consequence of the anomalous skin effect is that after a certain point,

increasing the RRR does not improve the low temperature rf surface conductivity. As can be

seen in the extreme limit, equation A.10, the rf surface resistance only depends on the Fermi

velocity and the plasma frequency of a material, and not the DC resistivity. Figure A.5

shows, for X-band copper, that increasing the RRR does not decrease the low-temperature

rf surface resistance..
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Figure A.5: Rs for 4 K, X-band, IACS 100 % copper with varying RRRs. Increasing the

RRR does not significantly change the rf surface resistance at low temperatures.
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APPENDIX B

Derivation of Fields in a Resonant Cavity

As the rf properties of the tested accelerating structures seem to vary in time, discussed

in 4.1, a framework to calculate electromagnetic fields with time-dependent rf parameters

needs to be developed. The resulting differential equation is used to calculate the electric

field in the cryogenic accelerating cavity, as the Q0 changes.

B.1 Definition of Basis Modes

I will consider at first a general fully closed resonant cavity with perfectly conductive walls.

This resonant cavity will obey the source-less Maxwell’s equations, which can be reduced to

the steady-state electromagnetic wave equation

(
∇2 + k2

)
~E(~r)

~H(~r)
= 0, (B.1)

where k is the wave number, ω is the angular frequency, and k = ω/c.

Then I will define a set of basis functions for a resonant cavity, where the basis functions,
~Eλ and ~Hλ, are the eigenmodes of the cavity are solutions to the electromagnetic wave

equation with eignennumbers kλ:

~E(~r, t) =
∑
λ

~Eλ(~r)eλ(t),

~H(~r, t) =
∑
λ

~Hλ(~r)hλ(t), (B.2)

where eλ and hλ are the basis function field amplitudes. Non-degenerate solutions to equa-

tion B.1 are orthogonal and can be chosen to be orthonormal. Degenerate solutions can also
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be orthogonalized if necessary. In this situation, I will not be concerned with any degenerate

modes. The basis functions are defined such that

~∇× ~Eλ = kλ ~Hλ,

~∇× ~Hλ = kλ ~Eλ, (B.3)

where kλ = ωλ/c is the wave number of the resonant mode, and ωλ is the angular frequency.

Also, due to orthogonality

~eλ(t) =
∫
dV ~E(~r, t) · ~Eλ(~r),

~hλ(t) =
∫
dV ~H(~r, t) · ~Hλ(~r). (B.4)

These basis functions are for an ideal cavity, with perfectly conducting walls. In reality, the

walls will be lossy, and the walls of the cavity require an opening for exciting fields inside

the structure. These realities will be added as perturbations.

To accomplish this, I will take the dot product of Maxwell’s curl equation, ~∇ × ~H =

ε0∂ ~E/∂t with a basis function, ~Eλ and integrate over the cavity volume:

∫
dV (~∇× ~H) · ~Eλ = ε0

∫
dV

∂ ~E

∂t
· ~Eλ∫

dV ~E · (~∇× ~Eλ) +
∫
dV ~∇ · ( ~H × ~Eλ) = ε0

∑
λ

deλ′

dt

∫
dV ~Eλ′ · ~Eλ∫

dV ~E · (kλ ~Eλ) +
∫
dSn̂ · ( ~H × ~Eλ) = ε0

∑
λ

deλ′

dt
δλλ′ (B.5)

kλ~eλ +
∫
dSn̂ · ( ~H × ~Eλ) = ε0

deλ
dt
,

where the integral is over the boundary to the resonant cavity volume and n̂ is the unit

vector that points outwards, perpendicular to that surface.

The same exercise can be performed for the magnetic field amplitude,

kλ~hλ +
∫
dSn̂ · ( ~E × ~Hλ) = −µ0

dhλ
dt

. (B.6)

Then the integrable surface is broken into two parts: for the finite conductivity walls,

Sw, and the opening for the power input Sp. The equations to solve become:
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kλ~eλ +
∫
Sw
dSn̂ · ( ~H × ~Eλ) +

∫
Sp
dSn̂ · ( ~H × ~Eλ) = ε0

deλ
dt
,

kλ~hλ +
∫
Sw
dSn̂ · ( ~E × ~Hλ) +

∫
Sp
dSn̂ · ( ~E × ~Hλ) = −µ0

dhλ
dt

. (B.7)

For simplicity I will assume that all fields have the same eiωt dependence; then:

~E(~r, t) = Ẽ(~r, t)eiωt,

~E(~r, t) = Ẽ(~r, t)eiωt,

~e(t) = ẽ(t)eiωt,

~h(t) = h̃(t)eiωt, (B.8)

where, Ẽ, H̃, ẽ and h̃ are all slowly-varying functions of time. ω, the frequency of the fields

oscillatory behavior, is not necessarily the same as ωλ, the frequency of the resonant mode.

Using these relations, equation B.7 becomes:

kλẽλ +
∫
Sw
dSn̂ · (H̃ × ~Eλ) +

∫
Sp
dSn̂ · ( ~H × ~Eλ) = ε0

dẽλ
dt
− iωε0ẽλ, (B.9)

kλh̃λ +
∫
Sw
dSn̂ · (Ẽ × ~Hλ) +

∫
Sp
dSn̂ · ( ~E × ~Hλ) = −µ0

dhλ
dt

+ iωµ0h̃λ.

B.2 Perturbation due to Skin Depth

I now change the previous assumption of the perfectly conducting walls to merely finite

conductivity.

I define the ratio of the imaginary to real part of the rf surface impedance ZS as

ζim ≡ −
Im(Zs)
Re(Zs)

. (B.10)

From A.2, ζim will vary from
√

3 at temperatures below 30 K to 1 at room temperature.

Then,

Ẽ|surf = Rs(1− ζimi)(H̃surf × n̂) (B.11)
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Then computing the surface wall integral, equation B.9
∫
Sw
dSn̂ · Ẽ × ~Hλ = −

∫
Sw
dSn̂

[
Rs(1− ζimi)n̂× H̃

]
~Hλ

= −
∫
Sw
dSRs(1− ζimi)n̂

[
n̂( ~Hλ · H̃)− H̃(n̂ · ~Hλ)

]
(B.12)

= −
∫
Sw
dSRs(1− ζimi)H̃ · ~Hλ

From here we can define the internal quality factor as:

1
Q0λ
≡
∫
SW

dS
Rs

2µ0ω
| ~Hλ|2. (B.13)

and substituting this back into B.12:
∫
Sw
dSn̂ · Ẽ × ~Hλ = h̃λ

∫
Sw
dSRs(1− ζim| ~Hλ|2

= (1− ζim)µ0ω

Q0λ
h̃λ. (B.14)

The other surface integral vanishes identically:
∫
Sw
dSn̂ · H̃ × ~Eλ = −

∫
Sw
dSH̃ · n̂× ~Eλ = 0. (B.15)

B.3 Perturbation due to Coupling Waveguide

I assume now that there is a circular waveguide that is connected to the resonant cavity

through a small coupling port. The fields in the waveguide can be completely defined by

the fields perpendicular to the propagation axis, ~E⊥& ~H⊥ [116]. A different set of orthogonal

basis functions can be defined, ~E⊥a& ~H⊥a, on a chosen plane normal to the propagation axis,

ẑ, such that

~E⊥(~r, t) =
∑
a

~E⊥a(~r)Va(t),

~H⊥(~r, t) =
∑
a

~H⊥a(~r)ZcaIa(t), (B.16)

where Va and Ia are the expansion coefficients, and Zca is the characteristic impedance with

Zca ~H⊥a = ẑ × ~E⊥a. The basis functions follow the following orthogonal relations for an
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arbitrary reference plane, S, in the waveguide:
∫
S
dS ~E⊥a · ~E⊥b = δab∫

S
dS ~H⊥a · ~H⊥b = δab

Z2
ca

(B.17)∫
S
dS ~E⊥a × ~H⊥b = δab

Zca

Since I am interested in the overlap integrals between the electromagnetic fields in the

waveguide and those in the resonant cavity, I define

~E⊥λ(~r) =
∑
a

~E⊥a(~r)Vaλ,

~H⊥λ(~r) =
∑
a

~H⊥a(~r)ZcaIaλ, (B.18)

with

Vaλ =
∫
S
dS ~Eλ(~r) · ~E⊥a(~r)

Iaλ = Zca

∫
S
dS ~Hλ(~r) · ~H⊥a(~r) (B.19)

Again, I assume that the time-dependence for all fields is e−iωt and that the slowly-varying

amplitudes for the waveguide expansion coefficients are Ṽa and Ĩa. Using these definitions,

the other surface integral from equation B.9 can be calculated over the coupling waveguide

surface Sp. ∫
Sp
dSn̂ · Ẽ × ~Hλ =

∫
Sp
dSn̂ ·

[∑
a

~E⊥aṼa

]
×
[∑

b

~H⊥bZcbIbλ

]

= −
∑
a

∑
b

ṼaZcbIbλ

∫
Sp
dSẑ · ~E⊥a × ~H⊥b (B.20)

= −
∑
a

∑
b

ṼaZcbIbλ
δab
Zca

= −
∑
a

ṼaIaλ

The other surface integral can be solved similarly to find
∫
Sp
dSn̂ · H̃ × ~Eλ =

∑
a

ĨaVaλ. (B.21)

Since the choice of reference plane is arbitrary, I will choose a plane such that Vaλ = 0.
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B.4 Derivation of Differential Equation

Having solved the surface integral perturbations due to the skin depth and coupling waveg-

uide then equation B.9 becomes:

−µ0
dh̃λ(t)
dt

+ iµ0ωh̃λ(t) = ωλ(t)ẽλ
c

+ µ0(1− ζimi)ω
Q0λ(t)

h̃λ(t)−
∑
a

ṼaIaλ

ε0
dẽλ(t)
dt

− iε0ωẽλ(t) = ωλ(t)h̃λ
c

, (B.22)

where the time dependencies of the mode amplitudes, ẽλ and h̃λ, as well as the cavity

properties Q0 and ωλ, are explicitly included. From here I solve for the electric field, by

substituting the two equations of B.22 together, resulting in:

−ε0µ0c
d

dt

[
1

ωλ(t)

(
dẽλ(t)
dt

− iωẽλ(t)
)]
− ωλ(t)ẽλ

c

= µ0cε0(1− (ζim +Q0λ)i)ω
Q0λ(t)

[
c

ωλ(t)

(
dẽλ(t)
dt

− iωẽλ(t)
)]
−
∑
a

ṼaIaλ (B.23)

which simplifies to

d2ẽλ(t)
dt2

+
[

1
ωλ(t)

dωλ(t)
dt

+ ω

Q0λ(t)
− iω

(
2 + ζim

Q0λ(t)

)]
dẽλ(t)
dt

+
[
ω2
λ(t)− ω2

(
1 + ζim

Q0λ

)
+ iω

(
1

ωλ(t)
dωλ(t)
dt

− ω

Q0λ(t)

)]
ẽλ(t)

= −cωλ(t)
∑
a

ṼaIaλ (B.24)

Here, I make two assumptions. First, that the resonant frequency of the excited mode,

ωλ will not vary by more than a bandwidth. For the experiment presented: ωλ ∼ 1010,

Q0 ∼ 105, and the pulse length over which the change in ωλ occurs is less than 1µs. Therefore,

ωωλ/Q0 ∼ 1015 and ∆ωλ∆t < 1011, giving the following inequality:

|dωλ
dt
| << ωωλ

Q0λ
. (B.25)

Second, since the field amplitude ẽλ(t) is slowly varying I can assume that

|d
2ẽλ(t)
dt2

| << ω2ẽλ(t). (B.26)
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Using these assumptions, I arrive at:[
1

Q0λ(t)
− i

(
2 + ζim

Q0λ(t)

)]
dẽλ(t)
dt

+
[
ω2
λ(t)
ω
− ω

(
1 + ζim

Q0λ

)
− iω

Q0λ(t)

]
ẽλ(t)

= −cωλ(t)
ω

∑
a

ṼaIaλ (B.27)

Next, I want to express∑a ĨaVaλ in terms of the electric field amplitude. In the waveguide,

I assume the primary mode is TM, in which case I can write:

H̃⊥ = H̃λ =
∑
a

~H⊥aZcaĨa(t) =
∑
λ

~Hλẽλ. (B.28)

I will assume that there is only one waveguide mode exciting one resonant mode. By taking

the dot product on both sides with the waveguide mode ~H⊥1, then I arrive at:

Ĩ1(t) = I1λh̃λ(t) (B.29)

The waveguide expansion coefficients can be split into forward and backward propagating

components:

Ṽ1 = Ṽ +
1 + Ṽ −1

Ĩ1 = Ĩ+
1 + Ĩ−1 , (B.30)

with the relation

ZcaĨ
±
a = ±Ṽ ±a (B.31)

Ṽ1 = 2Zc1Ĩ+
1 − Zc1Ĩ1

= 2Ṽ +
1 − Zc1I1λh̃λ(t) (B.32)

I define the external quality factor,

1
QEλ

≡ I2
1λZc1
µ0ωλ

. (B.33)

The rf power, Pin, that is incident to the resonant cavity from the waveguide can be repre-

sented as:

Ṽ +
1 =

√
2PinZc1 (B.34)
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By multiplying through by I1λ and substituting h̃λ from equation B.22:

Ṽ1I1λ = 2V +
1 I1λ − Zc1I2

1λh̃λ(t)

Ṽ1I1λ =
√

8Pinµ0ωλ
QEλ

− ε0cµ0

QEλ

(
dẽλ(t)
dt

− iωẽλ(t)
)

(B.35)

This definition from the previous equation is substituted back into equation B.27[
1

Q0λ(t)
− i

(
2 + ζim

Q0λ(t)

)]
dẽλ(t)
dt

+
[
ω2
λ(t)
ω
− ω

(
1 + ζim

Q0λ

)
− iω

Q0λ(t)

]
ẽλ(t)

= − 1
ω

√√√√8Pinω3
λ

ε0QEλ

− ωλ
ωQEλ

(
dẽλ(t)
dt

− iωẽλ(t)
)
(B.36)

which finally simplifies to:[
ω

Q0λ(t)
+ ωλ
QEλ

− iω
(

2 + ζim
Q0λ(t)

)]
dẽλ(t)
dt

+
[
ω2
λ(t)− ω2

(
1 + ζim

Q0λ(t)

)
− iω

(
ω

Q0λ(t)
+ ωλ
QEλ

)]
ẽλ(t) = −

√√√√8Pinω3
λ

ε0QEλ

(B.37)

This is the full equation for the electric field inside a resonant cavity.

Before moving on further, it is important to analyze this equation. If the cavity param-

eters are constant and I define:
1
QTλ

≡ 1
Q0λ

+ 1
QEλ

, (B.38)

and drive the resonant cavity at

ω = ωλ√
1 + ζim

Q0λ

, (B.39)

then the differential equation B.37 reduces to (ignoring terms of 1/Q2

dẽλ(t)
dt

[
1
QTλ

− 2i
]
− ẽλ(t)

[
iωλ
QTλ

]
= −

√
8Pinωλ
ε0QEλ

. (B.40)

This equation has a relatively simple solution with the initial condition eλ(0) = 0:

eλ(t) = −iQTλ

√
8Pin

ωλε0QEλ

(
1− eit/τp

)
e−iωt, (B.41)

with ω defined as in equation B.39 and τp ≡ 2QTλ/ωλ. What is important to draw from this

equation is that the resonance frequency has been shifted from ωλ by the skin depth of the
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resonant cavity. In particular the terms that cause the frequency shift are those with the

from ζim/Q0λ(t).

In the experiment presented in this work the frequency shift may not only be caused by

the skin depth, as it is here. Therefore, I will ignore this frequency shift and fit the frequency

change separately. To this end I can simplify even further by assuming Q0 >> 1:[
ω

Q0λ(t)
+ ωλ(t)

QEλ

− 2iω
]
dẽλ(t)
dt

+
[
ω2
λ(t)− ω2 − iω

(
ω

Q0λ(t)
+ ωλ(t)

QEλ

)]
ẽλ(t) = −

√√√√8Pinω3
λ(t)

ε0QEλ

(B.42)

The solution for this differential equation no longer has the frequency shift mentioned above

due to the skin depth. The frequency shift is instead contained explicitly in ωλ(t).

B.5 Constant Cavity Parameters

In a different exercise I will now quickly re-derive the differential equation with constant

cavity parameters. In this case I use a Fourier and inverse Fourier transform, as in [116],

without adopting the assumed slowly-varying functions in time, starting from equation B.8,

the I arrive at:

−µ0
dhλ(t)
dt

= ωλ
c
eλ(t) + µ0ωλ

1− iζim
Q0

hλ(t)−
√

8Pinµ0ωλ
QE

e−iωdt + µ0ωλ
QE

hλ(t)

ε0
deλ(t)
dt

= ωλ
c
hλ(t) (B.43)

Solving for eλ(t)

−ε0cµ0

ωλ

d2eλ(t)
dt2

= ωλ
c
eλ(t) + µ0cε0

1− iζim
Q0

deλ(t)
dt

−
√

8Pinµ0ωλ
QE

e−iωdt + ε0cµ0

QE

deλ(t)
dt

− 1
cωλ

d2eλ(t)
dt2

= ωλ
c
eλ(t) + 1

c

1− iζim
Q0

deλ(t)
dt

−
√

8Pinµ0ωλ
QE

e−iωdt + 1
cQE

deλ(t)
dt

(B.44)

If I solve for the real and imaginary parts separately, and define 1/QL = 1/Q0 + 1/QE,

[
d2

dt2
+ ωλ
QL

d

dt
+ ω2

λ

]
eλ(t) = −

√√√√8Pinω3
λ

µ0QE

e−iωdt (B.45)
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This final differential equation is analogous to a damped driven harmonic oscillator. The

next section will show that a driven LRC circuit arrives at the same differential equation,

and equivalent circuits become a strong tool for resonant cavities as explained in ??.

162



APPENDIX C

Equivalent Circuit Theory

As shown in B.5, a resonant cavity behaves as a driven harmonic oscillator when the rf

parameters are constant in time. The behaviorof an LRC circuit is also defined by a differ-

ential equation analogous to the damped driven harmonic oscillator. Therefore, analogous

circuits can be created to reveal some aspects of the behavior in resonant cavities. Equiva-

lent circuit theory will also be very important for extracting the rf parameters from a VNA

measurement.

C.1 LRC circuit

I will consider a driven shunt LRC circuit as shown in Figure C.1.

The differential equation for the voltage in the LRC circuit is [7]:(
d

dt2
+ d

dt

1
RC

+ 1
LC

)
V (t) = İ

C
, (C.1)

where the voltage generator supplies the current I(t). Then the analogous values between

the resonant cavity and the circuit are:

Q0 = ω0RC,

ω0 = 1√
LC

, (C.2)

β = R

ZL
,

where ZL is the impedance of the line to the generator.
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Figure C.1: Circuit diagram for a LRC circuit

C.2 Impedance

Using this analogous circuit, the complex impedance is:

Zc(ω) = 1
1
R

+ iωC + 1
iωL

. (C.3)

Which can be reduced to

Zc(ω) = R

1 + iQ0δ
, (C.4)

δ = ω

ω0
− ω0

ω
= f

f0
− f0

f
.

To find the reflection coefficient I use the equation:

Γ = Zc − ZL
Zc + ZL

. (C.5)

Inputting equation C.4 into C.5, the reflection is:

Γ(ω) = (β − 1)ωω0 − iQ0(ω2 − ω2
0)

(1 + β)ωω0 + iQ0(ω2 − ω2
0) . (C.6)

Using this calculated reflection coefficient, the expected reflected amplitude from an arbitrary

input to the cavity is found using V − = Γ[ω]V +. Given a reflected amplitude and the input
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(a) (b)

Figure C.2: Reflection coefficient for a resonant cavity with Q0 = 10, 000, β = 1, and

f0 = 11.424 GHz.(a) real and imaginary parts, and (b) dB.

wave that created the reflection that is measured, I can fit and find Q0, ω0, and β for the

cavity by matching the measurement with the result of C.6. Figure C.2 shows an example

of the reflection coefficient of a resonant cavity.

The gradient inside the resonant cavity is analogous to the voltage across the LRC circuit,

VLRC . To calculate the gradient I use the effective shunt impedance r and length as defined

in 1.2.1. The analogy to the circuit for power lost in the cavity, Pcav, and input power, Pin
is:

Pcav = |VLRC |2

2R (C.7)

Pin = |V +|2

2ZL
.

The voltage across the circuit, and thus the accelerating gradient, in the steady state regime

can be found by:

VLRC = V + + V − = V +(1 + Γ)

Pcav = Pin|1 + Γ|2ZL
R

(C.8)

G(ω) =
√
r

L

2
√
βωω0

(1 + β)ωω0 + iQ0(ω2 − ω2
0)

√
Pin
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Figure C.3: An arbitrary two-port equivalent circuit with ABCD matrix.

C.3 ABCD Matrix Cascading

So far, I have only considered the equivalent circuit of a one-port cavity, which is described by

its reflection coefficient when observing from the outside, or the voltage across the circuit.

Now I would like to consider two-port rf elements, such as a waveguide. Since I am also

interested creating equivalent circuits out of multiple elements, I will use the formalism

known as ABCD matrices that are well-suited for this application.

An ABCD matrix for an arbitrary two-port matrix shown in Figure C.3, isV1

I1

 =

A B

C D

 ·
V2

I2

 . (C.9)

In this formalism, to find the effect of consecutive two-port rf elements, the matrices are

simply multiplied together as matrices [184].

Since I will be using equivalent circuits to examine the reflection from resonant cavities

I need a way to find the total reflection of a two-port matrix cascaded with a cavity as in

the example shown in Figure C.4. The resulting impedance is (where the components of the

ABCD matrix can depend on ω):

ZTot(ω) = A(ω)ZC(ω) +B(ω)
C(ω)ZC(ω) +D(ω) (C.10)

and the reflection can be found by applying equation C.5.

C.3.1 VNA model for Waveguide Connection

A VNA measures the reflection coefficient of the resonant cavity. Equation C.6 is used to fit

that data and extract, β, ω0 and Q0. However, to reach a more accurate result measurement,
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Figure C.4: An arbitrary two-port equivalent circuit with ABCD matrix attached to a

resonant LRC circuit.

we should add some complexity to the equivalent circuit to more accurately represent the

system. To do this I include the effect of the transmission from the cavity to the VNA via

a rectangular waveguide.

According [184], the ABCD matrix for a lossy rectangular waveguide isA B

C D

 =

 cosh γW (ω)LW ZL sinh γW (ω)LW
1
ZL

sinh γW (ω)LW cosh γW (ω)LW


γW (ω) = αW√

1−
(
ωc
ω

)2
+ i

ω

c

√
1−

(
ωc
ω

)2
, (C.11)

where αW is the attenuation constant of the waveguide, LW is the length, and ωc is the cutoff

frequency.

The resulting reflection coefficient is then, where I have changed from angular frequency

to frequency:

Γ(f) = eiθe
−2αWLW

(
1−( fcf )2

)− 1
2

e
−2iLW

cf
(f+fc)(f−fc)

(
1−( fcf )2

)− 1
2 1− i

(
1
Qe
− 1

Q0

)
f
f0
−
(
f
f0

)2

−1− i
(

1
Q0

+ 1
Qe

)
f
f0

+
(
f
f0

)2 .

(C.12)

The first factor is an arbitrary phase of the transmission, the second factor is attenuation

in the waveguide, and the third factor is a dispersion term. For the VNA measurement I

only consider a relatively small frequency window around the target frequency f = f0 +

δf , therefore we can use a Taylor expansion to simplify this expression. For this exercise
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(fc/f0)2 ∼ 1/3. First looking specifically at the dispersion term:

e
−2iLW

c
(f− f

2
c
f

)

(
1− 1

3
1

1+( δff0 )2

)− 1
2

= e
−2iLW

c
(f0+δf−( 1

3
f0

1+ δf
f0

))
(

1− 1
3 (1−

(
δf
f0

)2
)
)− 1

2

(C.13)

= e
−i 4

3

√
2
3
LW
c

(f0+2δf− 3
4f0

δf2)
.

Similarly, the attenuation term becomes:

e
−2αWLW

(
1− 1

3
1

1+( δff0 )2

)− 1
2

= e
−2αWLW

(
1− 1

4

(
δf
f0

)2
)

(C.14)

= e−2αWLW

1 + αWLW
2

(
δf

f0

)2


(C.15)

The model has been simplified to fit the data:

Γ(f) = Ace
iθeiγl(f−f0)eiγq(f−f0)2 1− i

(
1
Qe
− 1

Q0

)
f
f0
−
(
f
f0

)2

−1− i
(

1
Q0

+ 1
Qe

)
f
f0

+
(
f
f0

)2 (C.16)

In this model Ac collects the attenuation of the system from the lossy components in the

RF network, and the frequency dependent attenuation is disregarded, as it is second order

in δf/f0 << 1. γl, and γq are the linear and quadratic dispersion terms. These terms are

split to allow more freedom, since the transmission is not a perfect waveguide. θ collects the

frequency independent rotation angle in a single variable, from drift in the network analyzer

and length of transmission lines. Figure C.5 shows an example reflection coefficient for this

system. The dispersion terms are exaggerated to show their effects.

C.3.2 Equivalent Circuit for High Voltage Coaxial Feedthrough

In the experiment described in 3.4, equation C.16 does not accurately describe the data.

This is most likely due to the coaxial high voltage feedthrough into the cryostat. In [184],
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(a) (b)

Figure C.5: Reflection coefficient for a resonant cavity with Q0 = 10, 000, β = 1, and f0 =

11.424 GHz and a lossy waveguide with Ac = 0.8, γl = 201/GHz, and γq = 1031/GHz2.(a)

real and imaginary parts, and (b) dB.

there are multiple equivalent circuit discontinuities that could exist in a coaxial transmission

line. The one that worked the best for this situation was a shunt capacitance discontinuity,

which can be described by the ABCD matrix:A B

C D

 =

 1 0

iωD0 1

 ,
where D0 describes the capacitance of the discontinuity.

For this model I also used a lossy coaxial transmission line rather than lossy waveguide,

which is described as:A B

C D

 =

 cosh γcoax(ω)Lcoax ZL sinh γcoax(ω)Lcoax

1
ZL

sinh γcoax(ω)Lcoax cosh γcoax(ω)Lcoax


γcoax(ω) = αcx + iβcxω, (C.17)

where Lcoax is the length of the coaxial lines, αcoax is the attenuation, and βcoax describes

the oscillation in phase.

After cascading a coaxial line, the capacitor discontinuity, and another coaxial line with
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(a) (b)

Figure C.6: Reflection coefficient for a resonant cavity with Q0 = 10, 000, β = 1, and

f0 = 11.424 GHz and a lossy waveguide with αcx = 0.01, γl = 0.031/GHz, and D0 =

0.251/GHz.(a) real and imaginary parts, and (b) dB.

the resonant cavity I simplify the resulting reflection coefficent by gathering variables:

Γ(f) = eiθ

[
e−(αcx+iγl(f−f0))(D0 + 2i

f
)(iδ + ( 1

Q0
− 1

QE
))−D0(iδ + ( 1

QE
+ 1

Q0
)))
]

[
e(αcx+iγl(f−f0))(D0 − 2i

f
)(iδ + ( 1

Q0
+ 1

QE
))−D0(iδ − ( 1

QE
− 1

Q0
)))
] (C.18)

Figure C.6 shows an example of this model. The attenuation, dispersion, and capacitance

are exaggerated. The capacitance, will shift the value of the frequency resonance.

C.4 Time-Varying Fields

One method for calculating the time-dependent reflection or fields inside a resonant cavity,

or a rf system with an arbitrary impedance, is to use a Fourier transform method. The

method is as follows:

• Take the Fourier Transform of the input voltage

• Multiply with the impedance of the rf system

• Take the Inverse Fourier Transform of the result

The result will be the reflected signal from the rf system. If I instead multiply by

equation C.8, instead of the impedance, the result will be the field inside the resonant
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(a) (b)

Figure C.7: (a) The forward voltage signal and the calculated reflected voltage signal, and

(b) the voltage inside the cavity. Cavity is Q0 = 10, 000, β = 1, and f0 = 11.424 GHz

Figure C.8: An arbitrary two-port equivalent circuit with S-matrix.

cavity. An example of the reflected signal and voltage inside the cavity from an arbitrary

input voltage is shown in Figure C.7.

C.5 Full RF System Model

To model the full rf system, I will use a different framework than ABCD matrices. Instead

I will use scattering matrices for the individual components of the high power rf circuit. For

this formalism I consider a two-port element again, and define a forward and backward wave

at each port, as depicted in Figure C.8. Then the S-matrix is defined as:b1

b2

 =

S11 S12

S21 S22


a1

a2

 (C.19)

S-matrices generalize to larger n×n dimensions for n ports.
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A method for creating a S-matrix from multiple rf components is as follows and is taken

from [184]. For a diagram of the circuit used for high power experiments, see Figure 3.11.

The method to create an overall scattering matrix is to start by creating a block diagonal

matrix, AS, from the S-matrices for each rf component. Along the diagonal, after the S-

matrices of the rf components, add a zero for each external port of the system. In this

model I will include: the klystron as a 1-port element, a rectangular waveguide (2-ports),

circular waveguide (2-ports), 3dB hybrid (4 ports), directional coupler (4-ports), a second

rectangular waveguide section (2-ports), and the resonant cavity (1-port). The system has

four external ports, two on the 3dB hybrid, and two on the directional coupler. Then in

total, the block diagonal matrix is 20× 20 matrix.

the second step is to create a symmetric matrix, Bconn that encodes the connections of

the system. Number each individual port of all the components sequentially from 1-16 for

this system, and then for any two ports m and n that are connected place a 1 at position

(m,n) and (n,m) in this connection matrix. Do the same thing for where the external ports

are connected, that will be numbered 17-20. The external ports are connected to ports 7, 8,

11, and 12. The resulting matrix should be non-singular with Det(Bconn)=1.

Next, define

W = Bconn − AS, (C.20)

and define a n-dimension vector ~X that defines the input to the system. For example, for

the case where power is inputted to the system from the klystron into the first waveguide

section at port 2,

~X =



0

1

0
...


(C.21)

To find the resulting output vector, ~F , for the entire system:

Bconn · ~Y = ~F , (C.22)

where ~Y is the solution to W · ~Y = ~X.
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With this framework I can solve the behavior of the system. I will now discuss the models

used for each component.

The klystron is modeled with S11 = −0.69 [185]. I used the following to model both

types of waveguide, circular and rectangular:

S12 = S21 = 1
sinh ((αW + iβW (f, fc))LW ) + cosh ((αW + iβW (f, fc))LW )

S11 = S22 = 0 (C.23)

βW (f, fc) = 2πf
c

√√√√1−
(
fc
f

)2

.

The attenuation is small enough to ignore for the circular waveguide, and α = 0.12dB/m

for the rectangular waveguide. The length of the circular waveguide was fitted to be 16.847.

The first rectangular waveguide near the klystron was 9.3m long, and the second was 0.1 m.

The rectangular waveguides add more dispersion to the system than the circular waveguide.

The 3dB hybrid was modeled as a splitter that sent -3.5 dB to each arm and the external

ports were assumed to be connected to loads with no reflection. The directional coupler was

measured with the VNA, and the sampling arms had about -45.5 dB output. The input loss

was -0.28 dB and the directivity was 25 dB. The VNA measurements were also used for the

resonant cavity.

The results are discussed in 3.3.4.
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