
UCLA
UCLA Electronic Theses and Dissertations

Title
DESIGN TECHNIQUES FOR HIGH SPEED POWER EFFICIENT DATA INTERFACES

Permalink
https://escholarship.org/uc/item/4vk870jf

Author
HU, BOYU

Publication Date
2016
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/4vk870jf
https://escholarship.org
http://www.cdlib.org/


 

 

UNIVERSITY OF CALIFORNIA  

Los Angeles  

 

 

 

 

 

 

 

 

 

 
Design Techniques For High Speed Power Efficient Data Interfaces 

 

 

 

 

 

 

 

 

 

 

 

A dissertation submitted in partial satisfaction of the  

 

requirements for the degree Doctor of Philosophy  

 

in Electrical Engineering  

 

 

 

 

by 

 

 

 

Boyu Hu 

 

 

2016 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

©  Copyright by  

 

Boyu Hu 

 

2016 

 



ii 

 

 

ABSTRACT OF THE DISSERTATION 
 

 

Design Techniques For High Speed Power Efficient Data Interfaces 

by 

Boyu Hu 

Doctor of Philosophy in Electrical Engineering 

University of California, Los Angeles, 2016 

Professor Mau-Chung Frank Chang, Chair 

 

 

 

The ever-exploding massive data traffic through both wireless and wireline channels has put 

critical requirements on the design of high-speed power-efficiency data interface.  Serving as the 

role of  bridging the real physical world, of which represented in a continuous form both on the 

amplitude and time axis, and the computing/controlling digital core operating with quantized 

measurements in a discrete step-by-step form, the performance matrix of the data interface 

directly reflects how well the information is preserved after being conveyed from one-domain to 

the other.  



iii 

 

The first part of the dissertation discusses how to effectively mapping the recently emerged 

Compressive-Sensing theory into real world acquisition hardware implementations and thus 

provides an alternative solution to potentially improve the power and speed performance of data 

interfaces which fit in such domain-sparse-signal-oriented processing scheme. Two dual-mode 

ADC experimental prototypes, one of which is based on self-timed pipeline SAR-BS architecture 

while the other hybrids voltage-domain SAR-ADC and time-domain locally-readjusted 2D-

Vernier TDC, supporting both general purpose Nyquist-Sampling as well as Compressive-

Sensing for certain spectral sparse signals, are presented.  

The second part focuses on exploring various low-resolution ultra-high-speed DAC 

implementations for voltage-mode multi-level signaling wireline transmitter design with 

equalization. A Capacitor-DAC-based approach is proposed due to its inherent advantages on 

providing linear binary-weighted voltage-domain summing; delivering high swing for capacitive 

loading; being power efficient and  free of driver on-resistance introduced eye-distortion. This 

architecture is further extended into a pre-distortion-enabled one with independent eye-opening 

control when the transmitter serves as a baseband modulator for carrier-based communication 

applications, to  effectively correct the non-linear transfer curve of the mixer stage within the RF 

transmitter. In addition, a C2C-DAC-based architecture is investigated to embed equalization 

into this pre-distortion-enabled transmitter. To cope with the swing shrink due to the buffer stage 

for applications requiring channel impedance matching in the Capacitor-DAC-based approach, a 

R2R-DAC-based transmitter architecture is investigated, which provides compact recursive 

structural and flexibility to be extended into a multi-tap equalization version.   
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Chapter 1  Introduction 

 

1.1 Motivation 

 
 

 

Figure 1.1 Data interface design trade offs 

 

Data interfaces serve as the bridge linking the way how we feel world and that how machine 

does.  

A typical data interface is composed of data converters with or without pre-conditioning circuits. 

As the data rate is growing exponentially these days, data interfaces are very often the 
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performance bottle neck of the whole system. Trade-offs are lasting forever among achievable 

speed, dynamic range and power consumption due to all the non-idealities brought by the 

physical world.  

It is noted that we are actually not exploiting the full capability of such data interfaces in certain 

cases when we complained that we had crashed on the technology limitation. The observation is 

based on the fact that such data interfaces always employing  Nyquist-Sampling, which is a safe 

yet conservative scheme assuming that we have no prior knowledge on the data besides the 

instantaneous bandwidth. Data is acquired,  conditioned, transformed at its raw volume. 

We can do better than that under certain conditions. Actually many of the natural signals have 

more concise, or so called sparser representations, which means only a small amount of 

coefficients could well-contain most of the information, on certain basis. As shown in Fig.1.1, 

for a signal in its sparse domain, if its coefficients are rearranged by their magnitude, a 

significant decay will appear when the index exceeds a relatively small number. 

Taking frequency domain signal acquisition as a concrete example. If we know that a narrow 

band sparse frequency signal is within 1% percentage anywhere within a 2GHz bandwidth. Does 

this additional prior knowledge of 1% percentage brings us additional benefits in terms of data 

interface design compared with the minimum knowledge of 2GHz bandwidth?  

The answer is yes. With this prior knowledge of spectral sparsity, it is possible to compress the 

data at the acquisition stage, which effectively reduces the downstream data burden, relaxes the 

circuit design effort and shifts the computation complexity from power/area sensitive places to 

non-sensitive places within the system. 
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How can we achieve this? With prior knowledge provided , we may turn to a alternative 

acquisition framework utilizing compressive-sensing [1-5]. 

 

Figure 1.2  (a) Nyquist-Sampling framework (b) Compressive-Sensing framework 

 

General purpose signal acquisition using Dirac samplers at uniform time grids and follows 

Nyquist sampling theory as shown in Fig.1.2 (a) : the sampling rate should be at least twice the 

maximum frequency presented in the signal. The output data is processed with a Fast-Fourier-

Transform Decoder at its raw data rate.  

Compressive Sensing theory suggests an alternative data acquisition framework that can 

indirectly access the signal information in its sparse domain at sub-Nyquist rate as shown in 

Fig.1.2 (b). By incorporating randomness into the sampling process, sparse signal information 

can be well encoded into much fewer samplers, and the original signal can be robustly recovered 

in digital domain by applying sparsity as prior knowledge given the random-matrix.  In addition, 

recent research from signal processing community show promising and powerful signal 

processing techniques to solve such problems as detection, classification and filtering directly on 
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the compressed data domain with low-complexity computations [6]. Such a trend makes the CS-

framework a potentially power and hardware efficient complementary solution to its NS-

framework counterpart for domain-specific sparse signal processing. 

 

 

Figure 1.3 Potential applications of CS-enabled acquisition system 

 

One kind of sparse signal is the spectral sparse signals, which have sparse coefficients 

representation on Fourier-basis. They are widely encountered in signal processing. 

Compressive sensing may find its potential applications [7-10] in the future for such signals as 

acquiring certain spectral-sparse signals located anywhere within a wide frequency range; 

localization/detection of wireless transmitters for intelligence communication, power spectral 

density estimation and so on, as shown in Fig.1.3. 
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Though promising in theory, only limited hardware implementation of CS-enabled data interface 

have been reported, and mainly focused on demonstrating its applications to relatively low-speed 

conversion with improved power efficiency [11-12], wideband analog receiver front-end but 

with no embedded quantization [13], or sampling the signal at Nyquist-rate and implement 

compressive-sensing in digital domain [14]. The combination of CS-theory with high-speed 

power-efficiency data converter architectures in mainstream deep-sub-micron CMOS technology 

has remained rarely touched. 

In the first part of this dissertation, we demonstrate our approach to fill the gap between the 

theory and the hardware implementation of CS-equipped devices from a hardware designer's 

perspective. We start from architecture-level mapping from the abstracted CS-based acquisition 

framework model to concrete ADCs. Then techniques at both the ADC architecture level as well 

as circuit level are proposed and employed, leading to two high-speed power-efficiency ADC 

prototypes featured by both NS and CS-based operation for certain spectral sparse signals.     

 

Figure 1. 4(a) Electrical link with multi-level signaling (b) Optical link with multi-level signaling 
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On the other hand, although the aforementioned potential applications where specific sparse 

domain can be utilized for signal processing at a reduced data-rate are promising,  there are many 

applications where the data flow do not show a statistically stable sparse characteristic, or the 

rate is so high that the computation complexity introduced overburden has surpassed the 

potential benefits brought by CS-based framework, such as general purpose ultra high-speed I/O 

interfaces. For such cases, it is a natural choice to remain within the general purpose NS-based 

framework and focus on how to improve the data conversion/transfer efficiency with novel 

architecture/circuit solutions.   

High data-rate electrical and optical interconnects are in high demand to meet exponentially 

increasing information capacity requirements associated with high-performance computing, 

chip-to-chip communication and data-center related applications. Electrical and Optical links 

employing NRZ signaling achieving >20Gb/s were reported [15-19]. Nevertheless, parasitic 

capacitance introduced by chip pads and bonding/packaging limit the maximum symbol-rate that 

can be delivered from the silicon chip to the electrical/optical channels with manageable ISI 

levels. In addition, connectors, vias, and PCB traces in both electronic backplanes and fiber 

optical modulators introduce severe loss and distortions at high speed/frequency operations. In 

many cases, complex equalization with bulky on-chip inductors were needed for signal 

compensation , raising serious issues in terms of energy and cost-effectiveness.           

Multi-level modulation schemes with higher spectral efficiency such as PAM-4 [20-22] or even 

PAM-10 [23] have attracted increasing attention recently for both electrical and optical link 

designs due to its relaxed circuit bandwidth and equalization requirements as well as tolerance to 

clock jitters, as shown in Fig.1.4. Nonetheless, the increased quantization levels from 2 to 4 in 

PAM-4 case inevitably leads to SNR reduction of 9.5dB, leading to the requirement of high-
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swing driver techniques. Most of the previously reported PAM-4 transmitters were based on 

Current-Mode-Logic (CML) and can hardly be applied to applications of driving devices with 

capacitive loading effect and high voltage swing request, such as Microring modulators or Mach-

Zehnder modulators in optical communications, as shown in Fig.1.4 (b). On the other hand, the 

voltage-mode transmitter may be better suited for high-swing applications. The major part of 

previous reported equalization schemes for voltage-mode transmitters are focused on NRZ 

signaling [24-26]. Voltage-mode PAM-4 transmitters have been reported yet with no 

equalization implemented [27-28].  It is noted that multi-level signaling in voltage-domain with 

equalization is much more challenging than that in current-domain due to the lack of effective 

direct linear voltage combining technique.  

In the second part of this dissertation, we explore novel architectures suitable for high-speed 

power-efficient multi-level wireline transmitter design with embedded equalization functionality. 

We first analyze several existing multi-level transmitter architecture: CML-based approach, 

Direct-coupling-based approach and Resistor-DAC-based approach, in terms of their speed, 

power-efficiency, linearity, as well as implementation complexity. Then the proposed 

Capacitive-DAC-based approach will be introduced with detailed analysis and a silicon 

prototype. This architecture is further extended into a pre-distortion enabled one which can 

adjust the opening level of each of the 3 eyes. In addition, C2C-based architecture is introduced 

to embed the equalization functionality into the pre-distortion-enabled one. For dedicated high-

swing applications with request of impedance matching, a compact R2R-based architecture is 

investigated and concept proved with a silicon prototype.                 
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1.2 Dissertation  Organization 

 

The dissertation is composed of four chapters.  

Chapter two presents two ADC silicon prototypes, both of which supporting Nyquist-Sampling 

as well as Compressive-Sensing for certain spectral sparse signals.  

Section 2.1 introduce the first prototype. This is a single-channel 8-Bit ADC with self-timed 

pipelined clocking scheme, which is dedicated for both regular and randomness-embedded 

irregular sampling and quantization in Nyquist-Sampling and Compressive-Sensing mode, 

respectively. At architecture level, a 5-Bit comparator-interleaved Successive-Approximate-

Register (SAR) ADC hybrids a 4-Bit Binary-Search (BS) ADC with 1-Bit overlap for over-range 

correction. This architecture provides 1-Bit/cycle power efficient two-step conversion and being 

able to absorb the inter-stage error into the 2nd-stage. In addition, passive-charge-sharing scheme 

together with open-loop-amplifier is adopted for effective pipeline cycle acceleration, which in 

turn leads to extended equivalent acquisition bandwidth.  This approach results in a 8-Bit ADC 

with 0.5GS/s speed in Nyquist-Sampling-mode with a Figure-of-Merit (FoM) of 239 fJ/CS and 

4GS/s equivalent speed in Compressive-Sensing-mode with a FoM of 71 fJ/CS. 

Section 2.2 presents the second prototype, which is a 9-Bit dual-mode ADC design.  Compared 

with previous approach, this architecture hybrids a voltage-domain 5-Bit comparator-interleaved 

SAR ADC and a time-domain 5-Bit locally re-adjusted folding two-dimensional (2D) Vernier 

Time-Digital-Converter (TDC) with 1-Bit redundancy. The voltage-domain residue amplifier is 
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replaced by a cross-domain Voltage-Time-Converter (VTC). This highly digital-intensive 

architecture leads to a FoM of 101 fJ/CS with a equivalent speed of 4GS/s. 

Chapter three demonstrates three multi-level wireline transmitter designs targeting at high-speed 

power-efficient I/O applications.   

In section 3.1, after analyzing the drawbacks of conventional Current-Mode-Logic (CML)-based 

approach, Direct-Coupling-based approach and Resistor-DAC-based approach, the first novel 

architecture proposed is a Capacitive-DAC-based approach. This technique can be directly 

applied to capacitive-loading applications with high-swing request such as driving optical 

modulators, and can also be utilized for electrical I/O transmitter design with cascaded driver for 

impedance matching. A PAM-4 transmitter silicon prototype with 2-tap Feed-Forward-

Equalization (FFE) is demonstrated for concept proof. It achieves 25Gbps data-rate and energy-

efficiency of 2mW/Gbps.  

Based on this, In section 3.2, a pre-distortion scheme at transmitter side derived from the 

proposed Capacitive-DAC-based approach is also analyzed, which is critical to the multi-level 

optical modulator driver design or baseband modulator design for carrier-based communication 

systems. The architecture is further extended into a C2C-DAC-based one with equalization. 

 At last, a R2R-based transmitter architecture for voltage-mode multi-level high-swing electrical 

I/O application is analyzed in section 3.3. Compared with the conventional Resistor-DAC-based 

approach, the R2R structure simplifies the high speed digital decoding logics and effectively 

reduces the total number of unit cell within the driver stage, thus leads to high-speed power-

efficient design with compact implementation. It achieves 34Gbps data-rate and energy-

efficiency of 2.7mW/Gbps. 
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Chapter four summaries the dissertation with a conclusion. 

  



 

Chapter 2  Dual-Mode Nyquist

Compressive-Sensing Enabled Data Converters

2.1 An 8-Bit Compressive

Speed Utilizing Self-Timed
 

2.1.1 Hardware mapping from theory to implementation

 

Figure 2.1 (a) Spectral sparse signal  (b) Nyquist

describing Nyquist

 

The time and frequency domain corresponding relationship in NS

For a sparse spectrum on n-bin discrete

Fig.2.1(a), only k bins contains significant coefficients

11 

Mode Nyquist-Sampling / 

Sensing Enabled Data Converters

Bit Compressive-Sensing ADC With 4GS/s Equivalent 

Timed Pipeline SAR-Binary-Search 

2.1.1 Hardware mapping from theory to implementation 

(a) Spectral sparse signal  (b) Nyquist-sampling in time-domain (c)  Math equation 

describing Nyquist-sampling procedure 

and frequency domain corresponding relationship in NS-framework is straightforward. 

bin discrete-Fourier-basis represented by a vector f

only k bins contains significant coefficients, where k<<n . In 

Sensing Enabled Data Converters 

Sensing ADC With 4GS/s Equivalent 

 

 

domain (c)  Math equation 

framework is straightforward. 

basis represented by a vector fnx1, as shown in 

In Fig.2.1(b), n 
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measurements xnx1 in time domain would be needed to get the k coefficients. The frequency 

coefficients can be retrieved by multiplying xnx1 with the inverse of the DFT basis matrix ψnxn.  

                                                                          

 

Figure 2.2 (a) Spectral sparse signal (b) Random-sampling in time-domain (c) Math equation 

describing compressive-sensing procedure 

 

1

1 1n n n nf x ψ −

× × ×= ×            (2.1) 

In CS-framework, only m measurements from the signal, which is much smaller than n, would 

be sufficient to recover the original k coefficients, as shown in Fig.2.2 (b),  if the sampling 

process adopts a known random-matrix Amxn and m satisfies: 

2logm k n> ×            (2.2) 
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It is shown in Fig.2.2 (c) that combining Amxn and the orthogonal n-bin DFT basis ψnxn leads to 

the sampling matrix in frequency-domain as ɸmxn. This encodes f1…fk into the compressed 

measurement as ymx1 in CS-operation instead of xnx1 in general NS-operation. This acquisition 

procedure can be expressed as: 

1 1m m n n n ny A fψ× × × ×= × ×          (2.3) 

It is obvious that any attempt of direct solving equation (2.3) is ill-posed since the dimension of 

the unknown fnx1 is higher than ymx1, which is the measurement provided. However, it is noted 

that we have the pre-knowledge that the signal is sparse in frequency-domain. This means the 

major part of the coefficients in vector fnx1 are non-significant and thus can be ignored with 

minimal effect on the recovered signal.  

Thus, instead of linear projection based calculated as in Nyquist-Sampling framework, the 

estimation of only significant coefficients f1…fk  (supposing the coefficients are arranged 

according to their magnitude) are calculated in digital domain by solving non-linear convex 

optimization problems, while several effective recovery algorithms have been proposed and 

proven in theory by the signal processing community [29-32].     

One straightforward way to understand the sampling procedure is depicted as in Fig.2.2 (b). The 

procedure can be considered as first sampling the input signal uniformly with “virtual” samplers 

at time intervals of a minimum time grid ∆tmin, and then picking up the physical samplers from 

them following the random-matrix Amxn. ∆tmin corresponds to the pre-defined physical time 

intervals between any two neighboring elements in a same row of Amxn. The equivalent CS 

acquisition bandwidth is given by the inverse of ∆tmin while the compression-rate, which relates 
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to the tolerable input signal sparsity levels, is defined by the average physical sampling period 

over ∆tmin.   

 

 

Figure 2.3 (a) Random-sampling in time-domain (b) Mapping from math equation to hardware (c) 

Math equation describing compressive-sensing procedure 

 

Hardware mapping from math model need to finish several tasks, as shown in Fig.2.3. First, to 

embed the two-dimensional random-matrix into the one-dimensional time axis for a single ADC 

to operate. 2
nd

,  to design the ADC logics to make it being able to follow both the regular and  

randomness embedded irregular operation. 3
rd

, to achieve high-speed power-efficient 

quantization through architecture and circuit level design. 4
th

,  to recover/process compressed 

data in digital domain if CS-mode is enabled. These issues will be discussed in the following 

contents. 
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2.1.2  System-Level Simulation 

 

 

Figure 2.4 System-level simulated results of a spectral sparse signal in time/frequency-domain 

and its recovered version in time/frequency-domain utilizing CS-enabled acquisition framework 

 

To model the acquisition system in physical world, additional noise should be brought into 

consideration,  and equation (2.3) should be modified as: 

 1 1 1m m n n n n mxy A f nψ× × × ×= × × +          (2.4) 

where nmx1 models the additional noise during the measurement. 
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A system-level model resembling our targeted design is built with Matlab to verify the 

acquisition and recovery performance. The maximum physical sampling speed is set as 0.5GS/s 

and the equivalent acquisition bandwidth is set as 2GHz in CS-mode.  The input signal consists 

of ten frequency tones distributed across the 2GHz bandwidth on 1024 DFT bins, which is 

around a sparsity level of 1%. Gaussian white noise is added to the signal to model the 

measurement noise term in (2.4) while keeping the Signal-to-Noise-Ratio (SNR) > 60dB. Fig.2.4 

shows the simulated original signal and the recovered signal both in frequency-domain and in 

time-domain. The recovered signals resemble their original counterparts with high accuracy in 

terms of both the location/magnitude in frequency-domain and the continuous waveform shape 

in time-domain.   

 

Figure 2.5 Simulated recovered SNDR performance with different number of input tones and 

compression ratios 
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To further investigate the recovery performance under different compression rate as the sparsity 

level of input signal varies, the following experiment is conducted. Under each compression ratio 

2/4/6/8, the number of input tones, which in other word the input signal sparsity level, is 

gradually increased. The signal is sent to the system model for acquisition and recovery and the 

recovered Signal-to-Noise-Distortion (SNDR) is calculated. The recovered SNDR is defined as 

the ratio between the sum of the total power on the input signal bins and that on all the other bins 

in terms of the recovered frequency spectrum.  As can be seen from Fig.2.5,  higher compression 

rate naturally leads to a shrink of the signal sparsity tolerance level. As the input number of 

frequency bins increase, the recovered SNDR degrades gracefully.  

 

Figure 2.6 Simulated recovery detection rate performance with different number of input tones 

and compression ratios 
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Detection rate is another benchmark to evaluate the recovery performance. It is defined as the 

ratio of correctly detected number of frequency bins over the total number of frequency bins in 

the input signal. This experiment is also conducted under different compression ratio while 

varying the input signal sparsity levels. Ten runs are repeated for each calculation and their 

average value is adopted for the detection rate. Same trend is shown in Fig.2.6 as that in Fig.2.5, 

for higher compression ratio, the calculated detection rate starts to drop at earlier stages with 

sharper slope as the number of input tones increases. 

These two experiments indicate that both the compression ratio and the sparsity level of input 

signal play critical role in terms of the signal recovery performance. While the compression ratio 

can be adjusted at the system level, the sparsity level of the input signal is mainly decided by the 

surrounding RF environment and thus may not be fully under control. For such a reason, if the 

input signal is very densely populated in frequency-domain, the system needs to switch back to 

the general purpose Nyquist-Sampling framework with a reduced acquisition bandwidth. 
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Figure 2.7 Simulated recovered SNDR performance with different input SNDR and 6-bit/9-bit 

quantization 

 

Since an ADC performs both sampling and quantization, the other major non-ideality added 

during the acquisition procedure is the quantization noise. After quantization, the quantized 

measurement in digital-domain can be represented as: 

1 1 1_ ( )m m n n n n mxy q Q A f nψ× × × ×= × × +          (2.5) 

Here Q(.) models the quantization effect put on the noise-added measurement.  

For a N-bit quantizer with a full-scale voltage range of VFS, the quantization noise power can be 

calculated as: 
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q∆ =           (2.6) 

And the Signal-Quantization Noise-Ratio (SQNR) can be expressed as: 

2

2

1
( )

2 2
1

( )
12 2

FS

FS

N

V

SQNR
V

=           (2.7) 

If doing log scale to both side of equation (2.7), it can be re-written as: 

6.02 1.76SQNR N= × +          (2.8) 

To verify a combination of the quantization noise effect with the additional measurement white 

noise on the recovery performance, an ideal quantizer model is applied to the previous CS 

acquisition system model in Matlab. For quantizer resolution of 6-bit and 9-bit, the SNDR of the 

input signal are increased from low to high and the recovered SNDR is calculated.  It is noted 

that when the input SNDR is at its relatively lower range, the recovered SNDR is linear 

proportional to the input SNDR, indicating that the major noise is contributed from the additional 

white noise. As the input signal SNDR further increase, the quantization noise starts to dominate. 

The recovered SNDR gradually saturates and approximates the theoretical SQNR upper limits of 

the two quantizers, respectively.   
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Figure 2.8 Simulated recovered SNDR performance with different input SNDR and different 

compression ratios 

 

The last system level simulation conducted is to verify the impact of compression ratio on the 

recovered SNDR with the existing of both measurement noise and quantization noise. As shown 

in Fig.2.8,  the recovered SNDR is calculated as the input SNDR increase from low to high under 

different compression ratios. It is noted that as long as the input signal sparsity level is far below 

the lower bound as shown in equation (2.2), the recovered SNDR is marginally affected by the 

compression ratio variation. 

 

2.1.3 Random Matrix Design 

 

As stated in 2.1.1, one of  the most critical part that leads to a successfully measurement 

compression is to embed the sampling procedure with randomness. For a vector dimension 



22 

 

reduction from n to m, a random matrix with dimension m by n would be necessary. However,  

two issues remain challenging when mapping this random matrix into corresponding hardware 

implementation. First, since there are m rows, m parallel ADCs would need to work 

simultaneously, if  "1", which indicates sampling, would appear at any positions within a row. 

Second, the physical time interval between any of the two neighboring elements within the same     

 

Figure 2.9 Random-matrix 

 

row is ∆tmin , which is the inverse of the equivalent acquisition bandwidth. This means that the 

minimum sampling time window would be ∆tmin if "1" appears in the consecutive two elements.  

To avoid these two issues, the random matrix design adopts a similar approach as [11,33]. Each 

row of Amxn is designed to contain only one sampling time-window. For row k, its time window 

is composed of a fixed part of 8∆tmin from pk to pk+7 and a subsequent variable part randomly 

being q × ∆tmin, where q uniformly distributed among 0 to 7. “1” indicates a physical sampling 
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initiated by a single-pulse trigger while “0” indicates no physical action. The consecutive 

sampling time points can be expressed as: 

1 min(8 )k kt t q t+ = + + ×∆           (2.9) 

The starting point pk+1 of the next row begins right after row k’s sampling point. Since there is no 

overlapping between any of the sampling time-windows, the two-dimension Amxn can be 

flattened onto the one-dimension time axis. In such a way, a single ADC works in a time-

division-multiple-access-like scheme and thus avoids parallel operation of a ADC bank. 

 

Figure 2.10 Sampling points on time-axis 

 

Fig.2.10 shows the generated consecutive sampling time points within a fraction of the time 

window.  They follow equation (2.9) with a minimum time interval of  8∆tmin . 
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2.1.4  Architecture Design 

 

Fig.2.11 shows the system diagram at chip level. The whole acquisition system consists of the 

Dual-mode ADC,  a UART controller, a memory block and a random-matrix clock generator.  

Following the design scheme discussed in 2.1.3, the randomness embedded sampling and 

quantization time point sequence is provided by a random-matrix clock generator. Similar as the 

architecture in [33], it is composed of two parts: the pulse generator with variable time interval 

and the randomness generator. The pulse generator is implemented in the form of a length 

variable looped shifter register chain, which is implemented in True-Single-Phase-Clock (TSPC) 

logic for high-speed power-efficient operation. The looped shifter register chain is composed of a 

fixed part of 8 registers and a variable part of 7 registers. For each generated pulse, after 

propagating through the fixed part, it may further pass through any number of registers between 

0 and 7 in the variable part and be directly feedback to the first register of the fixed part through 

a 8:1 Mux. The 3-bit select of the Mux, which controls the length of the register loop, is updated 

for each of the trigger by a 3bit output of a 16bit Fibonacci Linear-Feedback-Shift-Register 

(LFSR). Running at a peak speed of 500MHz, the LFSR and its control logics are directly digital 

synthesized with standard CMOS gates. 
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Figure 2.11 System diagram of the dual-mode SAR-BS ADC at chip-level 

 

Targeting at 4GS/s equivalent speed in CS-mode, ∆tmin should be set as the inverse of the speed 

and thus 250ps. Since the time interval between any of the two consecutive operation points is 

from 8 to 15 ∆tmin, the physical operation time for a single measurement collection varies from 

2ns to 3.75ns.  Switching the system from CS-mode to NS- mode is implemented by removing 

the randomness from the sampling time points and triggers the ADC with only the fixed part of 

8∆tmin, which leads to a general purpose ADC with 0.5GS/s sampling speed. 

For flexibility consideration, the signal recovery work is implemented off-chip. From equation 

(2.3) it is noted that the random matrix is also needed besides the measurement itself for 

recovery.  In this design, an on-chip memory block serves as a high-speed buffer to cache both 

ADC’s output and random sampling time intervals q. The read/write/reset operation of the 

memory block is controlled by the on-chip UART controller. In later stage, the recorded time 

intervals are utilized to re-built the random matrix, which provides critical information for 

recovery in CS-mode together with the recorded measurements.  
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Figure 2.12 Proposed self-timed pipeline SAR-BS ADC architecture 

 

As stated before, this work focus more on mapping the CS theory to CS-equipped data converter 

from a circuit and system design's perspective. Proposing power-efficient high-speed architecture 

being able to follow both regular and randomness embedded irregular sampling and quantization 

is essential for such hardware mapping.  

Fig.2.12 shows the detailed consisting building-blocks of the ADC core at system level. In this 

work, several new techniques at both architecture and circuit level are exploited to fulfill the 

request. 

First, unlike conventional multi-phase driven pipeline scheme, the proposed pipeline operation is 

fully self-propagated. The initiation of one operation is pulse-triggered by the completion of its 

previous event, which makes it fully compatible with both of the two sampling and quantization 

schemes. 
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Second,  at architecture level, a 5-bit comparator-interleaved SAR-ADC hybrids a 4-bit BS-ADC 

with 1-bit overlap for over-range correction. This architecture provides 1-bit/cycle power 

efficient two-step conversion and being able to absorb the inter-stage error into the 2
nd

-stage. 

Third, passive-charge-sharing scheme is adopted for effective pipeline cycle acceleration 

Fourth, Instead of conventional closed-loop based inter-stage residue amplification, open-loop-

amplifier is exploited here for power-efficient residue amplification.     

The concept of self-timed pipeline logics at system level and its timing diagram are shown in 

Fig.2.13.  

Each pipeline cycle is initiated by the corresponding pulse from the random-matrix clock 

generator. The pulse first serves as the sampling signal of the front-end Capacitor-DAC. After 

that, it triggers the ADC digital logic chains. In the 1st-stage SAR-ADC, the two comparators 

work in a time-interleaved way to relax the critical timing request for the decision/reset 

procedure for each comparison [34]. In such a way, the reset time of one comparator can overlap 

with the decision time of its counterpart, thus effectively shorten the loop delay for each 

conversion cycle. After each trigger, the comparators both automatically reset itself and send out 

the ready signal after the comparison decision has been made. This ready signal is sent to the 

control logic which generates the trigger signal for the next comparison and also kick the Finite-

State-Machine (FSM)  of the ADC into the next state. The latch bank gradually holds the 

comparison results for each cycle and flip the split Cap-DAC accordingly. After 5 cycles, the 

control logic holds the operation of the SAR-ADC. A binary-search ADC is a hybrid architecture 

evolved from both SAR and Flash ADC [35]. It keeps the same number of comparators as Flash  
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Figure 2.13 Proposed self-timed pipeline scheme 

 

ADC while maintaining the 1bit/cycle characteristic of SAR ADC. Keeping energy-efficiency 

almost the same, a binary-search ADC trades the conversion speed with additional hardware cost 

compared with purely SAR or Flash architecture. In the 2nd stage BS-ADC, a delayed version of 

the random-matrix clock generator’s pulse first resets and then sets the conversion clock of its 1
st
 

layer of the binary-search tree. The clock propagates through the 4-layer binary-search tree in a 

ripple-like form. For each of the layer, only one comparator is triggered. The selection of the 

next triggered comparator is based on the comparison result of the current cycle. For instance, 

for a 4-bit BS-ADC, a correct comparator triggering path for a voltage digitized as "13" will be: 

"8-12-14-13". The ready signal from the 4 triggered comparators will be combined. It serves for 
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two purpose: first, resets the Passive-Charge-Sharing (PCS) capacitor in front of the open-loop 

amplifier; second, informs the control logic that the BS-ADC has finished its conversion. Once 

having received the ready signals from both the SAR and BS-ADC, the control logic sets up the 

PCS capacitor sample signal and resets the split Cap-DAC, awaiting for the triggering of the next 

pipeline cycle.  

A comparison between the conventional two-stage pipeline SAR-ADC and the proposed 

architecture is depicted in Fig.2.14.  

In conventional approach, bottom-plate-sampling is adopted. After disconnecting the sampling, 

switch, the bottom of the sampling capacitors are first connected to ground and then starts the 

first comparison with the voltage at the other plate of the sampling capacitors. In the proposed 

architecture, top-plate-sampling is utilized and the first comparison starts directly at the same 

plate as sampling after disconnecting the sampling switch, thus speeding up the conversion.   

 

Figure 2.14 Conventional two-stage pipeline SAR-ADC and proposed pipeline SAR-BS ADC 
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In conventional approach, after coarse quantization within the first stage, the voltage residue on 

the Capacitor-DAC is amplified with the inter-stage residue amplifier. The settled voltage is 

sampled by the 2nd-stage SAR-ADC for fine quantization. During the whole amplification 

procedure, the Capacitor-DAC of the 1st-stage ADC is unavailable for the next pipeline cycle 

until the residue amplifier is fully settled.  For simplicity, supposing the closed-loop residue 

amplifier resembles a first-order system, the settling behavior can be described as: 

( ) (1 )
t

finalV t V e τ
−

= −           (2.10) 

where Vfinal is the final settled voltage at the output of the residue amplifier, τ is the time 

constant of the closed-loop system 

m

Ltot

G

C
τ β=            (2.11) 

where mG is the trans-conductance of the residue amplifier, CLtot is the total loading capacitance 

at the output of the amplifier as: 

F DAC
Ltot L

F DAC

C C
C C

C C
= +

+
         (2.12) 

 where CF is the feedback capacitor across the amplifier; CDAC is the total capacitance of the 

Capacitor-DAC; CL includes both the parasitic capacitance at the output and the sampling 

capacitance of the 2nd-stage ADC.  

β  represents the feedback factor, which is defined as: 



31 

 

F

F DAC

C

C C
β =

+
          (2.13) 

From equation (2.10), it can be seen that a settling to within certain precision of the final value 

would need a corresponding time period. For instance, it needs around 7τ  for a settling accuracy 

of 0.1% . This put the lower bound of the minimum time needed for inter-stage residue transfer. 

Increasing the settling speed will directly leads to a increase of the power consumption 

supposing same capacitor values and feedback factor according to equation (2.11). 

From above, it is obvious that the settling time occupies the conversion period of both two-stages 

and severely delays the total pipeline cycle. Burning more power is necessary for higher 

conversion speed. 

In the proposed approach, after coarse quantization, the Capacitor-DAC shares its residue 

passively with the Passive-Charge-Sharing capacitor and then is free for the next pipeline cycle. 

Unlike closed-loop residue amplifier based approach, in the proposed approach, the residue 

transfer time is decided by the Resistor-Capacitor time constant as: 

1

( )switch DAC sampleR C C
τ =

+
          (2.14) 

where Rswitch is the on-resistance of the charge-sharing switch and Csample is the charge-sharing 

capacitor of the 2nd-stage. Comparing with equation (2.11), it can be seen that the time needed 

for inter-stage residue transfer is significantly shortened with proper sizing of the switch and 

charge-sharing capacitor and without any need of significantly pushing the power consumption 

up. 
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Figure 2.15 Waveform of 1st-stage ADC Cap-DAC and 2nd-stage ADC input in conventional 

and proposed architectures 

 

Besides the previously mentioned speed acceleration by passive-charge-sharing, the pipeline 

cycle is further optimized at architecture level. Fig.2.15 shows the waveforms at the input of both 

of the two sub-ADCs for both the conventional approach and the proposed architecture. Unlike 

conventional architecture with SAR-ADC for both two-stages, the 2
nd

 stage of the proposed 

architecture is a BS-ADC. As discussed before, BS-ADC trades-off the speed with hardware cost 

while maintaining the power efficiency. Compared with SAR-ADC, three factors improves the 

conversion speed of BS-ADC as the 2nd-stage in this design. First, there is no need for DAC 

switching after each comparison cycle since the reference voltages of each comparators are 

provided by the reference resistor ladder; second, the selected comparator can be directly 

triggered without waiting for the reset procedure from the previous cycle. Third, the sampling 

procedure is eliminated for the 2nd-stage since it is merged with the passive-charge-sharing 

procedure. Since the pipeline cycle is decided by the maximum conversion time of the two stages, 

a balance between them is critical. In this design, it is arranged that the settling period of the 
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open-loop amplifier is located in the pipeline cycle of the second stage while the passive-charge-

sharing is in the first stage. By properly design, the total time of open-loop-amplifier settling plus 

4-bit BS conversion can be comparable to 5-bit SAR conversion plus passive-charge-sharing, 

which makes the pipeline cycle of the proposed two-stage architecture well-balanced and further 

shortened than conventional approach.  

2.1.5 Circuit Implementation 

 

 

Figure 2.16 Circuit implementation of the comparator in SAR-ADC 

 

The circuit implementation of several critical building blocks are discussed in this section. 

The two comparators in the SAR-ADC is shown in Fig.2.16.  Each of the comparator consists of 

two parts: a pre-amplifier and a strong-arm latch.  

The pre-amplifier is with dual-differential input and resistor load. One of the input differential 

pair is for input signal while the other is for offset cancellation purpose. The input of the 

calibration differential pair is provided with tunable differential voltages. During calibration 
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phase, the signal input differential pair is shorted together while the tunable differential voltage 

sweeps from negative maximum to positive maximum. It is frozen when the latch output flip 

from low to high. In such a way, the offset voltage from the pre-amplifier as well as the strong-

arm latch are cancelled. The strong-arm-latch further amplifies the output voltage difference 

from pre-amplifier's output by positive feedback based regeneration and keeps the regenerated 

value with R-S latch.  

To further accelerate the conversion for each cycle, a direct feed-through scheme is adopted in 

this design and is explained in Fig.2.17.  

For a conventional self-timed SAR-ADC, one complete conversion cycle includes the following 

logic steps: comparison; ready signal generation; SAR status propagation and its related signals 

generation in the Finite-State-Machine; data storage in the flip-flops; comparator reset; DAC 

switching. Among them, the reset time has been eliminated by utilizing the interleaved two 

comparators architecture. However, the total time period summing up the remaining logic steps 

is still considerably long and thus severely degrades the maximum conversion speed. In this 

design, the remaining logic steps are further divided into two parallel parts. Instead of switching    
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Figure 2.17 Direct feed-through control logic 

 

the DAC according to the output of the data storage flip-flops, the drivers of the DAC are 

controlled by a pair of CMOS latch bank, the input of which directly connect to the differential 

output of the Strong-Arm latch. The Capacitor-DAC architecture adopted in this design is Split-

Capacitor type. Fig.2.18 explains the working principle of the direct feed-through control 

together with Split-Capacitor DAC.   
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In state n, a pair of split capacitor Cn needs to be switched according to the comparison result of 

this same cycle. The bottom plates of  Cn are directly driven by the buffers which are cascaded 

with the latches. The input of the latches hooks to the output of the Strong-Arm-Latch. The 

initial output of the latches are set as high. At the beginning of the state n, the latches become 

transparent, while  the differential output of the Strong-Arm-Latch has been reset to high. This 

generates the reference voltage of "1" and "0" at the bottom-plates of the Split-Capacitor pair, 

respectively, and leads to a "0.5" at the common top-plate if considering one such Split-

Capacitor pair only.  

 

Figure 2.18 Co-work of the direct feed-through logic with split capacitor-DAC 

 

The Strong-Arm-Latch begins to make decision and is fully regenerated after certain delay. One 

of the output remains "1" while the other flips down to "0". This change directly feeds through to 
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the drivers of the bottom-plate and thus switches the DAC accordingly. The common top-plate 

will either goes up to "1" or down to "0" from the previous centre point of "0.5".  At the end of 

state n, the latches become opaque and the switching of the DAC for the current cycle is fixed. 

 

Figure 2.19 Passive-charge-sharing with open-loop-amplifier 

 

On the other side, after comparison, the fully regenerated output of the Strong-Arm-Latch is 

detected by the ready detect, which generates the ready signal that kicks the status of  the SAR 

Finite-State-Machine moving forward to the next state. The output of the Strong-Arm-Latch is 

then sampled with the D-Flip-Flop bank and sent out after 5 cycles. 

From the discussion above, it is seen that by cutting the long logic steps into two parallel running 

ones, the conversion cycle time can be effectively shortened with acceptable hardware cost. 

The Passive-Charge-Sharing sampler together with the open-loop amplifier is shown in Fig.2.19. 

Top-plate sampler is adopted here for high-speed and moderate resolution. The open-loop 

amplifier is a simple two-stage one with resistor load targeting at low-gain but high-speed. This 

amplifier serves for two purpose: first, it amplifies the residue voltage sampled at the Passive-

Charge-Sharing sampler; second, it protects such floating voltage against the kick-back noise 
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from the comparators of the 2nd-stage BS-ADC. The offset of the amplifier is calibrated by an 

additional differential pair. Also, the common-mode of the output stage needs to be aligned with 

the comparators of the BS-ADC. These two calibrations are combined by utilizing an analog 

MUX and an clocked auxiliary comparator. For offset calibration, the analog MUX selects the 

differential output of the amplifier and tunes the input voltage of the calibration differential pair 

until the auxiliary comparator flips. For common-mode calibration, the common-mode of the 

amplifier detected by resistor-divider is compared with the reference common-mode. The tail-

current source of the amplifier's 2nd-stage is a current DAC and is digitally tuned with unit step 

until the auxiliary comparator's output change its polarity.     

Building-blocks of the 2nd-stage BS-ADC is shown in Fig.2.20. BS-ADC can be considered as 

an unrolled SAR-ADC, so there are 15 comparators in total for 4-bit quantization. Each 

comparator has dual-differential input pair, one of which is directly connected to the output of 

the open-loop amplifier while the other is connected to the reference voltages. Due to the 

requirement of calibration, which will be discussed in the later stage, the reference voltage for 

each comparator is provided by the resistor-ladder and selected from a 16:1 analog MUX.    
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Figure 2.20 (a) Comparator and its related digital logics, timing and calibration circuits (b) ready 

generator for the whole BS-ADC (c) 15-to-4 priority encoder 

 

According to the conversion cycles, the 15 comparators can be divided into 4 groups , which are 

"8","4,12","2,6,10,14","1,3,5,7,9,11,13,15", and correspond to 4 conversion cycles, respectively.  

In each conversion cycle, one comparator is selected from this cycle's corresponding group based 

on the comparison result from the previous cycle. In such a way,  4 comparators are triggered for 

the whole 4-bit conversion. The ready signal is generated by detecting the comparator's 

differential output with an XOR gate. The trigger clock for the next cycle is directly generated by 

utilizing the differential output of the comparator. Each comparator takes care of two 

comparators in the group of its next cycle. If the comparison result is positive, the comparator at 

the upper-side of its following group is triggered, and the lower-side is triggered if it is the 

opposite case. In calibration mode, however, each of the comparator needs to be triggered 

individually without the clock coming from its previous cycle group.  To deal with such case, for 
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each of the comparator, the clock signal goes through a 2:1 MUX in order to decide whether it is 

triggered by the clock from its previous cycle or from the calibration clock generator.  

After 4 conversion cycles, the ready signals from the last group (with comparator number of 

"1,3,...,15") are combined and passes through a pulse generator to provide the ready signal for 

the whole conversion.    

The raw outputs of the 15 comparators need to be encoded before being combined with SAR-

ADC's output. They are sampled by the ready signal for the whole conversion and then sent to a 

15-to-4 priority encoder to generate the output.   

 

 

Figure 2.21 Circuit implementation of the comparator in BS-ADC 
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The circuit implementation of the comparators in BS-ADC is shown in Fig.2.21. It is a dual-

differential input Strong-Arm-Latch without pre-amplifier. As discussed before, the inter-stage 

open-loop-amplifier serves as the common preamplifier for all of the 15 comparators.  

 

 

Figure 2.22 Reference-voltage-fitting calibration 

 

Calibration feasibility with the proposed architecture compared with conventional two-stage 

SAR-ADC is shown in Fig.2.22. Besides the calibrations in SAR-ADC's comparator and open-

loop-amplifier, the inter-stage gain error and non-linearity bring by passive-charge-sharing and 

open-loop-amplifying is migrated by inter-stage reference fitting. For each of the 15 comparators 

in the BS-ADC, its reference voltage can be adjusted +2/-2 LSB around the original voltage with 

a step of ¼ LSB. During calibration, a combined usage of the calibration capacitor in the Cap-
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DAC and a 4-bit resistor DAC generates 15 calibration voltages from -7LSB to +7LSB, one 

corresponding to calibration of BS-ADC’s each comparator. The correct reference voltage on the 

non-linear transfer-curve for each comparator is searched and fixed during this mapping 

procedure. Since the calibration voltages are generated on the signal path and experience the 

same passive-charge-sharing and open-loop-amplifying as normal input signal, the signal path 

imperfectness, and the comparator’s offset of the BS-ADC, is analog pre-distorted through this 

calibration procedure [36].  

2.1.6 Signal Recovery 

 

 

Figure 2.23 Concept flow of signal recovery 
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The concept flow of signal recovery in CS-mode at system-level is shown in Fig.2.23. As 

discussed before, although the sampling is randomness-embedded, this randomness should be 

provided as critical information for the recovery process. The reconstruction of the random 

matrix Amxn can be considered as a reverse process of the generation of the sampling time points. 

The numbers of unit minimum time intervals between each random sampling time positions are 

recorded in the on-chip memory block together with its corresponding quantized measurement in 

terms of the signal amplitude. In the recovery process, the sampling positions in each row of 

Amxn is calculated with the provided number. This reconstructed matrix Amxn is multiplied with 

inversed DFT basis matrix ψnxn
-1

 to get the random-sampling matrix ɸmxn.  ɸmxn and the time 

domain measurements y are sent to following steps for recovery. 

The target of recovery is to find the optimized signal estimation given the random matrix and the 

measurements. One of the effective recovery method is Orthogonal Matching Pursuit algorithm 

[31]. This algorithm incorporate least-square (LS) steps to compute a signal estimate of the 

original one. The concept flow of the algorithm can be briefly describe as following: 

1. Initialize the residue r0=y and the active index set as empty, set the iteration counter i=1; 

2. Find the index λi by selecting the column with maximum correlation with the residue ri. 

3. Augment the index set and the matrix of chosen columns. 

4. Solve the least square problem for a new estimation fi of the original signal f 

5. Compute the new residue 

6. Increment counter i until all significant coefficients have been found 
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7. Retrieve the final estimate f    

 

Figure 2.24 State-transfer-diagram of OMP-based recovery 

 

A more detailed explanation of the basic steps taken OMP-algorithm as an example is shown in 

Fig.2.24,which follows the scheme proposed in [37]. Based on the data flow dependency, the 
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computation status can be divided into 7 major parts as shown. All the states are about how to 

solve the analytical solution to the least square problem. 

 At S_corr, the column aλi in the sampling matrix ɸ having the maximum correlation with the 

current residue ri is find and added into the active index set ɸt. 

As shown in the equations from the 2nd line in Fig.2.24, the calculation of analytical solutions 

for the least square problem involves in reversing the matrix. Computational-friendly matrix 

reversing algorithm requires the matrix to be positive definite. For such a reason, as shown in the 

3rd line in Fig.2.24, the transpose of ɸt is multiplied by both side, making ɸDt the positive 

definite matrix.  

At S_ɸ, since ɸt is updated with the newly added column, ɸDt is also updated accordingly. The 

additional matrix elements, which are all related to aλi , are computed, respectively. 

For matrix reversing, ɸDt needs to be decomposed into the production of three parts: the lower 

triangle matrix Lt; the diagonal matrix Dt ; and the upper triangle matrix L
T

t. Instead of doing the 

decomposition each time ɸDt is updated, which is very computational exhausting, these three 

matrix are updated each time based on their values from the previous iteration. The state S_L_D 

involves in the necessary computations for the updating of these matrix, respectively.  

 With the updated three matrix Lt, Dt, and L
T

t, the task of reversing ɸDt has been transformed into 

that of reversing Lt, Dt, and L
T

t separately and calculate the production of the reversed three. The 

state S_Inv is responsible for all the related computation. Due to their specific shapes, the reverse 

of these three decomposed matrix are relatively computational-friendly compared with directly 

reversing of ɸDt.  
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After having ɸ-1
Dt on hand, the updated part di for signal estimation in the current iteration cycle 

can be calculated by multiplying it with the transposed matrix ɸT
t and the residue ri-1 in state S_d. 

The residue ri for the current iteration cycle is updated in state S_r by removing the production of  

ɸt and di so as to eliminate the effect of newly added part of the signal estimation from the 

residue and ensure it is orthogonal to the active index set ɸt. 

 At the end of the current iteration, the signal estimation ft is updated. If all the major coefficients 

have been found, ft will be retrieved as the final result; otherwise the iteration will continue. 

 

Figure 2.25 Time and frequency-domain waveforms of a simulated recovery procedure 

 

Simulated results of the signal recovery process as discussed above for a spectral sparse signal 

composed of  3 complex Fourier coefficients are shown in Fig.2.25. As the iteration goes up, the 
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three complex coefficients are computed gradually and the time-domain signal fully resembles 

the original one. 

 

2.1.7 Experiment Results 

 

 

Figure 2.26 Die micrograph of the dual-mode pipeline-SAR-BS ADC 

 

The prototype is implemented in standard 65nm CMOS technology. The output signals are post-

processed, and recovered.  

The die micrograph of the proposed dual-mode ADC is shown in Fig.2.26. It takes an active core 

area of 260um × 600um. 



48 

 

 

Figure 2.27 Measured DNL and INL performance before and after calibration 

 

The DNL and INL performances are tested in its Nyquist-Sampling-mode as a general purpose 

ADC and shown in Fig.2.27. After calibration, the DNL is between -0.6 to +1.5 LSB and the 

INL is between -0.8 to +1.4 LSB.  

 

Figure 2.28 Measured SNDR and SFDR performances as the input frequency changes in NS-

mode and CS-mode  with post-processing and recovery 
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Fig.2.28 shows the SNDR and the SFDR performance in both NS-mode and CS-Mode across 

their corresponding frequency bands after post-processing and recovery. The SNDR is 40.2dB at 

low frequency and 37.1dB near Nyquist frequency in NS-mode. The SNDR is 36.2dB near the 

equivalent acquisition bandwidth in CS-mode. 

The output spectrum of the ADC in its NS-mode with 0.73MHz input signal is shown in Fig.2.29. 

The SNDR is 40.2dB and the SFDR is 47.72dB 

The post-processed and recovered output spectrum of the ADC in its CS-mode with 1941MHz 

input signal is shown in Fig.2.30. It shows a recovered SNDR of 36.2dB and SFDR of 47.3dB.  

 

Figure 2.29 Measured output spectrum of an input signal of 0.73MHz in NS-mode with a 

decimation of 64 
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Figure 2.30 Recovered output spectrum of an input signal of 1941MHz in CS-mode 

 

 

Figure 2.31 Recovered output spectrum of a 3% spectral sparse signal 
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Figure 2.32 Recovered output spectrum of a spectral sparse two-band AM signal 

 

The capture of multi-tone input signals is demonstrated as Fig.2.31. For a 3% sparsity input 

signal composed of 30 randomly located active frequency bins over 1024 bins across 2GHz 

frequency band, the output signal is captured and recovered. It can be seen that each recovered 

active frequency bin resembles its original signal counterpart with good matching. 

The acquisition of modulated signal with multiple carrier frequencies located aside each other is 

shown in Fig.2.32. 

The input signal is a two-carrier spectral sparse AM signal. The two carrier frequencies are 

located at 404MHz and 1186MHz respectively. Each baseband signal is represented by 6 

coefficients randomly located on DFT-basis bins within 30MHz.  
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Figure 2.33 Ideal and demodulated two baseband signals 

 

The ideal and the demodulated baseband signals are shown in Fig.2.33. The time-domain 

recovery SNDR, which is defined here as the ratio of the normalized ideal signal amplitude over 

the normalized maximum deviation of recovered signal from ideal signal, are 37dB and 36dB, 

respectively.  

The performance of the prototype and its comparison with state-of-art NS and CS-ADCs are 

summarized as shown in Table 2.1. A 40× wider acquisition bandwidth is achieved compared 

with its prior art CS counterpart. It also shows significant power and area reduction compared 

with its NS-ADC counterparts by exploring CS for certain spectral sparse signals.  
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 This work [11] [38] [39] [40] 

Channel Number 1-way 1-way 4-way TI 1-way 2-way TI 

Sample-Mode Nyquist CS Nyquist CS Nyquist Nyquist Nyquist 

Resolution 8 10 8 6 4 

Sample-rate(GS/s) 0.5 4* 0.0095 0.1* 4 4.1 4 

Power (mW) 10** 15*** 0.55** 0.63*** 76 76 20 

SNDR (dB) 

(Low/Nyquist) 

40.2 

/37.1 

-/36.2 

57.6 

/49.9 

-/55.9 31.2 31.2 24.1 

FoM (fJ/CS) 239 71 92 12 219 625 378 

DNL (LSB) -0.6/+1.5 -1/+0.5 -0.75 -0.48/+0.49 -0.18/+0.18 

INL (LSB) -0.8/+1.4 -1/+1 -1.5 -0.74/+0.74 -0.11/+0.11 

Active-Area (mm
2
) 0.16 0.15 1.35 0.38 0.15 

Architecture Pipeline-SAR-BS SAR Pipeline Flash Flash 

Technology (nm) 65 90 65 90 65 

* Equivalent sampling speed **Core consumption ***With random-matrix generator 

 

Table 2.1 Summary of Performance Comparison of the Pipeline-SAR-BS ADC With State-of-

Art  
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2.2 A 9-Bit Time-Digital-Converter-Assisted Compressive-Sensing 

ADC With 4GS/s Equivalent Speed  
 

2.2.1 Time-Domain Signal Processing 

 

 

Figure 2.34 Different information representation forms in time-domain 

 

This section introduces an alternative approach for high-speed dual-mode ADC design.  

Information can be represented not only in the form of voltage waveform, but also time 

waveform. As shown in Fig.2.34, information can be encoded into several different styles on the 

time axis. Pulse-Width-Modulation (PWM) encodes the information into the width of the pulse. 

For each cycle, the rising edge starts with a fixed time interval while the falling edge start time is 

decided by the encoded information. A more efficient version of PWM is Double-Pulse-Width-

Modulation (DPWM), which doubles the data rate by encoding information into the start time of 

both the rising edge and the falling edge. Other time-domain encoding styles includes Pulse-

Position-Modulation (PPM), which represents the encoded information by the position distance 

on the time-axis between the consecutive pulses; and Pulse-Frequency-Modulation (PFM), 

which embeds the information into the frequency variations of the pulses.        
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Figure 2.35 Corresponding building blocks for voltage-domain signal processing and time-

domain signal processing 

 

Devices that bridges the time-domain waveforms and their digital representatives are essential. 

As shown in Fig.2.35, Analog-Digital-Converter (ADC) and Digital-Analog-Converter (DAC) 

are the key interface components in voltage-domain measurement; while their corresponding 

counterparts: Time-Digital-Converter (TDC) and Digital-Time-Converter (DTC) quantize the 

time axis.   

An one-on-one mapping of the building blocks can be made from the voltage-domain to time-

domain in terms of their functionalities. 

In voltage-domain,  a DAC provides reference voltages corresponding to the digital codes. One 

of the very simple implementation is to equivalently divide the power-rail into many sections 
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with a resistor-ladder and switch the output to the specific section according to the digital code. 

In time-domain, the function of such resistor-ladder is provided by an inverter chain. Each 

inverter is one unit section as the resistor in voltage-domain. The variable time length output 

pulse is generated by a D-flip-flop. For each output, the input pulse first sets the D-flip-flop and 

then passes through the inverter chain. A MUX selects the output from which section of the 

inverter chain according to the digital codes, which plays the same role as the switches in the 

DAC. The selected output resets the D-flip-flop. In such a way, the digital code is represented in 

the time-domain in the form of  a pulse with the corresponding time length. 

An ADC quantizes the voltage-domain signals and provides its equivalent digital representations. 

One simply implementation of a Flash-type ADC includes a resistor-ladder-based DAC and 2
n
-1 

comparators, where n is the resolution. The comparators compare the input signal with their 

reference voltages and gives out the results in digital domain. Similarly, a Flash-type TDC 

incorporates inverter chain based DTC, which has been discussed above, to provide 2
n
-1 time 

references. D-flip-flops serves as the time-domain comparators. For each comparison cycle, 2
n
-

1gradually delayed input pulse triggers the D-flip-flops and samples its original non-delayed 

version. The width of the input pulse is thus quantized with a unit step of one inverter delay.          

Although many similarities have been shared between DAC and DTC, as well as ADC and TDC, 

several unique characteristics of time-domain signal processing comparing with its voltage-

domain counterpart worth noting: 

Firstly, the voltage-domain headroom is limited by the supply voltage, which keeps shrinking. 

As the technology node goes from 0.35um into 28nm deep sub-micro, the supply voltage drops 

from 3.3V down to 0.9V, which leads to a SNR degradation of more than 20dB supposing the 
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same noise level. However, as discussed before, time-domain signal processing quantizes the 

width of the pulse (in PWM case) instead of the amplitude. In other words, the voltage supply 

can be extremely low as long as the two states "0" and "1" are detectable in theory. Since there is 

no fundamental limitation on the length of a pulse width, time-domain headroom can be arbitrary 

high at the cost of longer conversion time. This potentially provides higher dynamic range 

trading off with lower conversion speed. 

Secondly, deep sub-micron transistor provides very poor intrinsic gain around only 10, which is 

defined as: 

v m oA g r=             (2.15) 

where gm is the trans-conductance and ro is the output impedance. This puts heavy burden on 

voltage-domain amplifier design. For instance, a 0.1% static error requires the amplifier to have 

at least 60dB DC gain. With intrinsic gain of 10, 3-stage cascading will be needed if cascode 

structure is not available due to limited headroom issue. The bandwidth of such multi-stage 

amplifier is limited and the frequency compensation will become very complicated. 

On the other hand, the delay of inverter built by such transistors, which is decided by the on-

resistance and the parasitic capacitance, can be less than 10ps, providing fine resolution in time-

domain. 

In addition, basic components in time-domain signal processing are digital-intensive circuits as 

inverters, MUXes and D-flip-flops. The power consumption of such circuits dynamically scales 

as the operation frequency changes.  
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These characteristics make it attractive to incorporating time-domain signal processing into the 

dual-mode ADC design.      

2.2.2  System-Level Architecture 

 

 

Figure 2.36 (a) System-level architecture of dual-mode hybrid SAR-TDC ADC (b) its timing-

diagram 

 

Although time-domain-signal-processing has its own unique advantages, one issue that needs to 

be considered is its interfacing with the voltage-domain input signal. Voltage-to-Time 

conversion needs to be provided at the boundary of the two different domains. Besides, the 

location of the boundary should also be chosen carefully so that advantages can be taken from 

both voltage-domain and time-domain. 
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The system-level architecture of the hybrid voltage-time-domain dual-mode ADC is shown in 

Fig.2.36 (a) . Voltage-domain and time-domain take care of the coarse quantization and the fine 

quantization, respectively. This consideration is based on the fact that time-domain quantization 

can potentially provide fine quantization levels but the voltage-time-conversion is not very 

suitable for too wide the input signal amplitude range due to the inherent non-linearity of the 

input differential pair of the Voltage-Time-Converter (VTC). The voltage-domain front-end sub 

converter is a 5-Bit time-interleaved SAR-ADC as employed in section 2.1, and the back-end sub 

converter is a 5-Bit Locally-Readjusted folding 2-Dimentional Vernier TDC. The two sub-

converter are with 1-bit redundancy for over-range error correction. The voltage-domain residue 

amplifier is replaced with a cross-domain VTC. The random-matrix clock generator and other 

auxiliary building-blocks are inherited from the previous design. 

The timing diagram is shown in Fig.2.36 (b). Similar as the previous approach, the clocking 

system of the hybrid-ADC is designed to be fully self-propagated so that it can better 

accommodate the randomness embedded sampling and quantization. At the arrival of the non-

uniform trigger, the Capacitor-DAC samples the input signal, after when the first conversion 

cycle of the front-end sub-ADC is initiated . The two interleaved ADC triggers each other with 

their comparison ready signals. These ready signals are received by the SAR control logic, which 

kicks the internal Finite-State-Machine to move forward and also latches the comparison results 

to flip the Capacitor-DAC for each cycle. After 5 conversion cycles, the passive-sampler in front 

of the VTC samples the residue on the Capacitor-DAC. The Capacitor-DAC is then reset by the 

SAR logic and waits for the next pipeline cycle. At the VTC, the sampled voltage residue is 

conveyed into time-domain as the delay difference between the rising edges of the differential 

output of the VTC. The completion of the voltage-to-time-conversion resets the passive-sampler 
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and the VTC waits for the next pipeline cycle. The two rising edges out from the VTC 

automatically trigger the conversion of its following TDC as the back-end fine quantizer. When 

complete, the TDC resets itself and ready for the next pipeline cycle.             

2.2.3 Circuit Implementation 

 

 

 

Figure 2.37 Comparison between static amplifier and voltage-time-converter 

 

In the previous approach, as shown in Fig.2.37, open-loop amplifier with static bias is employed 

for residue amplifying.  The power consumption does not scale as operation frequency changes. 

The output voltage can be written as: 
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( ) (1 )
t

out in m LV t V g R e τ
−

= −          (2.16) 

where τ is the time constant set by loading resistor R and parasitic capacitance C at the output 

node. The slope of the output voltage is: 

1
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t
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V t V g R e

t
τ

τ

−∂
=

∂
         (2.17) 

In this approach, a voltage-time-converter is used. It charges the loading capacitor with the 

current difference proportional to the input. The output is connected to a pair of pseudo 

differential zero-crossing detector. A cross of the voltage threshold triggers its output to flip from 

low to high. When both of the detector’s output goes high, the self-timed control logic 

disconnects the current source and resets the loading capacitors. In such way, the sampled 

voltage residue is transferred into the rising edge time difference between the outputs of the zero-

crossing detector. The output voltage can be expressed as: 

( ) in m
out

L

V g t
V t

C
=           (2.18) 

where gm is the trans-conductance of the input differential-pair and CL is the loading capacitor. 

The slope of the output can be derived as: 
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t C

∂
=

∂
          (2.19) 

the converted time difference is: 

2 1 2 2( / 2)
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− ∆
        (2.20) 
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where Vthreshold is the voltage threshold set for the crossing point of the charging process, as 

shown in Fig.2.37. Vincm is the common-mode component and ∆Vin is the differential component 

in the input signal. If ∆Vin << Vincm , equation (2.20) can be simplified as: 

2

threshold L
in

m incm

V C
t V

g V
∆ = ∆           (2.21) 

In this design, the VTC is located after the first stage of the 5-Bit sub-ADC and process only the 

residue voltage after the coarse quantization. Such arrangement effectively shrinks the input 

voltage range of the VTC and thus can suppress the non-linearity presented in the converted 

time-domain signal. In addition, the calibration which will be discussed in the following sections 

will further alleviate this. 

It is noted that a cross-domain gain can be defined as: 

2

threshold L
cross

m incm

V C
gain

g V
=           (2.22) 

By dedicated designing the value of CL and gm , the residue in voltage-domain can be tailored 

into a proper range of time differences for the following TDC to process in terms of both 

conversion speed and quantization resolution. 

It is noted that there are several differences between the inter-stage residue transfer with voltage-

domain amplifier and voltage-time-converter. First, the VTC is on only during the charging time 

period; while the voltage-domain amplifier is always on during the whole conversion period. 

Second, the power consumption of the VTC scales dynamically with its operation frequency, 

while the voltage-domain amplifier keeps constant. Also, considering the output voltage settling 

procedure. For voltage-domain amplifier, the settling involves both loading resistor and capacitor 
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and the settling speed decreases as approaching the final voltage; VTC works more like a 

integrator, which deals with only loading capacitors with a constant settling speed, thus provides 

potentially advantages in terms of the speed and power-efficiency. In addition, additional 

flexibility for the design of the fine quantization is provided by co-design VTC and TDC so that 

the cross-domain gain can be utilized to trade off between conversion speed and resolution 

request of the quantizer.  

 

 

Figure 2.38 Circuit implementation of the voltage-time-converter 

 

The implementation of the VTC is shown in Fig.2.38. A low-power low-gain buffer is inserted 

between the top-plate passive-sampler and the VTC. Since the sampled residue voltage is 

floating during the voltage-time-conversion, the main purpose of the buffer is to prevent the 

charge from being ruined by the kicking back noise of the VTC. 
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For each pipeline cycle, the VTC is initiated by the non-uniform trigger and the following 

operations are fully self-timed.    

 

 

 

Figure 2.39 Quantization principles of the Flash-TDC, Vernier-TDC and 2D-Vernier-TDC 

 

Similar as that of ADCs, different architecture of TDCs lead to their different unique 

characteristics, as shown in Fig.2.39.    

Flash-type TDC [41] is the proper candidate for high-speed conversion. As discussed before, a 

general flash TDC takes the absolute delay of one delay element as a quantization unit and 

makes decision based on the digital output of 2
n
-1 time-arbiters (as comparators in voltage-
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domain ) for n-Bit resolution. A typical unit delay element is composed of two inverters so as to 

provide non-inverting delayed output.  This limits the minimum achievable time-domain 

resolution to two inverters under the given technology node. 

A Vernier TDC [42] breaks this limitation by utilizing the relative delay difference of two 

different delay elements instead of the absolute delay of a single delay element. For instance, a 

minimum achievable delay of a unit delay element is 4∆t under certain technology node. In 

Vernier TDC, two delay lines are built, one fast-line of which is composed of elements with 

delay of 4∆t; while the other slow-line is composed of elements with delay of 5∆t. For 

quantization, each delay element on the slow-line pairs with one delay element on the fast-line, 

and the output of the two are connected to one time-arbiter. The time difference of two pulses is 

measured by sending them into the fast-line and slow-line, respectively, and collecting the digital 

output of the time-arbiters. In such a way, the quantization resolution is enhanced from 4∆t to 

1∆t. However, the total conversion time is decided by the time period that both of the two pulses 

have passed through the delay lines. In addition, the total number of delay elements is 

proportional to the power of 2 to the number of the quantization bits. Both the conversion speed 

and the power/area efficiency will be low if relatively large quantization bits is required.  

A 2-Dimentional Vernier TDC [43] effectively alleviates the previous mentioned issues by 

pairing each delay element on the fast-line with multiple elements on the slow-line, thus 

significantly reduces the total number of delay elements needed and boosting the conversion 

speed. For instance, each delay element on the fast-line can pair with 2 delay elements on the 

slow-line: F1/S1->∆t, F1/S2-> 6∆t; F2/S2->2∆t, F2/S3-> 7∆t; ...;F5/S5-> 5∆t, F5/S6->10∆t. This 

reduces the total number of delay elements by half.  
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However, this architecture has some potential issues. First, the quantization using both relative 

and absolute time difference. Relatively large transition jump would happen on those places 

where two consecutive quantization points using different number of elements on fast-line and 

slow-line.  

Supposing the delay elements on the fast-line and slow-line obey Gaussian distribution with a 

mean and variation of tslow / σslow and tfast / σfast , respectively. As in the case shown in Fig.2.39, 

For 1∆t -5∆t, the expression is: 

_ _

1

( )
k

slow i fast i

i

k t t t
=

∆ = −∑          (2.23) 

where tslow_i is the absolute delay of the i
th

 element on the slow-line and  tfast_i is that on the fast-

line. The accumulated variation from the ideal case at k
th

 delay element is: 

2 2( )k slow fastkσ σ σ= +  

 The worst-case time difference variation from the previous step within 1-Sigma range is: 

worst slow fastt σ σ= +            (2.24) 

For 6∆t-9∆t, the expression is: 

4 5

_ _

1 1

k k

slow i fast i

i i

k t t t
− −

= =

∆ = −∑ ∑          (2.25) 

 The accumulated variation is: 

2 2( 4) ( 5) )k slow fastk kσ σ σ= − + −         (2.26) 
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And the worst-case time difference variation is the same as equation (2.24). 

However, at the transition, which is from 5∆t to 6∆t, the time step can be derived as: 

2 5 5

_ _1 _ _

1 1 1

3

_ 2 _ _

1

6 5 ( ) ( )

( )

slow i fast slow i fast i

i i i

fast slow i fast i

i

t t t t t t

t t t

= = =

=

∆ − ∆ = − − −

= − −

∑ ∑ ∑

∑
      (2.27) 

 and the worst-case time difference variation can be as large as: 

_ 4 3worst tran fast slowt σ σ= +            (2.28) 

which may severely degrades the Differential-Non-Linearity (DNL) performance of the whole 

TDC. 

In addition, this 2D implementation unavoidably leads to non-equivalent arbiter numbers at 

different delay-element’s output nodes. 

For instance, in a 4-Bit 2D Vernier TDC, the number of time-arbiters connected to each of the 

delay elements on the two delay lines can be listed as: 

Fast-line: F1-F7: 3 

 Slow-line: S1:1; S2:2; S3-S5:3; 

The unevenly distributed capacitance loading shifts the time grids away from their original 

positions on the 2D time mesh and introduce a systematic quantization error.     
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Figure 2.40 Locally-Readjusted 2D-Vernier-TDC 

 

The Locally-Adjusted Folding 2-Dimentional Vernier TDC is shown in Fig.2.40. The fast-line 

and slow-line are composed of delay elements with delay of  4∆t and 5∆t, respectively. A 1-Bit 

time-folder converts the negative input time differences t1 and t2 into positive ones and thus 

reduces the number of necessary time arbiters by half. The time-folder is composed of a MUX 

and a time-arbiter. If the decision result of the arbiter is high, t1 and t2 keep the same; while the 

result is negative, the paths of t1 and t2 are swapped so as to ensure the rising edge time 

difference of the two pulses is always positive. To mitigate the issues in the previous discussion, 

a pair of time-adjuster is embedded inside each of the time-arbiter, providing one more degree of 
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freedom to the time mesh. By calibration, the shifted grid points can be brought back to their 

original position.      

 

 

Figure 2.41 (a) Circuit implementation of the time-arbiter (b) time-adjuster 

 

The time-arbiter and time-adjuster are shown in Fig.2.41(a) and (b), respectively. The time-

arbiter consists of a pair of pseudo-differential input pair, a pair of back-to-back cross-coupled 

inverters and reset transistors. Compared with D-flip-flop-based arbiter, such architecture can 

ensure the symmetric of the two signal input branches to the output and owns higher sensitivity 

to the input time difference. 

The voltage offset of the arbiter can be referred to the input and transferred into time-domain as: 
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_/offset offset riset v s=            (2.29) 

where s_rise is the slope of the rising edge of the pulses. As shown in Fig.2.41 (a), similar as the 

case in voltage-domain, the converted time-offset may change the decision result of the two 

input pulses if the time difference of the two is within the time-offset range of the arbiter. Such 

offset can be calibrated together with the errors in the time mesh. 

The time-adjuster plays an important role in the TDC. As discussed before, the errors on the time 

grid as well as the offset inside each time-arbiters need to be calibrated by the time-adjuster. It is 

a current-starving inverter followed by a general inverter. By adjusting the rising edge slope of 

the current-starving inverter, the flip time point of its following inverter varies accordingly, thus 

providing tunable delay to the input pulse.  
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Figure 2.42 (a) Replica-based coarse V-T mapping (b) 1-on-1 fine V-T mapping 

 

Calibration is necessary in this hybrid converter architecture due to two main reasons. First, there 

need to be a scheme that maps the quantization levels in voltage-domain to that in time-domain; 

second, the non-idealities within the voltage-time-conversion and TDC need to be fixed.   

For such considerations, a 2-fold coarse-fine mapping between voltage and time domain is 

implemented in an analog way, as shown in Fig.2.42(a)-(b).  

First, a coarse voltage-time mapping is set up by calibrating the absolute delay of replica unit 

element of fast-line / slow-line to 4∆t /5∆t, respectively. A input pulse with time difference of  

4∆t, which corresponds to 4lsb in voltage-domain,  is provided for the replica unit element of 
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fast-line. The digital control code is searched until the corresponding time-arbiter changes its 

output result. The replica unit element of the slow-line is calibrated in the same way. After 

calibration, the digital control codes are used for the fast-line and slow-line.     

In the second step , each time arbiter is locally readjusted by a 1-on-1 fine mapping from voltage 

to time domain so as to bring the quantization points to their proper positions.  As shown in the 

previous analysis,  the coarse voltage-time mapping build up the backbone of the time-domain 

quantization, but additional calibration is needed to alleviate the varies non-idealities and further 

improves the performance. In the fine mapping, each time grid on the 2D time mesh is calibrated. 

For instance, ∆t time difference is provided for the first time-arbiter. After tuning the time-

adjuster embedded within the time-arbiter, the calibration of the first one is complete. Then 2∆t 

time difference is provided for the second delay element and go on, until all the 15 time-arbiters 

have been calibrated.     

The procedure is self-calibration based. All of the time-domain calibration signals are generated 

by reconfiguring the front-end SAR-ADC’s Capacitor-DAC and conveying through VTC.  

In addition, the output code of SAR-ADC and TDC are adjusted in digital domain to alleviate the 

signal offset and asymmetry in the time folding procedure.  
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2.2.4 Experiment Results 

 

 

 

Figure 2.43 Die micrograph of the dual-mode hybrid SAR-TDC ADC 

 

The prototype is implemented in standard 65nm CMOS technology. The chip is bare-die bonded 

on the PCB for testing. Fig.2.43 shows the die micrograph. It takes an active core area of 270um 

× 720um. 

The calibrated output spectrum of the hybrid ADC in its NS-mode is shown Fig.2.44. With an 

input signal at 0.73MHz, the SNDR and SFDR are 41.0dB and 45.1dB, respectively.  
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Figure 2.44 Measured output spectrum of an input signal at 0.73MHz with calibration 

 

Figure 2.45 Measured SNDR and SFDR performances as the input frequency changes in NS-

mode and CS-mode  with calibration, post-processing and recovery 
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The calibrated SNDR and SFDR performance of the ADC operating in both NS-mode and CS-

mode across the frequency band after prost-processing and recovery is shown in Fig.2.45. It 

achieves 41.0dB SNDR at low frequency in NS-mode and 34.2dB SNDR near 2GHz in CS-

mode.  

 
This work [11] [39] [40] 

Sample-Mode CS CS NS NS 

Resolution 9 10 6 4 

Sample-

rate(GS/s) 

4* 0.1* 4.1 4 

Power (mW) 17 0.63 76 20 

SNDR (dB) 34.2 55.9 31.2 24.1 

FoM (fJ/CS) 101 12 625 378 

Active-Area 

(mm
2
) 

0.194 0.15 0.38 0.15 

Architecture Pipelined-SAR-TDC SAR Flash Flash 

Technology (nm) 65 90 90 65 

* Equivalent sampling speed 

 

Table 2.2 Summary of Performance Comparison of the Hybrid-ADC with State-of-Art 
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Table 2.2 summaries the performance of the prototype and its comparison with state-of-art CS 

and NS ADCs. With the proposed hybrid architecture, it achieves 40× increase of the acquisition 

bandwidth compared with its prior art CS-operation counterpart. It also shows significant 

energy-efficiency advantages over its NS-operation counterparts for certain sparse frequency-

domain signal acquisition. 
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Chapter 3 Design Techniques for Multi-Level Wireline 

Transmitters 

3.1 A Capacitive-DAC-Based Technique For Pre-emphasis-Enabled 

Multi-level Transmitters 
 

The architecture of the transmitter side for wire-line communication can be considered more as 

the low-resolution high-speed DAC design. Based on different applications, the output 

impedance may require 50 ohm impedance matching, as in electrical I/O interconnects; current-

driving capability, as in optical I/O interconnect with VCSEL-Modulator; or high-swing 

capacitive-driving capability, as in optical I/O interconnect with Ring-Resonant-Modulator. 

Unlike wireless communication, of which complex modulation schemes are often adopted due to 

the limited allocated frequency band, wireline communication generally has no or simple 

baseband modulation due to its very broadband characteristics.  

The dominant modulation scheme in wireline communication is Non-Return-to-Zero (NRZ), of 

which the digital baseband signal are presented as simple binary "0" and "1" when being sent 

into the channel. This leads to simplified implementation at both the transmitter-side and 

receiver-side as 1-bit DAC and 1-bit ADC, respectively. In addition, the two state binary 

signaling puts low request on the linearity for both the TRX side, which makes the usage of 

saturated driver/amplifier a proper choice in terms of speed, energy-efficiency and 

implementation complexity.  However, as discussed in chapter 1, physical limitations put by the 
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Vias, PCB traces, etc. as well as the clocking distribution difficulties, severely limits the 

maximum achievable symbol rate. Multi-level signaling, such as PAM-4, instead of two-level 

signaling, is considered to be a proper candidate to fulfill the request of ever exponential growing 

I/O data-rate.  

PAM-4 signaling can provide twice the data-rate compared to its NRZ counterpart at the cost of 

a shrink eye open amplitude of 9.5dB, which requires either higher output swing at the TX side 

or higher sensitivity at the RX side. In addition, both the driver and amplifier at the TRX sides 

need to be linear ones so as to properly maintain the shape of the multi-level signal. All these 

request additional implementation efforts for PAM-4 transceiver compared with NRZ transceiver. 

Feed-forward-equalization makes the situation even more complicated.  

Channel loss is one of the most critical issues that leads to Inter-Symbol-Interference (ISI) and 

thus degraded Bit-Error-Rate (BER) performance. The simulated S-parameter of  a typical FR-4 

trace at the length of 20 inch is shown in Fig.3.1(a). It can be seen that S21 decades 

monotonically across the frequency band and be with up to 17dB loss at 10GHz. Its 

corresponding time domain response for a pulse with 50ps width is shown in Fig.3.1(b). Long 

tail of the pulse spanning several Unit-Interval (UI)s is observed, which severely disturbs the 

decision results of its following symbol.     
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Figure 3.1 Simulated frequency response of a 20-inch FR-4 trace and its time-domain response 

of a 50ps width pulse 

 

One of the most effective methods to alleviate the ISI issue at the TX side is to employ Feed-

Forward-Equalization (FFE), or in other words, Pre-emphasis. The expression for the signal with 

k-tap FFE can be expressed as:  

1

0

[ ] [ ]
k

k

i

y n x n kα
−

=

= −∑           (3.1) 

 

Figure 3.2 Simulated two-tap FFE pulses with different coefficients at TX side before and after 

passing through the 20-inch FR-4 trace 
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The coefficients a0...ak-1 are adjusted so as to cancel the tail effect at x[n] introduced by its 

previous multiple intervals as x[n-1], x[n-2]...x[n-k+1]. The simulated two-tap FFE pulse 

waveforms at TX side before and after passing through the 20-inch FR-4 trace are shown in 

Fig.3.2 (a) and (b), respectively. By varying the coefficient of the post-tap a1 from 0% to 50% of 

the main tap a0, it is observed that the interference can be effectively alleviated.   

 

Figure 3.3 Simulated frequency-domain response of a two-tap FIR filter with different 

coefficients 
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Figure 3.4 Simulated channel response with a combine of FR-4 trace and TX-side FFE with 

different coefficients 

 

Applying z-transform to both side of equation (3.1), it can be re-written as: 

0

( )
k

k

k

i

H z zα −

=

=∑           (3.2) 

And the frequency-domain mapping of equation (3.2) for a 2-tap case is: 

2

0 1( ) sj fTH f e πα α −= +          (3.3) 

The frequency response of equation (3.3) is shown in Fig.3.3. It can be seen that the FFE boosts 

the gain at high frequency to compensate for the channel loss. The gain of the transfer function 

(3.3) achieves its peak at the Nyquist frequency, which is half the frequency of symbol-rate, and 

drops to its minimum at both DC and the frequency of symbol-rate.  The shape of the transfer 

function is controlled by the amplitude ratio between the post-tap and the main-tap. As the ratio 
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goes up high, the boosted gain goes high but also with higher suppression as the frequency 

approaches DC or the frequency of symbol-rate. 

Combining the channel characteristic with the FFE transfer function, the simulated frequency 

response of the whole system is shown in Fig.3.4. It can be seen that by properly selecting the 

tap-coefficients, the channel response can be effectively flattened with the help of FFE 

introduced gain-boosting.      

 

Figure 3.5 Simulated 40Gbps PAM-4 signal eye-diagram  after passing through a 20-inch FR-4 

trace without equalization 

 

The simulated time-domain eye-diagram of  40Gbps PAM-4 signal passing through the 20-inch 

FR-4 PCB trace is shown in Fig.3.5. Without equalization, the eye is fully closed. With post-tap 

equalization, all the three eyes open with sufficient margin at both vertical and horizon levels, as 

shown in Fig.3.6. 

From the previous discussion, it is obvious that adjustable equalization is necessary at TX side to 

combat degraded transmission performance introduced by both the channel and the circuit. Due 
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to the request of multi-level signaling with amplitude adjustable multi-tap equalization, novel 

techniques are needed for high-speed power-efficient design. Several design techniques are 

discussed in the following sections to fulfill the demand.  

 

Figure 3.6 Simulated 40Gbps PAM-4 signal eye-diagram  after passing through a 20-inch FR-4 

trace with post-tap equalization 

 

3.1.1 CML-Based Approach 

 

 

Figure 3.7 CML-based PAM-4 transmitter front-end 
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  A CML-based PAM-4 transmitter front-end is shown in Fig.3.7. It is composed of two 

switching differential pairs with weighted bias current at a ratio of  2. Cascaded current source is 

employed to provide enhanced output impedance while the high-swing bias structure is dedicated 

to alleviate headroom issue. The output voltage can be written as:   

1
( 2 )

2
o ov msb I lsb I R= × × + × ×                                          (3.4) 

where 2I and I are the currents dumped to the loading resistor Ro, which is dedicated as the 

channel characteristic impedance for matching. To maintain both the switching pairs as well as 

the current sources in saturation, the minimum voltage at the drain of the switching pair should 

be no lower than 2vdsat_cs + vdsat_sw, which leads to a limited output voltage swing of: 

_ _2 ( 2 )swing dsat cs dsat swv vdd v v= × − × −                                   (3.5) 

Equation (3.5) sets up the upper bound for (3.4). In addition, the input amplitude should provide 

enough amplitude to fully switch the current to either side of the differential pair but not too 

large to drive the differential pair and the current source into triode region. For such purpose, 

dedicated servo-loop and high-speed amplitude scaler/level-shifter [22] would be needed to tailor 

both the amplitude and the common-mod voltage of the CMOS logic to fit the request of CML 

input, which adds significant implementation burdens. 

 

 

 

 



 

3.1.2 Direct-Coupling Approach

 

Figure 3.8 Direct

 

Voltage-mode-based transmitter serves as a better candidate in terms of the output swing. With 

inverter-based structure, as shown in Fig.3.8

 

Figure 3.9 (a) Direct-coupling
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g Approach 

 

Direct-coupling-based PAM-4 transmitter front-end 

based transmitter serves as a better candidate in terms of the output swing. With 

, as shown in Fig.3.8, the output may provide even rail-to

 

coupling-based PAM-4 driver  (b) the dependency of transistor's on

resistance on output voltage 

 

based transmitter serves as a better candidate in terms of the output swing. With 

to-rail swing. 

 

4 driver  (b) the dependency of transistor's on-
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One straight-forward implementation of a voltage-mode PAM-4 transmitter is shown in Fig.3.9 

(a). Two inverters are driven with 2-bit signals, respectively, while their outputs are tied together. 

The output for the center two levels can be written as: 

1 1
1

1 1 1 2

2 2
2

2 2 2 1

( ) /

( ) / ( ) /

( ) /

( ) / ( ) /

n dd n
dd dd

n dd n p dd p

n dd n
dd dd

n dd n p dd p

R v w
v v

R v w R v w

R v w
v v

R v w R v w

α
α

α α

α
α

α α

×
× = ×

× + ×

×
× = ×

× + ×

      (3.6) 

where Rn(v) and Rp(v) are the unit size (1um/0.6um) on-resistance with drain voltage at v and 

wp/wn are normalized transistor sizes, respectively. As shown in Fig.3.9 (b), Rn(v) and Rp(v) are 

non-linear functions of v, which implies that merely scaling sizes of two inverters while keeping 

their P/NMOS ratio intact will not necessarily open 3-eyes evenly. Instead, each of the transistor 

size (wp1,2, wn1,2) must be used as a tuning parameter to set the 4-levels appropriately while 

satisfying the fan-out requirement in terms of parasitic loading capacitance. However, such 

conventional approaches leave no room for pre-emphasis. Adding one pre-emphasis tap to the 

PAM-4 transmitter will increase the output voltage levels from 4 to 16. Since an individual 

tuning parameter is required for each voltage level due to circuit/channel non-linearity, adding 

another pair of inverters for the delayed PAM-4 tap will only provide an additional 4 parameters 

and thus cannot fulfill the design request.  

Equation (3.7) shows the output voltage sensitivity in terms of the sizing of the PMOS and 

NMOS transistors, respectively. Fig.3.10 (b) shows that the NMOS size variation of +/-12.5% 

will lead to +/-20% variation to the output voltage. This relatively high sensitivity imposes 

stringent requests on the precise tuning of active device sizes. 
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2
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( ( ) / ( ) / )
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− − ×∂
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∂ +

      (3.7) 

 

 

Figure 3.10 (a) voltage variation for output middle-levels (b) the sensitivity of output voltage on 

the size of driver's transistor 
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Figure 3.11 The PAM-4 output voltage waveform and its corresponding current waveform with 

direct-coupling-based approach 

 

Another issue encountered by the direct-coupling approach is its power consumption, which can 

be written as: 

2 2

1 1 1 2 2 2 2 1

2

0.25 ( )
( ) / ( ) / ( ) / ( ) /

2

dd dd

n dd n p dd p n dd n p dd p

dd par

v v
P

R v w R v w R v w R v w

f v C

α α α α
= × +

× + × × + ×

× ×
+

  (3.8) 

          

Unlike NRZ signaling, of which only one of the P/NMOS in the driver will be “On” at a time, 

both PMOS and NMOS will be “On” in PAM-4 signaling when the signal is "01" or "10", 

leading to static current flow during the entire unit symbol time period, as shown in Fig.3.11. 

This contributes to the first part in (3.8) and will dominate if small on-resistance is dedicated for 

high-speed switching. Applications with high supply voltage operation such as in optical 

interconnect will make the situation even worse. 
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3.1.3  Resistor-DAC-Based Approach 

 

 

Figure 3.12 Resistor-DAC-based PAM-4 driver 

 

Fig.3.12 shows the Resistor-DAC-Based approach for PAM-4 transmitter design, of which the 

two middle voltage levels can be expressed as: 

1 _ 1

1

2 _ 2 1 _ 1

2 _ 2

2

1 _ 1 2 _ 2

( ) 2

( ) ( ) 2

( )

( ) 2 ( )

n ds n

dd dd

p ds p n ds n

n ds n

dd dd

p ds p n ds n

R v R
v v

R v R R v R

R v R
v v

R v R R v R

α

α

+
× = ×

+ + +

+
× = ×

+ + +

      (3.9) 

Compared with the Direct-Coupling-Based approach, this approach utilizes passive resistors for 

2-bits weighting instead of relying on the non-linear on-resistance. However, as shown in 

equation (3.9), these on-resistances are still in series with passive ones and will contribute to the 

output voltage as: 

2 _ 2

2

1 _ 1 2 _ 2

( ) 1

( ) ( ( ) 3 )

p ds p

dd

n ds n p ds p

R v Rv
v

R v R v R R

+∂
= × ∝

∂ +
        (3.10) 



90 

 

1 _ 1

2

2 _ 2 2 _ 2

( ) 2 1

( ) ( ( ) 3 )

n ds n

dd

p ds p p ds p

R v Rv
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R v R v R R

+∂
= × ∝

∂ +
       (3.11) 

Notice that the sensitivity to the non-linear part is inversely proportional to the value of the 

passive resistor. Fig.3.13(a) shows the simulated PAM-4 eye diagram at 30Gb/s with a size of 

25.6um (12.8um) / 0.6um and 57.6um (28.8um) / 0.6um for N/PMOS of the MSB and LSB 

drivers, respectively; a resistor value of 200 ohm /100 ohm; and parasitic loading capacitance of 

80 fF.  Differences in vertical eye opening up to 50% are observed between the central eye and 

the upper/lower eye due to the relatively large on-resistance compared with that of passive 

resistors. Increasing resistor values to 800 ohm/ 400 ohm may reduce the vertical eye opening 

difference to 13% at the expense of closing the eye both vertically and horizontally, as shown in 

Fig.3.13(b).   

 

Figure 3.13 (a) Eye-diagram of Resistor-DAC-based approach at 30Gb/s with R=100 Ω (b) with 

R=400 Ω 
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The power consumption of the Resistor-DAC-Based approach is: 

22 2

2 _ 2 1 _ 1 1 _ 1 2 _ 2

0.25 ( )
( ) ( ) 3 ( ) ( ) 3 2

dd pardd dd

p ds p n ds n p ds p n ds n

f v Cv v
P

R v R v R R v R v R

× ×
= × + +

+ + + +
 (3.12) 

The simultaneous conduction of P/NMOS still exists but is greatly reduced due to addition of 

passive resistors in series in comparison with the Direct-Coupling approach. 

 

3.1.4 Capacitor-DAC-Based Approach 

 

 

Figure 3.14 (a) Capacitor-DAC-based PAM-4 driver (b) its equivalent model (c) conceptual 

voltage and current transition waveform 
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Among major DAC types, both Current-DAC in CML-based transmitter and Resistor-DAC in 

voltage-mode transmitter were explored, while leaving Capacitor-DAC based approach 

unexplored in the past. As shown in Fig.3.14 (a), a PAM-4 driver with 2-tap pre-emphasis 

contains inverters for the main and the post-tap, respectively. Inside each tap, inverters which are 

driven by the MSB and LSB signals are coupled through capacitors with a scaling factor of 2. 

The pre-emphasis level is decided by the scaling factor of capacitors between the main and post-

tap. The output can be AC-biased and directly drives the capacitive loading [16] in optical 

interconnect applications, or cascaded with buffers to fulfill the impedance matching request for 

electrical interconnect applications. The output voltage can be written as: 

1 1 2 2 1 2

1 2 1 2

2 _ 2 _ 3 3

3 3 3 3
dd

par

msb C lsb C msb p C lsb p C C C
v v

C C C C C

× + × + × + × +
= × ×

+ + +
  (3.13) 

There are several interesting aspects worth noting from equation (3.13). First, the impact of each 

digital bit to the output voltage is linearly weighted and combined according to its driving 

capacitor size, rendering the multi-level signaling transmitter with pre-emphasis easily 

implemented. Second, the on-resistance introduced non-linear inverter output is eliminated from 

the output voltage, rendering output levels determined solely by the matching of passive 

capacitors. Third, the output voltage swing can be regulated simply by selecting the ratio among 

capacitances between the DAC and the loading. Fig.3.15 (a) shows a simulated PAM-4 eye-

diagram at 30Gb/s with DAC capacitances of 240fF and 120fF, respectively, and loading 

capacitor of 80fF with the same inverter sizes as in Section 3.1.3. Fig.3.15 (b) demonstrates a 

post-tap added with a 25% pre-emphasis, leading to 16 separated voltage levels at the eye-

diagram. The output levels have now achieved faster settling speed and higher inter-level 
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linearity compared with that of Resistor-DAC-Based approach by using the same driver sizes 

and loading capacitances. 

 

Figure 3.15(a) Eye-diagram of Capacitor-DAC-based approach at 30Gb/s with no pre-emphasis 

(b) with 25% pre-emphasis 

 

The power consumption of the Capacitor-DAC-Based approach can be calculated as: 

2 (3 1 3 2)

2 3 1 3 2

pardd

par

C C Cf v
P

C C C

+ ××
= ×

+ +
        (3.14) 

It is noted that static currents which existed in previous approaches are eliminated in this 

approach. Fig.3.14 (b-c) shows a 2-tap transmitter transitioned from '00'-'00' to '00'-'11'. The 

charges associated with the Capacitor-DAC and the loading capacitor are redistributed through 

the on-resistance to sustain the voltage. Fig.3.16 shows simulated current waveforms conveyed 



 

by both MSB and LSB drivers as the PAM

within a fraction of the unit interval (UI), the consumed energy of the Capacitor

approach is expected to be substantially lower than that of previous approaches.

Figure 3.16 The PAM-4 output voltage waveform and its corresponding current waveform with 

Capacitor-DAC-based approach 

3.1.5 Circuit Implementation

 

Fig.3.17 shows the driver design of the PAM

proposed Capacitor-DAC-Based 

circuit design for high voltage drivers. The Capacitor

the post-tap, and the scaling capaci

of 2fF, driven by a 64x driver and 32 unit capacitors driven by a 

LSB of the post-tap are composed of a group of 4 binary
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provides up to 50% level pre-emphasis with a unit tuning step of 3.125%. For optical I/O 

applications with capacitive loading, the Capacitor-DAC's output can be directly connected to 

the pad; for electrical I/O applications, a scaling capacitor and a cascaded buffer is added. The 

scaling capacitor tailors the full swing output into a proper fraction to fit into the input range of 

the cascaded buffer. With proper designs, either a class-A source-follower with tunable biasing 

current or a class-AB self-biased inverter with segmented unit cells can serve as a linear buffer to 

fulfill the impedance matching request while facilitating the multi-level signaling.    

 

 

Figure 3.17 A 2-tap pre-emphasis PAM-4 front-end with Capacitor-DAC-based approach 
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Figure 3.18 Capacitor-DAC-based PAM-4 transmitter architecture 

 

The architecture of the transmitter is shown in Fig.3.18. The baseband signal is generated by a 

32-way PRBS generator and MUXed up by using a 32:4 serializer. The clock generation unit is 

composed of cascading of the TSPC-DFF-based divide-by-2 chain and corresponding re-timers. 

The 4-way PAM-4 signals are delayed by 1-tap and sent into the 8:4 half-rate MUX to generate 

the full-rate data stream. This data stream then passes through the sign-selector, which provides 

pre-emphasis tap sign selection. Then the single-ended signals are converted into pseudo-

differential version and drives the capacitor-DAC. The whole transmitter design is purely based 

on voltage-mode CMOS and TSPC logic without any CML or peaking inductors involved. 
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3.1.6 Experiment Results 

 

 

 

Figure 3.19 Die micrograph of the Capacitor-DAC-based PAM-4 transmitter 

 

 

A prototype PAM-4 transmitter is designed and fabricated in standard 65nm CMOS technology 

and assembled on board for testing. 

 Fig.3.19 shows the die micrograph. The active core circuit takes up 150um × 550um of silicon 

area. 
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Figure 3.20 (a) Measured eye-diagram at 20Gb/s (b) Measured eye-diagram at 25Gb/s 

 

  Fig.3.20 (a) shows a PAM-4 eye-diagram at 20Gb/s with 3 fully opened eyes larger than 38mV 

vertically and 0.6 UI horizontally. At 25Gb/s data rate as shown in Fig.3.20 (b), the vertical 

opening remains above 25mV and horizontal opening around 0.4UI.   

 

 

This work [22] [28] [20] [21] 

Architecture VM CML VM CML CML 

TX FFE 2-taps DAC No 4-taps No 

Data-Rate(Gb/s) 25 36 40 25 20 

mW/Gbps 2.0 2.3 4.2 4.1 7.5 

Active-Area(mm
2
) 0.083 0.05 0.028 0.052 0.19 

Modulation PAM-4 PAM-4 PAM-4 PAM-4 PAM-4 

Technology(nm) 65 28 14 90 90 
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Table 3.1 Summary of Performance Comparison of Capacitor-DAC-Based PAM-4 Transmitter 

with State-of-Art 

 

Table 3.1 summarizes our prototype performance and benchmarked with other state-of-art PAM-

4 transmitters. With the proposed technique, the silicon prototype is demonstrated with up to 

data-rate of 25Gb/s and an energy efficiency of 2mW/Gbps. 

  



100 

 

3.2 Transmitter Design With Pre-distortion and C2C-Based 

Architecture 
 

3.2.1 Pre-distortion-enabled transmitter  

 

 

 

Figure 3.21 (a) RF transmitter with PAM-4 baseband modulator  (b) non-linear input-output 

curve of RF transmitter (c) distorted and ideal PAM-4 eye-diagram 

 

Besides general purpose I/O applications, the multi-level transmitter can also serves the role of 

baseband modulator for Carrier based communication system, either for wireline or for wireless. 
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 General wireline system occupies signal bandwidth starting from DC. However, it is noted that 

this is not always the optimum choice in terms of speed as well as power-efficiency. The claim is 

based on the observation that the wireline channel response at certain frequency band will show 

sharp notch due to the existence of vias or other slots. Complicated equalization schemes at both 

transmitter and receiver side would be necessary to re-open the ISI-distorted eye. Instead, the 

Radio-Frequency-Interconnect (RFI) ( or so called Multi-Tone-Signaling) technique [44] targets 

to alleviate the issue by modulating the baseband signal up to certain carrier frequencies so as to 

avoid those severely distorted frequency bands. In other words, this technique slices the whole 

frequency band into pieces and sets up communications only within those suitable ones. 

One other application of utilizing RFI technique includes picking up dedicated frequency 

window for certain specific material as wave-guide, such as holy-plastic fiber [45].    

Besides, terahertz wireless communication has gained more and more attraction with potentially 

large communication bandwidth available. High speed baseband modulator is necessary for such 

applications. 

For the applications mentioned above, non-coherent communication is a preferable choice 

compared to its coherent counterpart. The reason behind is that the carrier synchronization 

becomes extremely difficult when its frequency goes up high. The cost in terms of power 

consumption, chip area and implementation complexity would be very high if not all impossible. 

Instead, amplitude modulation and de-modulation based non-coherent scheme provides much 

simplified system architecture at both transmitter and receiver sides, thus leading to practical and 

robust solutions. Due to the ever growing data rate requirement, multi-level amplitude modulator 

is highly demanded. 
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The conceptual architecture of amplitude-modulated non-coherent transmitter is shown in 

Fig.3.21 (a). The signal is generated by modulating the output of a baseband PAM-4 transmitter 

on to the RF band with a carrier oscillator. The mixing procedure of the baseband and Local-

Oscillator (LO) signals is provided by a mixer.  

It is noted that the conversion gain of the mixer from baseband to the output is not ideally a 

linear curve, which is a general result of the non-linear gain of the MOSFET with different input 

voltage levels, as shown in Fig.3.21 (b). This will marginally affect the system if NRZ coding 

scheme is adopted in baseband since this two-point modulation is inherently linear. However, 

eye-distortion is observed when advanced multi-level modulation scheme such as PAM-4 is 

introduced. The reason behind is that the output swing of the baseband PAM-4 transmitter needs 

to be high in order to provide sufficient conversion gain. Under such situation, the evenly 

distributed 4 PAM-4 output levels v1-v4 will fully experience the non-linear region of the 

transfer-curve and result in un-evenly distributed 3 eye-openings, as shown in Fig.3.21 (c). The 

minimum SNR request at the receiver side is bounded by the worst-case eye-opening among all 

the output levels. The SNR expression at the receiver side for both evenly distributed eye-

openings and distorted eye-openings can be written as: 

_
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where FS is the full amplitude of the PAM-4 transmitter output;  n is the number of output bits; 

ISIN is the square-root of ISI-induced noise; CircuitN  is the additional electronic noise from both 

transmitter and receiver; Vi is the amplitude of the i
th

 eye-opening. 

Assuming the same full amplitude, the distorted multi-level eye-openings lead to a shrunk SNR 

at the transmitter output. This, together with all the other non-idealities introduced by the channel 

and the circuitry itself, will severely degrade the BER performance at the receiver side.  

     

 

Figure 3.22 (a) Mapping baseband input voltages on the non-linear transfer-curve (b) pre-

distorted PAM-4 eye-diagram 

 

One effective method to alleviate such issue is by pre-distortion. The transfer-curve of the whole 

transmitter system can be modeled as: 

4( ) ( ( ))mixer pamvo i f f i−=           (3.17) 
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where fpam-4(.) is the transfer function from digital input to baseband PAM-4 transmitter output; 

fmixer(.) is the transfer function from PAM-4 transmitter output to mixer output.   

As discussed before, the non-linearity during the mapping from digital input i to vo(i) is 

introduced by fmixer(.); while fpam-4(.)  is kept as a linear mapping procedure. If  fpam-4(.) can be 

dedicatedly designed to reverse the mapping procedure of  fmixer(.), the eye-openings at the mixer 

output can be evenly distributed. This approach can be expressed as: 

1

arg 4_( ( )) ( )mixer t et pam pre distortf vo i f i−

− −=         (3.18) 

where votarget (i) is the targeted linear eye-opening level at digital input i; f
-1

mixer(.) is the reverse 

transfer function of the mixer; fpam-4_pre-distort(.) is the dedicatedly designed transfer function with 

pre-distortion.   

The conceptual explanation is also shown in Fig.3.22. Instead of output four evenly distributed 

voltage levels v1-v4, the output of the PAM-4 transmitter is now v1,v2',v3',v4. v2' and v3' are 

the two pre-distorted voltage levels which reversely fit the non-linear transfer curve of the mixer. 

The middle-compressed eye-openings, as shown in Fig.3.22 (b), will become evenly distributed 

ones after passing through its following mixer stage.     
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3.2.2 Circuit Implementation 

 

 

 

Figure 3.23 Binary-to-thermal encoder 

 

As the baseband modulator, the output of the PAM-4 transmitter connects to the gate of the 

mixer and the loading is mainly the parasitic capacitance at the gate of the input transistor. This 

is suitable for the application of the proposed Capacitor-DAC-Based multi-level transmitter 

architecture. 

In the previous approach, the weighting of the MSB and LSB of the PAM-4 digital signal is 

represented by capacitors with value ratio of 2:1. However, merely adjusting the ratio between 

MSB and LSB can hardly fulfill the request of  individually pre-distort each of the eye-openings. 

Instead, a 2-3 encoding should be performed so that each of the 3 eye-openings of the PAM-4 

transmitter can be adjusted. 

The circuit implementation and the true-table of the 2-3 encoder are shown in Fig.3.23. It can be 

seen that each of the three outputs out1,out2,out3, represents one of the 3 eye-openings, 

respectively. By adjusting their corresponding capacitor values in the Capacitor-DAC, the 

amplitude of each of the opened eye can thus be controlled.     
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Figure 3.24 Pre-distortion-enabled Capacitor-DAC-based PAM-4 transmitter front-end 

 

The circuit implementation of the Capacitor-DAC-based transmitter with pre-distortion is shown 

in Fig.3.24. The Capacitor-DAC is divided into three equal sub-sections, resembling upper-eye, 

middle-eye and lower-eye of the PAM-4 transmitter output, respectively. Each sub-section is 

composed of 5-bit binary-weighted capacitors and their correspondingly sized inverter-based 

drivers for tuning purpose. Each inverter-based driver is connected to a 3-to-1 MUX. The 3 

inputs of the MUX are the encoded three digital bits representing the PAM-4 signal. With such 

implementation scheme, any of the capacitor in the Capacitor-DAC can be connected with any of 

the three digital bits, which provides maximum flexibility in terms of pre-distortion and keeps 

the total output amplitude constant.  
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Figure 3.25 (a) Evenly distributed PAM-4 eye-diagram (b) with bottom eye stretched (c) with 

middle-eye stretched (d) with top-eye stretched 

 

The simulated output eye-diagrams of the proposed pre-distortion-enabled PAM-4 transmitter at 

20Gbps is shown in Fig.3.25. Fig.3.25 (a) shows the evenly distributed 3 eye-openings with a 

capacitor ratio among the three sub-sections as 31:31:31. A setting of the capacitor ratios from 

lower eye to upper eye as 47:23:23 leads to a stretched lower eye as shown in Fig.3.25 (b). 

Similarly, a setting of 23:47:23 and 23:23:47 will lead to the stretched middle-eye and upper eye, 

respectively, as shown in Fig.3.25 (c) and (d). 
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3.2.3  C2C-DAC based architecture with equalization  

 

 

Figure 3.26 C2C-DAC architecture 

 

The combining of pre-distortion capability with the Capacitor-DAC-Based transmitter has been 

successfully demonstrated in the previous section. One following challenging task is to merge 

the FFE into the existing architecture. 

In section 3.1, the post-tap is combined with the main-tap through directly capacitor coupling 

and the coefficient is adjusted by tuning the binary-weighted capacitor values. In section 3.2.2, 

the three sub-sections are also directly capacitor coupled. The adjusting of each of the eye-

opening amplitude is implemented by selecting the connected digital input bit of each of the 

binary-weighted capacitor. When directly merging these two techniques, the total number of 

binary-weighted capacitors will be considerably large. For instance, adding one post-tap FFE 

with 4-bits tuning into the existing pre-distortion enabled transmitter with 5-bit eye-opening level 

adjustment will lead to a directly coupled 9-bit Capacitor-DAC. This leads to a capacitor-ratio of 

512 between the MSB and LSB, which severely complicates the driver sizing and routing of the 
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signal lines, not to mention the exponentially increased total amount of capacitor value within 

the DAC. 

Fortunately, it is not necessary to limit the Capacitor-DAC architecture to solely direct binary-

weighted one. Instead, the C2C DAC architecture can be introduced. By its simply but elegant 

recursive characteristic, the implementation of the transmitter can be much more compact, faster 

and power-efficient. 

A typical C2C DAC is shown in Fig.3.26.  For a n-bit approach, each bit is composed of a unit 

capacitor C driven by a unit driver. In between each of the two neighboring bits, a capacitor with 

value of 2C bridges the unit capacitor C of these two bits. 

The output voltage of the C2C DAC can be written as: 

1
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= ×∑         (3.19) 

One specific characteristic of the C2C structure is that the equivalent capacitance is constant at 

the output node no matter how many bits are employed. A simple prove can be derived as 

following. Starting at the very left-side node of the DAC, the total capacitance of the grounded 

unit C in parallel with unit C for D[0] is 2C. This 2C is in serial with the bridge 2C and the total 

equivalent capacitance is C. This equivalent capacitance again in parallel with the unit C for D[1]. 

The calculation repeats until to the very right-side node as the output. 
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Figure 3.27 Pre-distortion-enabled C2C-based PAM-4 transmitter front-end 

 

Replacing the unit capacitor 'C' in Fig.3.26 with the binary-weighted Capacitor-DAC in Fig.3.24 

leads to the pre-distortion enabled PAM-4 transmitter with one-tap FFE, as shown in Fig.3.27.  

As discussed before, 5-bits tuning of the 3 eye-opening amplitudes leads to a binary-weighted 

sub Capacitor-DAC of 93 unit capacitors. Four of such sub Capacitor-DACs are recursively 
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cascaded with inter-stage bridging capacitor of 186 unit capacitors, leading to a main-tap and a 

3-bit tunable post-tap.   

Compared with directly binary-weighted approach, this C2C-DAC architecture based approach 

owns the following advantages. 

First, it effectively reduces the maximum-to-minimum capacitor and driver size ratio from 512 to 

16, which simplifies the corresponding design and routing issues. 

Second, the total capacitance at the output node is only 186 unit capacitors and will not change 

even with additional tuning bits of the post-tap, which leads to a significantly reduction of the 

total capacitance value assuming same unit capacitor value as in directly binary-weighted 

approach. 

In addition, the highly structured architecture leads to compact layout design.   

 

Figure 3.28 Top-level architecture of pre-distortion-enabled C2C-based PAM-4 transmitter 
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The transmitter architecture is shown in Fig.3.28. The half-rate digital signal msb[1:0] and 

lsb[1:0] are delayed by 1 UI to generate both the half-rate main-tap and post-tap signals. The 

half-rate signals pass through 8:4 serializer. After muxing up, the two tap full-rate signals enter 

the 2-3 encoder to split for pre-distorting the 3-level eyes. In the front-end DAC design, there are 

3-bits tuning for the post-tap. The tuning is provided as selecting either main-tap or the post-tap 

as the input signal for all the capacitors within that tuning bit. After tap-selection, the sign of the 

post-tap is selected according to the equalization request. The signals are converted into 

differential version and drives the front-end C2C Capacitor-DAC.      

 

Figure 3.29 (a) Eye-diagram of the proposed C2C-based PAM-4 transmitter after passing 

through an 8-inch FR-4 trace with no equalization (b) with equalization 
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To verify the effectiveness of the FFE, the output of the Capacitor-DAC is further scaled 

passively and cascaded with a source-follower-based buffer before entering the channel. Fig.3.29 

(a) shows the simulated PAM-4 eye-diagram at 20Gbps after passing through an 8-inch FR-4 

PCB trace. It can be seen that the eyes are partially both vertically and horizontally due to the ISI 

induced noise. By enabling the post-tap, the performance of the PAM-4 eyes is significantly 

boosted, which demonstrates the feasibility of the proposed pre-distortion and FFE enabled 

transmitter with C2C DAC based architecture.    
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3.3 A 34Gbps Voltage-Mode PAM-4 Wireline Transmitter With 2-

Tap Feed-Forward-Equalization Utilizing R2R-Based Architecture 
 

3.3.1 Revisited Resistor-DAC-Based Approach 

 

 

 

Figure 3.30 (a) Resistor-DAC-based PAM-4 transmitter front-end w/o equalization (b) w/i two-

tap equalization 

 

In Section 3.1.3, PAM-4 transmitter based on Resistor-DAC has been discussed in terms of its 

trade-off  between speed and linearity. This section will provide analysis more from a view of 

implementation complexity.  

Fig.3.30 (a) shows a voltage-mode PAM-4 transmitter front-end with Resistor-DAC-based 

approach and no equalization-tap. Adding tunable equalization taps will bring significant design 
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complexity to such architecture. Fig.3.30 (b) shows the transmitter front-end with 2-tap FFE. 

Each unit slice is composed of the following components: 2 unit inverters and one unit resistor 

for the msb; 1 unit inverter and two unit resistor for the lsb; two muxes for coefficient adjustment. 

For 3-bit post-tap tunability, 8 such slices will be necessary. In addition, supposing the post-tap 

covers 50% amplitude of the main-tap msb at maximum, the main-tap needs to be composed of 

24 unit slices. These, in total, leads to 96 unit resistors, 96 unit drivers and 64 unit muxes for the 

transmitter front-end. This huge amount of unit components will bring several issues in terms of 

both circuit design and layout. First, the loading capacitance of the pre-driver will be 

unavoidably large since there are 24 muxes connected to the main-tap pre-driver and 8 connected 

to the post-tap. Second, the total layout of the front-end will occupy a considerable area, which 

makes the routing of the critical full data-rate signal wires relatively long. Additional repeaters 

along the wire will be needed to maintain the driving capability. In addition, long wires to 

connect each slice inside the front-end will bring additional parasitic resistance, which may 

change the contribution ratio of each slices to the output voltage.  

3.3.2  R2R-DAC-Based Approach 

 

In section 3.2, C2C-DAC-based approach is proposed to simplify the transmitter front-end 

architecture. Although Capacitor-DAC-based approach owns numerous advantages as discussed 

before, it unavoidably needs 50 ohm output buffers when applied to electrical I/O applications. 

And such buffer may lead to a shrink of the available output voltage swings. With tolerance of 

higher power-consumption, the Resistor-based approach provides the possibility of high swing 

output with direct 50 ohm impedance matching. And as a dual counter-part of C2C-DAC, R2R-

DAC-based approach is considered here as an alternative and more compact implementation of 

voltage-mode multi-level transmitters utilizing passive resistor for direct impedance matching.  
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Figure 3.31 (a) Proposed R2R-DAC-based 2-tap FFE enabled PAM-4 transmitter front-end (b) 

extend the architecture to N-tap equalization 

 

As shown in Fig.3.31(a), for a 2-bit case, instead of connecting msb and lsb driver with 2:1 rated 

resistors and then directly tying them all together at the single output node, now both the msb 

and the lsb driver are connected to the resistor with same value of 2R, and each other side of the 

two resistors is bridged by a inter resistor with a value of R. It is noted that the structure can be 

recursively extended beyond 2-bit by cascading such R/2R sections. Due to its well-known 

elegant recursive characteristic, the equivalent input resistance will remain as 2R no matter how 
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many sections are cascaded, which brings convenience for signal channel matching. The output 

voltage for a n-bit cascading can be written as:     
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To construct the voltage-mode PAM-4 transmitter front-end with the similar functionality as in 

Section 3.3.1, an 8-bit R2R DAC architecture can be employed by assigning d[7] and d[6] for the 

msb and lsb of the main-tap, and d[5]-d[0] for the post-tap with 3-bit tunability. Compared with 

the previous approach, only 26 unit resistors, 8 unit drivers and 8 muxes are needed, which 

effectively simplifies the transmitter front-end structure and thus leads to a significant relieve on 

the design burden in terms of both circuit and layout.  

The architecture can be further expanded into a multi-tap FFE enabled one by embedding the 

sub-Resistor-DAC into the R2R architecture. As shown in Figure.3.31(b), for N additional taps, 

each 2R part in Figure.3.31(a) can be split evenly into 2N sub-section, N sub-sections of which is 

composed of a resistor value of 3R×N and the other N sub-sections is composed of a resistor 

value of 6R×N, Each sub-section is with a driver and its dedicated mux for coefficient 

adjustment. The output voltage can be expressed as:                  
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 where m is the number of bits for coefficients adjustment, tap_sel[i][k] decides whether the i-th 

bit of tap-k should be connected to the signal or ground, msb[k] and lsb[k] represents the 2-bit k-

th tap input signal.            

Fig.3.32(a) shows the R-C circuit model of the R2R front-end for a 2-bit case. Cp0 and Cp2 

models the parasitic capacitance at both driver's output as well as one side of the resistor; Cp1 and 
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Cp3 models the parasitic capacitance at the junction node of the cascaded R-2R sections, and CL 

models the total parasitic capacitance at output node. By employing zero-value-time-constant 

analysis, the bandwidth can be estimated as: 
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where Reqi is the equivalent resistance at node i. It is noted that while the equivalent resistance at 

each node is approximately the same as R due to the recursive structure of R2R front-end, the 

parasitic capacitance at output node is orders larger than all the other nodes due to a combined 

affection from pad, bonding and channel. Besides FFE, circuit techniques such as T-coil peaking 

[28] is compatible with such structure and can be explored to further extend the bandwidth. 

 

 

 

Figure 3.32 (a) R-C model for speed analysis (b) for power analysis (c) for linearity analysis 
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As in Fig.3.32 (b), both static current consumption and dynamic current consumption exist in the 

PAM-4 transmitter front-end. One branch of the static current flows through the loading resistor, 

while the other flows through the R2R network to build up the corresponding voltage at each 

junction node. The dynamic part is mainly composed of the charging/discharging of node 

parasitic capacitance when its voltage changes. The power consumption for the 2-bit case can be 

estimated as: 
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Figure 3.33 (a) non-lineary eye-diagram with stretched middle-eye (b) non-linear eye-diagram 

with compressed middle-eye  (c) RLM as driver's on-resistance varies (d) RLM as the ratio 

between on-resistance and 2R varies

 
 

 

 
One another issue worth noting is the on-resistance introduced non-linearity to the output eye-

diagram. As shown in Fig.3.32 (c), the on-resistance of the driver is in serial with the 2R part and 
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unavoidably affect the output voltage. Supposing the P/NMOS of the driver is properly sized so 

that both the pull up/down on-resistance are Rp, the output can be written as: 
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And the sensitivity of the output voltage in terms of  Rp can be derived as: 
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Supposing the resistor in serial with Rp is Rc. It can be seen from equation (3.24-3.25) that a 

mismatch of Rp+Rc from 2R will lead to distorted eye diagram at output node. Fig.3.33 (a)-(b) 

shows the simulated eye-diagrams based on R-C circuit models with R=25Ω, Rc=40Ω, and Rp 

set to 0Ω and 20Ω, respectively. It demonstrates that if the total resistance > 2R, the middle-eye 

will be compressed, while it will be stretched in the opposite case. One metric for quantitative 

non-linearity measurement is ratio-of-level-mismatch (RLM) [46], which is defined as: 

min3
pk pk

v
RLM

v −

= ×

                                                                                                                       (3.26) 

 
where vmin is the smallest eye-opening of the three eyes while vpk-pk is the amplitude sum of them. 

Targeting at 50Ω impedance matching, Fig.3.33 (c) shows the simulated RLM when varying Rp 

+/-100% around its pre-set ideal value of 10Ω while keeping Rc=40Ω. As expected, RLM 

reaches its perfect matching when Rc+Rp=2R and decreases monotonically when Rp deviates 

from its ideal value. Fig.3.33 (d) demonstrates a monotonic decrease of the RLM when keeping 

the same 50% deviation ratio of Rc from its pre-set ideal value but changes the relative ratio of 

Rc to 2R from low to high. These indicate that the sizing of the driver and the resistor should be 
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purposely co-designed in order to improve the RLM. Larger driver size helps to alleviate the eye-

distortion caused by its on-resistance variation. 

An alternative method to mitigate the effect of on-resistance variation on output linearity can be 

by employing feedback. As shown in Fig.3.34, inverter with both P/NMOS cascading can serve 

as the driver. The gate voltages of its top and bottom transistors can be provided by the replica 

regulated block. Two cascaded NMOS transistor with the same size of those in driver is loaded 

by a resistor with value Rinv. The output node is connected to an Op-amp, of which the other 

terminal is connected to half the vdd as a reference voltage. Through negative feedback, the gate 

bias voltage vbn can be generated so as to ensure the on-resistance of the cascade NMOS 

transistors is the same as Rinv. vbp is generated in the similar way by employing PMOS-style 

replica-biasing. By choosing the value of Rc as 2R-Rinv, the driver on-resistance introduced non-

linearity can be mitigated and this tracks PVT variations. One side effect of this technique is that 

such cascading unavoidably degrades the speed of the driver, larger device size would be in need 

to compensate for this. 

 

 

Figure 3.34 Regulate on-resistance through replica-biasing 
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3.3.3 Circuit Implementation 

 

 

 

 

 

Figure 3.35 R2R-DAC-Based Transmitter Architecture 

 

 

 

 

 

Fig.3.35 shows the transmitter architecture. An on-chip double-edge-triggered PRBS generator 

provides 32 channel baseband data flows, which are MUXed up by a two clock-phase 32:4 

serializer. A cascading of 4 TSPC-DFF-based divide-by-2 chain and corresponding re-timers 

provides clocking for the PRBS generator and the serializer. To implement 2-Tap FFE, both the 

original and 1-tap delayed PAM-4 signals pass through the front-end 8:4 half-rate MUX to 
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generate the full-rate data stream. The last digital block, which is single-to-differential converter, 

provides the complementary differential signals to drives the R2R-DAC. As discussed before, 2 

msbs of the 8-bit DAC are assigned to the main-tap, while the remaining bits are for the post-tap 

with 3-bit coefficient tunability. The driver and resistor network are carefully co-designed to 

meet the channel matching characteristic and also maximize the RLM performance. Based on the 

proposed R2R architecture, the transmitter is digital-intensive with CMOS and TSPC dynamic 

logic only, and there is no need for any level-shifting or voltage-scaling between different logic 

boundaries. 

3.3.4 Experiment Results 

 

 

 

Figure 3.36 Die micrograph of the R2R-DAC-Based PAM-4 transmitter 

 

 

To verify the proposed architecture, a PAM-4 transmitter is designed and fabricated in standard 

65nm CMOS technology and tested with bare-die on board assembling.  



 

Fig.3.36 shows the die micrograph. The core digital part ta

350um while the silicon area consumed by the R2R

Figure 3.37 Measured eye

Fig.3.37 shows a single-ended PAM

are fully opened with a total peak

horizontal sampling window.  
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shows the die micrograph. The core digital part takes up an active area of 170um ×

onsumed by the R2R-DAC is 50um × 340um. 

 

 

Measured eye-diagram at 20Gb/s w/o equalization 

 

 

 

 

ended PAM-4 eye-diagram at 20Gb/s with no equalization. The 3 eyes 

are fully opened with a total peak-to-peak differential voltage swing of around 760mV and 0.6

 

 

kes up an active area of 170um × 

 

 

diagram at 20Gb/s with no equalization. The 3 eyes 

ge swing of around 760mV and 0.6UI 
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Figure 3.38 (a) Measured eye-diagram at 34Gb/s w/o equalization  (b) w/i post-tap equalization 

 

 

 

 

At 34Gb/s data rate as shown in Fig.3.38 (a), the eyes are fully closed due to the severe ISI. 

Fig.3.38 (b) demonstrates that by employing post-tap equalization, the 3-eyes are re-opened with 

a vertical opening around 80mV for each and the horizontal opening around 0.34UI.     

Table 3.2 summarizes the prototype performance and benchmarked with other state-of-art PAM-

4 transmitters. Implemented in 65nm CMOS technology, it shows competitive power/speed 

performance with designs in much more advanced technology nodes. 
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This work [22] [28] [20] [21] 

Architecture VM CML VM CML CML 

TX FFE 2-taps DAC No 4-taps No 

Data-Rate(Gb/s) 34 36 40 25 20 

mW/Gbps 2.7 2.3 4.2 4.1 7.5 

Active-Area(mm
2
) 0.077 0.05 0.028 0.052 0.19 

Modulation PAM-4 PAM-4 PAM-4 PAM-4 PAM-4 

Technology(nm) 65 28 14 90 90 

 

Table 3.2 Summary of Performance Comparison for R2R-DAC-Based PAM-4 Transmitter With 

State-of-Art 
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 Chapter 4  Conclusion 

 

This dissertation focuses on exploring several novel design techniques for high-speed power-

efficient data interfaces, involving data converters conveying information both from analog to 

digital domain and also digital to analog domain. 

 In the first part,  the design of dual-mode ADCs supporting both Nyquist-Sampling and 

Compressive-Sensing are discussed. As a newly developed yet powerful signal processing 

framework, compressive-sensing theory and its related hardware implementations have attracted 

extensive attention from both the signal processing community and the circuit design community. 

Benefiting from its graceful utilizing of signal sparsity by embedding randomness into the 

sampling procedure, compressive-sensing can effectively reduce the total number of 

measurements and robustly recover the original signal by employing related DSP techniques. 

Such unique characteristic may lead itself into a broad range of potential applications such as 

communication and biomedical related fields. Rather than being a direct replacement of the 

general purpose Nyquist-Sampling framework, the Compressive-Sensing framework is believed 

to play the role as an alternative application-oriented tool in the signal processing toolkit. Instead 

of diving into the theory development, this work is more of focusing on developing ADC 

architectures and circuit design techniques that can effectively mapping the theory into the real 

world implementations from a hardware designer's perspective. For such purpose, two 

experimental hardware prototypes are designed.  

The first one is a 8-Bit dual-mode ADC with 0.5GS/s Nyquist-Sampling speed and 4GS/s 

equivalent Compressive-Sensing speed for certain spectral sparse signals. A fully self-timed 
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pipeline scheme is dedicatedly designed to brace the randomness embedded sampling and 

quantization procedure. A passive-charge-sharing technique together with open-loop-amplifier is 

adopted for improving inter-stage residue transferring speed and power-efficiency compared 

with its conventional closed-loop counterpart. Also, a hybrid two-stage SAR-BS architecture is 

proposed to effectively accelerate the pipeline cycle and also absorb the inter-stage gain-error 

and non-linearity by employing corresponding calibrations.  

An alternative approach is demonstrated with the 2nd prototype. In there, a hybrid architecture 

which combines signal processing in both voltage-domain and time-domain is investigated. The 

pipelined two-stage ADC is composed of a SAR-ADC front-end and a TDC back-end. Unlike 

the static open-loop-amplifier employed in the first prototype, cross-domain voltage-time-

converter with dynamic logic based operation is adopted to provide inter-stage residue 

transferring of which the power consumption scales as the operation frequency varies. A locally-

readjusted scheme with embedded time-adjuster is employed to alleviate the timing offset issues 

presented in the 2D-Vernier TDC architecture. A two-fold coarse-fine mapping scheme together 

with post digital calibration is utilized to align the references between voltage and time-domain, 

and also boosts the conversion performance. This approach provides a highly digital-intensive 

energy-efficient high-speed ADC candidate for both CS-operation of certain spectral sparse 

signals and also general purpose data conversion applications. 

In the second part, several design techniques for voltage-mode high-speed multi-level wireline 

transmitters equipped with equalization are discussed. As the non-idealities brought by PADs, 

packaging parasitic, Vias and PCB traces led to a considerable voltage amplitude shrink and 

severe ISI issues for high-speed wireline communications, complicated equalization schemes at 

both transmitter and receiver side with bulky inductors are in need to compensate for the 
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performance degradation. This unavoidably results in a significant increase of power and area 

consumption. Instead of pushing the symbol rate up to the technology limitation, an alternative 

approach is to extend the NRZ signaling into a multi-level one. A multi-level transmitter design 

can be considered as a low-resolution but ultra-high-speed DAC design. Various DAC 

architectures are thus considered and discussed in terms of their pros and cons for such design 

target in this part. 

The first technique discussed is a Capacitor-DAC-based approach for PAM-4 transmitter design 

with 2-tap equalization.  Compared with previous CML-based approach and Resistor-DAC based 

approach, the Capacitor-DAC-based approach owns the following advantages: first, the multi-

level voltage can be linearly combined at the output in a direct binary-weighted form, thus 

simplifies the front-end design; second, the non-linearity brought by the inverter-based driver is 

eliminated from the settled output voltage; third, it shows the potential of providing high-swing 

for directly driving capacitive-loading such as Micro-Ring-Modulator in optical fiber 

applications; in addition, the conduction time of the drivers takes up only a fractional period of 

the whole symbol period and no dc current flows within the Capacitor-DAC after settling, which 

potentially provides power-efficient operation. To verify the concept, a PAM-4 transmitter with 

2-tap FFE based on Capacitor-DAC front-end is implemented in 65nm CMOS technology. It 

achieves 25Gbps speed and a power efficiency of  2mW/Gbps. 

Besides directly transmitting signals, the PAM-4 transmitter can also serve as a baseband 

modulator for carrier-based communication systems. For such applications, one critical issue is 

the non-linear input-output transfer curve of the mixer stage within the RF transmitter signal 

chain. To migrate such issue, a pre-distortion scheme is proposed based on the Capacitor-DAC-

based PAM-4 transmitter architecture. By decoding the 2-bit PAM-4 signal and splitting the 
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Capacitor-DAC, the opening of each of the three eyes can be adjusted while keeping the peak-to-

peak voltage amplitude the same. In addition, a C2C-DAC based architecture is further explored 

to embed the equalization function into the pre-distortion enabled transmitter front-end design to 

cope with the ISI issue as the symbol rate goes high. It is noted that such pre-distortion scheme 

and C2C-DAC for equalization equipped multi-level transmitter design can also be applied to 

general purpose I/O applications since the non-evenly distributed opening of the 3 eyes will also 

happen after passing through the non-ideal physical channels.  

Dedicated output buffers following the Capacitor-DAC, such as a pair of class-A source follower, 

will be requested if the output channel needs 50 ohm impedance matching instead of capacitive 

loading. For such cases, the output swing may be limited by the buffer stage if no dedicated 

high-voltage supply is provided. For such a reason, a R2R-DAC-based transmitter architecture is 

investigated. With passive resistor based impedance matching, the output can deliver high 

voltage swing proportional to the supply rail of the drivers. The number of front-end high-speed 

logic gates is significantly reduced compared with previously reported Resistor-DAC-based 

approach due to its inherent binary-weighted digital-to-analog representation format, thus 

leading to very compact design. In addition, the unique characteristic of its R-2R recursive 

resistor network makes the design structural, relieving the design burden both on schematic as 

well as layout. The eye-distortion introduced by the parasitic resistance of the driver is also 

discussed, with suggestive design guidance and circuit techniques to improve the distortion 

performance. A concept proven PAM-4 transmitter with 2-tap FFE prototype is designed in 

65nm CMOS technology, achieving 34Gbps speed and a power efficiency of 2.7mW/Gbps.             
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