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ABSTRACT OF THE DISSERTATION

Understanding the genetic architecture

of complex traits through meta-analysis

by

Kodi Nicole Taraszka

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2022

Professor Eleazar Eskin, Chair

Exploring how genetic architecture shapes complex traits and diseases is a central premise

of human genetics. Over the years, genome-wide association studies (GWAS) have enabled

the discovery of numerous genetic variants associated with a variety of complex traits. In

addition to the large array of traits analyzed, GWAS in diverse ancestral populations have

also seen a significant increase in sample sizes. These efforts led to tens of thousands of

publicly available GWAS summary statistics whose known correlation structure could be

leveraged for further discovery.

In this dissertation, I present two novel methods for the meta-analysis of GWAS sum-

mary statistics as well as conduct a pan-cancer meta-analysis of somatic variant burden. For

one method, I present a likelihood ratio test for the joint analysis of genetically correlated

traits and provide a per trait interpretation framework of the omnibus association. For the

other method, I present a Bayesian framework that improves fine mapping of significant as-

sociations for one trait by leveraging the complementary information from distinct ancestral

backgrounds. In addition to these methods, I analyzed how clinical and polygenic germline

features influence somatic variant burden within and across cancer types.
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2.3 Interpreting per trait associations from omnibus significant variants.

We simulated one million variants for four traits under two models. The first set

of simulations assumed there was a genetic effect in every trait (A), while the

second model only has a genetic effect in body mass index and height (B). The
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2.4 Comparison of m-values and p-values. M-values were assigned to all z-
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would expect to see the critical value |z| or larger more often when simulating

data according to v than when simulated under the distribution of s. . . . . . . 38

3.1 Overview of MsCAVIAR. (A) Simulated z-scores for SNPs at one locus in

two different ancestral populations: East Asian (top) and European (bottom),

shown by their −log10(p-value). LD matrices for these populations were derived

using data from the 1000 Genomes project and treated as input for MsCAVIAR.

(B) Meta-analysis results for this locus, showing many significant SNPs. Also

displayed are the SNPs that are in the causal set that MsCAVIAR returns (red
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3.2 Comparison of sensitivity, precision, and set sizes using simulated data.

We compare MsCAVIAR, PAINTOR, and CAVIAR with c ∈ {1, 2, 3} causal

variants implanted with results averaged over 20 replicates for 3 loci and 5 levels

of heritability for all 3 values of c. (A) Bar graph indicating the sensitivity of

each method with a dashed line to reflect the expected posterior probability,

ρ = 0.95, of recovering all causal SNPs. (B) Box plots showing the average set

sizes returned by the methods. Each box is the interquartile range of causal set

sizes with the middle black line representing the median, and the white crosses

showing the mean. (C) Bar graph displaying the average the number of SNPs in

descending order of posterior inclusion probability (PIP) until 1, 2, or 3 causal

SNPs are identified. Stacked bars represent increasing numbers of causal SNPs

identified, until the true number of causal SNPs (x-axis) are identified. . . . . . 49

3.3 Comparing fine mapping resolution in trans-ethnic HDL analysis. Com-

parison of the results of MsCAVIAR when applied to 185 loci from two high-

density lipoprotein (HDL) GWAS, White Britons from the UK Biobank and

East Asian individuals from Biobank Japan, versus trans-ethnic PAINTOR and

applying CAVIAR to each population individually. The y-axis is the size of the

causal set for each locus. The boxes represent the interquartile range of causal

set sizes identified by each tool, the lines inside the boxes represent the median,

and the whiskers extend to the non-outlier extremes. Outliers are represented as

dots above or below the whiskers. . . . . . . . . . . . . . . . . . . . . . . . . . . 52
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3.4 Comparison of methods’ set sizes for each locus in the trans-ethnic

HDL analysis. Comparison of the returned causal set sizes of MsCAVIAR when

applied to two high-density lipoprotein (HDL) GWAS, White Britons from the

UK Biobank and East Asian individuals from Biobank Japan, versus trans-ethnic

PAINTOR and applying CAVIAR to each population individually. In each scatter

plot, each point reflects a specific locus, and the x-coordinate is MsCAVIAR’s

returned causal set size, while the y-coordinate is a different method’s causal

set size. Diagonal lines representing equal set sizes were plotted for each scatter

plot. Points above the line represent loci where the alternate method had a larger

causal set size than MsCAVIAR, while points below the line indicate the opposite. 53

F Comparison of sensitivity and set size using simulated studies with

unequal sample sizes. Comparison of the methods with 3 causal variants

implanted and imbalanced sample sizes. The size of the Asian population was

fixed at 10,000, while the European study was set to be 1, 2, 5, or 10 times larger.

Both low LD (top half) and high LD (bottom half) settings were evaluated. The

bar plots (left) display the sensitivity of the methods, with standard deviation

bars included. The dashed line reflects the expected posterior probability of

recovering all causal SNPs; methods that reach this threshold are considered well-

calibrated. The box plots (right) show the set sizes returned by the methods;

for SuSiE, this is calculated as the sum of the sizes of credible sets returned.
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3.6 Evaluation of the sensitivity and set sizes of MsCAVIAR results un-

der misspecified heterogeneity parameters. Each column of plots shows a

different true heterogeneity value τ 2 used to simulate z-scores of causal variants.

Different colored bars/boxes correspond to different values of τ 2 used internally

in MsCAVIAR’s model, referred to as the Model Heterogeneity. The model is
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sensitivity of the results, with standard deviation bars included. The dashed line

reflects the expected posterior probability of recovering all causal SNPs; methods

that reach this threshold are considered well-calibrated. The box plots (2nd and

4th rows) show the set sizes returned by MsCAVIAR. The boxes represent the

interquartile range of causal set sizes identified by each tool, the lines inside the

boxes represent the median, and the whiskers extend to the non-outlier extremes.

Outliers are represented as dots above or below the whiskers. Simulations were

performed with c=1, c=2, or c=3 causal variants. . . . . . . . . . . . . . . . . . 58

3.7 Comparison of sensitivity, precision, and set sizes using simulated data

and out-of-sample LD matrices. We compare MsCAVIAR, PAINTOR, and

CAVIAR with c ∈ {1, 2, 3} causal variants averaging over 3 loci and 5 levels of

heritability with 20 replicates for each value of c. (A) Bar graph indicating the

sensitivity of the method and the expected posterior probability, ρ, of recovering

all causal SNPs represented as a dashed line. (B) Box plots showing the average

set sizes each method returns. Each box is the interquartile range of causal

set sizes. The middle black line represents the median and the white crosses

indicating the mean. (C) Bar graph displaying the average number of SNPs in

descending order of posterior inclusion probability (PIP) until 1,2, or 3 causal

SNPs are identified. Stacked bars represent an increasing number of causal SNPs
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4.1 Overview of pipeline and cohorts. (A) Flowchart outlining the bioinformat-
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somatic feature is color coded according to their purpose: outcomes (blue), in-

dependent variables (green), and covariates (red). (B) Distribution of somatic

burden pan-cancer for both cohorts, Profile (red) and Tempus (blue). Tumor
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pan-cancer in Profile and Tempus with a separate column for Tempus normal
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4.4 Clinical features are associated with TMB. (A) Forest plot of the age -

TMB beta and the 95% confidence interval for each cancer and pan-cancer meta-

analysis. (* - nominal significance; *** - Bonferroni significance; ** - significant

meta-analysis) (B) Bar graph indicating the proportion of individuals with TMB-

H (TMB ≥ 10) pan-cancer by age quintile. Significant odds ratios and their p-
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variant as determined by the m-value. For each variant, we calculate replication

power and bin the variants into deciles. The first column lists the trait. The

second column is the decile while the third and fourth column are the average

power within the set for each respective method. The number of variants tested

for replication, the expected number of replications, and the number of variants

that replicated are reported in the next six columns. The final two columns

contain the number of variants with effect sizes from the GIANT consortium in

the same direction seen in the UK Biobank. A binomial test on whether the

proportion of effect sizes in the same direction across studies is greater than 50%

of all tested variants in the set. A single asterisks means the results are significant

at the nominal α = 0.05 and two asterisks indicates significance at α = 0.05
20

. . . 26

2.5 Stable estimates of critical values in fewer null simulations. We generate

the critical value κ at α = 5 × 10−8 25 times for various combinations of four

traits: body mass index (B), diastolic blood pressure (D), height (H), and systolic

blood pressure (S). We simulated data according to N (0, rΣe) for r = {5, 6, 7, 8}

and for n = 104, 105 and 106 simulations. We then take a ratio of the variation

in the estimated critical value κ which we call the stability. The first column is

the set of traits and the variance for N (0, 1Σe) using n = 1010 simulations. The

second column is the number of simulations while the remaining columns show

the stability for different scaling factors of the covariance matrix r : r = {5, 6, 7, 8}. 31

2.6 The genetic variance and sample sizes from the 2017 UK Biobank re-

lease. We used summary statistics for body mass index, diastolic blood pressure,

height, and systolic blood pressure from the 2017 release of the UK Biobank as

input for simulations. We reported the sample sizes, genetic variance estimated

by LD-Score regression, and the LD-Score intercept. . . . . . . . . . . . . . . . . 42

xix



2.7 The genetic and environmental correlation used from the 2017 version

of UK Biobank data. We used summary statistics for body mass index, dias-

tolic blood pressure, height, and systolic blood pressure from the 2017 release of

the UK Biobank as input to simulations. We used cross-trait LD-Score regression

to estimate the genetic and environmental correlation and report the LD-Score

intercept. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.8 The genetic variance and sample sizes used in simulations and real

data analyses. Using the summary statistics for body mass index, diastolic

blood pressure, height, and systolic blood pressure from the 2018 release of the

UK Biobank, we estimated the genetic variance with LD-Score regression. We

report the sample sizes, genetic variance, and LD-Score intercept. . . . . . . . . 42

2.9 The genetic and environmental correlation used in real data analyses

and simulations. We used summary statistics for body mass index, diastolic

blood pressure, height, and systolic blood pressure from the 2018 release of the

UK Biobank as input to cross-trait LD-Score regression. We report the genetic

and environmental correlation as well as the LD-Score intercept. . . . . . . . . . 43

4.1 Comparison of discoveries to previous findings. All significant discoveries

in Profile for age, sex and PRS are reported here. These associations were then

tested in Tempus and TCGA using our pipeline as long as a sufficient sample size

was available. We also re-analyzed the previously reported discoveries in TCGA

using our pipeline in all three cohorts. . . . . . . . . . . . . . . . . . . . . . . . 108
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CHAPTER 1

Introduction

Scientists have long noted that measurable traits, such as height and disease risk, are cor-

related within families. They have also linked many physical and psychological phenotypes

to genes; however, it was only after the invention of high throughput sequencing was it fea-

sible to tie genetic variants and complex traits at scale. In part, this is because the human

genome consists of approximately three billion nucleotides composed of four types of bases:

Adenine (A), Cytosine (C), Guanine (G), and Thymine (T). DNA is physically organized as

a double helix structure connected by the base pairs, where A bonds with T and C bonds

with G. In humans, the genome is split and compressed into twenty three segments called

chromosomes. As humans are a diploid species, every somatic cell (i.e. non egg or sperm

cell) contains two complete copies of each chromosome, with each parent contributing one

copy. Within each chromosome nucleotides are organized into genes, which are then tran-

scribed into RNA which is then translated into proteins; these proteins are responsible for

every function in the cell.

While there is significant phenotypic variability amongst humans, there is very little

genetic variation within between genomes relative to its size. In fact, humans are almost

genetically identical with only 0.1% of DNA differing between individuals. These genetic

differences are introduced through mutational events such as single nucleotide polymorphisms

(SNPs) and copy number variants (CNVs). A SNP is the most common type of genetic

variant and represents the substitution of a single base pair (e.g. A changing to C). CNVs

are also common but are a more complex type of alteration which represents the deletion

or duplication of genomic regions spanning fifty or more base pairs. Both of these genetic

alterations as well as many others are present in all cells including gametes (i.e. egg and
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sperm cells) meaning they will be inherited by offspring. In addition to heritable genetic

alterations which are often referred to as germline variants, mutations may also be introduced

within an individual’s lifetime. These alterations are called somatic mutations and may also

take a number of forms, including single nucleotide variants and copy number alterations.

Somatic variants are induced by a number of causes including exogenous factors, such as

tobacco smoke and ultraviolet radiation, as well as through endogenous defects in DNA

mismatch repair and DNA replication. While these mutations will be present in the daughter

cells of the originating cell, they will not be passed along to any offspring.

In order to tie genetic variants to health outcomes, scientists introduced genome-wide

association studies (GWAS); a modern approach for understanding the impact of germline

variants on complex traits [157]. To make the large sample sizes required for GWAS at

minimal costs, scientists genotype a subset of SNPs spread across the genome and then

impute the remaining SNPs using the correlation structure between SNPs known as linkage

disequilibrium (LD). As neighboring SNPs tend to be inherited together, their variants or

alleles are highly correlated. Every SNP is then converted to a numerical value by counting

how many copies each person has of the less frequent base pair known as the minor allele

(i.e. 0, 1 or 2 copies). This count is then scaled and centered according to the minor allele

frequency. Each SNP is then independently tested using a linear model to determine if it

is correlated with the quantitative phenotype. In addition to testing the additive effect of

individual variants, polygenic risk scores (PRS) are used to estimate the collective effect of

genetic variants genome-wide. These linear predictors can then be used to determine relative

risk within a cohort or population.

While a significant amount of research has focused on the role germline variants have

regarding health outcomes, scientists have also investigated how somatic mutations impact

disease risk and prognosis. While some somatic mutations may be “hotspot” mutations

indicating that a particular variant is present in many individuals, most somatic alterations

are rare events and likely to only be present in a few individuals. In fact, they may even only

be present in a subset of the cells collected for sequencing. As a result, somatic variants are
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identified through whole exome sequencing (WES) which targets the exome of all genes or

through a panel targeting a particular subset of genes [10, 52]. Similar to the processing of

germline variants, somatic alterations are converted to a numerical value, typically a binary

variable indicating their presence. They are then tested using a linear model for association

with the trait of interest.

Overall, technological advancements have resulted in a continual decrease in sequencing

costs enabling a steady increase in both the number of studies and their sample sizes. This has

led to multiple large biobanks through which tens of thousands of unique germline variants

have been associated with a variety of phenotypes [147]. In addition to the large array of

traits analyzed, GWAS have also expanded to better represent diverse ancestral populations.

These efforts have resulted in a plethora of publicly available GWAS summary statistics

measuring hundreds of thousands of individuals from around the globe [131, 147]. The

same explosion in data has also taken hold in cohorts of somatic sequencing. In particular,

a recent imputation procedure was introduced that generates cohorts with germline and

somatic calling but only requires the direct sequencing of somatic variants [60].

While the initial analyses in these cohorts have led to a better understanding of the

additive effect of genetic variants on complex traits and diseases, the complete genetic archi-

tecture still remains unclear. In part, this is because much of the research effort has focused

on common variants or SNPs present in at least 1% of individuals; however, research has

shown that rare variants have an appreciable effect on common phenotypes and ailments.

Another contributing factor is that many traits are polygenic which means that multiple

variants have a small influence on the trait [157]. Unfortunately, without sufficiently large

sample sizes, these weak effects cannot be discovered [113].

While scientists have been able to characterize the relationship between genetic variation

and complex traits by increasing both the sample sizes and the number of traits analyzed

in studies, there still remains untapped knowledge within the currently available data that

could be uncovered via methodological advancements. For example, GWAS discovery power

has increased over time resulting in more variants with small effect sizes being discovered.
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This suggests the presence of additional small effect variants that have not been identified due

to statistical power. Additionally, many variants affect more than one trait, a phenomenon

known as pleiotropy) [27, 56, 144, 156, 160]. By modeling this shared genetic architec-

ture, computational methods could have increased power to discover genetically correlated

variants.

Another correlation structure that could be modeled by computational methods is the LD

between SNPs [157]. Currently, LD results in non-causal SNPs to be reported as associated

with the trait because they are merely correlated with the causal SNP(s). These spurious

associations make it difficult to prioritize SNPs for experimental follow-up, due to the search

space of associated SNPs simply being too large and noisy. While a number of methods

have been introduced to reduce the set of associated SNPs using the procedure known as

fine-mapping, the set of prioritized SNPs still contain many spurious associations [13, 68,

76, 97, 109]. Furthermore, GWAS have expanded to study a variety of ancestral populations

and LD patterns vary across ancestry; methods can utilize this information to better refine

the set of candidate SNPs.

Lastly, previous methodological work has generated large cohorts with both germline and

somatic variants called [60]. These cohorts can be used not only for further methodological

advancements but to directly study the relationship between germline and somatic variants.

By conducting novel analyses such as GWAS and PRS, scientists can begin to uncover how

germline variants influence somatic alterations. Additionally, both germline and somatic

alterations have separately been linked to diseases such as cancer; however, there remains an

open question of whether these genetic features jointly influence outcomes or even modify

the other’s impact [24, 40, 47, 58, 79, 122, 123]. Furthermore, their influence on prognosis

both separately and jointly is also an understudied subject.

In this dissertation, I introduce two statistical methods as well as conduct a novel dis-

covery project. In chapter 2, I introduce a method for meta-analyzing GWAS summary

statistics. My method, PAT, leverages the pleiotropy between traits to improve statistical

power and conducts an omnibus association test. In addition to introducing a novel method,
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I also extend the previously developed m-value framework to a multi-trait model. By com-

puting a m-value for all significantly associated variants, I provide a per trait interpretation

of the signal. In chapter 3, I introduce MsCAVIAR, a Bayesian method for fine-mapping

the set of associated SNPs. Our method meta-analyzes multiple ancestral populations to

generate a subset of the associated variants most likely to be causal, known as the causal

set. MsCAVIAR extends the CAVIAR framework by modeling the LD across cohorts which

enables a further reduction of the causal set size. Lastly in chapter 4, I analyze how clin-

ical and germline features influence the accumulation of somatic variants within individual

cancers and across cancer types via a meta-analysis. I established that clinical features,

fine scale genetic ancestry and polygenic risk scores shape the somatic landscape both pan-

cancer and within specific cancers and find that these associations have implications for

survival. Overall, my work presented in the following chapters advances the research com-

munities’ understanding of the genetic architecture of complex traits and diseases through

meta-analysis.
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CHAPTER 2

Leveraging pleiotropy for joint analysis of genome-wide

association studies with per trait interpretations

2.1 Introduction

Genome-wide association studies (GWAS) have been instrumental in identifying genetic

variants associated with complex traits [39, 42, 104]. As a result, there are tens of thousands

of unique associations in the GWAS catalog [96]. With ever increasing sample sizes in

GWAS, more and more associated variants have been discovered. This suggests the presence

of a large number of variants with small effect sizes that are not identified due to statistical

power [113]. With the number of traits examined as well as sample sizes increasing over

time, numerous variants are observed affecting more than one trait (i.e., pleiotropy) [27, 56,

144, 156, 160]. Some examples of pleiotropic effects include muscle mass and bone geometry,

male pattern baldness and bone mineral density, as well as between multiple psychiatric

disorders [32, 74, 169].

We hypothesize that because variants often affect more than one trait, we can leverage this

pleiotropy to jointly analyze multiple traits. This would potentially increase statistical power

and identify variants with even weaker effect sizes. Following this intuition, there have been

many approaches for performing association tests using summary statistics across multiple

traits [14, 15, 49, 50, 51, 84, 91, 115, 126, 151, 172, 174, 175]. While simultaneously analyzing

multiple traits is advantageous for identifying novel variants, performing an omnibus test is

inherently difficult to interpret. This is because an omnibus test assigns one p-value per

variant for the set of traits, and it is not clear how to assign a per trait significance level
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in this context. Even when this is done, it is not straightforward to interpret due to issues

such as inflation in false discovery rates when the assumption of homogeneity in effect sizes

is violated [151].

In this chapter, we propose an alternative framework with a two step procedure. First,

all traits are jointly analyzed to produce one p-value for each variant. If this p-value is signif-

icant, it suggests that the variant is associated with one or more of the traits. To accomplish

this first step, we develop an efficient method called pleiotropic association test (PAT) which

leverages the estimated genome-wide genetic correlation between traits to improve power

and uses null simulations to accurately calibrate p-values. PAT also utilizes importance

sampling to allow for estimation of significant p-values efficiently. The second step builds

upon an interpretation framework first developed in the context of meta-analysis, m-values,

to compute the posterior probability that a variant is associated with each trait [63]. We

extend the m-value framework to take into account environmental and genetic correlation

between traits.

In simulated data reflecting estimates of genetic and environmental covariance between

real UK Biobank traits, we find that PAT is able to correctly control for false positives

and increase power to identify novel associations [110, 111, 147]. In comparisons to three

multi-trait methods, MTAG, HIPO and ASSET, PAT has a 15.3% increase in the number

of associations over the next best method [14, 126, 151]. These results were then interpreted

using the m-value framework where PAT identified 37.5% more per trait associations. Ad-

ditionally while HIPO has only a 16.0% increase in power relative to MTAG for omnibus

association testing, using the m-value framework to interpret HIPO’s associations resulted in

a 46.6% increase in per trait associations relative to MTAG. Finally, we analyzed four traits

in the UK Biobank where PAT identified 22,095 novel variants and interpret the results for

every trait using m-values. In two of the four traits, the number of per trait associations

was almost three times greater than those found using the standard single trait GWAS, and

it nearly doubled the number of per trait associations for another trait.
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2.2 Results

2.2.1 Methods overview

2.2.1.1 Pleiotropic association test

Our method, PAT (pleiotropic association test), takes in GWAS summary statistics mea-

sured for T traits and assumes each variant is drawn according to the multivariate normal

(MVN) distribution: S ∼ N (0,Σ). Furthermore, it assumes the covariance matrix can be

decomposed into two independent components, environment and genetics (Σ = Σe + Σg).

With this assumption in mind, PAT performs a likelihood ratio test (LRT) between two pro-

posed MVN distributions. The null hypothesis is Σg = 0; therefore, the summary statistics

for one variant, S = {s1, ..., sT} has the following distribution: S ∼ N (0,Σe).

Under the alternative hypothesis (Σg ̸= 0), PAT models the genetic effect size according

to the polygenic model and assumes the standard genetic correlation structure between

traits [6, 118, 153]. This results in summary statistics having the following distribution:

S ∼ N (0,Σg + Σe).

Having now defined the distributions, a LRT can be computed for each variant’s set of

summary statistics S. Using the critical value κ for the threshold of significance, it can now

be decided whether a variant is associated with the set of traits.

P (S|µ = 0,Σ = Σe + Σg)

P (S|µ = 0,Σ = Σe)
> κ (2.1)

While likelihood ratio tests approximately follow a mixture of χ2 distributions, utilizing

a χ2 distributions can be complicated and may have reduced power [155]. Therefore, instead

of a closed form solution, PAT efficiently uses null simulations to determine significance (see

Methods). Additionally, we note that when there is no environmental correlation (Σe = I),

PAT is comparable to a Wald test.
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2.2.1.2 Multi-Trait GWAS interpretation

Figure 2.1: Interpreting m-values using a P-M plot. Along the x-axis is the per trait
m-value and the y-axis shows the p-value from the original single trait GWAS. Region A
is when the original association is significant, but the m-value interpretation is ambiguous.
There should not be data points in this region. Region B and D are associations with an
m-value greater than 0.9, so the interpretation is that there is a genetic effect in this trait.
In Region C, the m-value interpretation is left ambiguous.

While PAT is a powerful tool for testing multi-trait associations, it is an omnibus test

and only provides one p-value per variant. As a result, even when the null is rejected,

we lack clarity as to which trait(s) drive the association; therefore, we propose a per trait

p-value interpretation by estimating the posterior probability of a variant having a non-

zero effect on a trait. This framework, m-values, was originally developed for interpreting

meta-analysis across studies, but here it is extended to account for the covariance structure

between traits [63].

To provide some intuition on m-values, we will describe the P-M plot (p-value by m-value

plot) [63] in Fig 2.1. This plot has the p-value from the original single trait GWAS along

the y-axis and the corresponding m-value along the x-axis. A line at −log(5× 10−8) denotes

the threshold where a variant is considered genome-wide significant. Region A is where the

original single trait GWAS resulted in the variant being significant while the interpretation

of the omnibus test did not. There should not be data points in this region.
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Regions B and D contain variants interpreted as associated with the trait because the

m-value is greater than 0.9. Some of these variants have already been identified by the

single trait GWAS (B) while other traits will be uniquely discovered on a per trait level (D).

Region C contains the variants whose m-value is less than or equal to 0.9 and were left with

an ambiguous interpretation.

2.2.2 Covariance structure between traits impacts PAT’s rejection region

We now present an overview of PAT and its rejection region by comparing its shape to

the rejection region of a version of standard GWAS generalized to multiple traits called

multiple independent GWAS (MI GWAS). We chose to compare to this method over standard

single trait GWAS because it accounts for multiple testing while being less stringent than a

Bonferroni correction. MI GWAS works by testing if the largest summary statistic per trait

was larger than the critical value for significance set using null simulations.

In Fig 2.2, we simulated 100,000 summary statistics for two traits with the genetic vari-

ance (σ2
g = 4.9 × 10−5) and the sample size (N=25,000) equal for both traits; the level of

significance was α = 0.05. The first column highlights MI GWAS’s performance. Variants

which were correctly identified as associated are shown in red while the ones missed by MI

GWAS are grey. In each row regardless of model specification, the shape of MI GWAS’s

rejection region was a square. As MI GWAS does not account for genetic correlation, there

was no effect on the critical value when this parameter varied.

The same phenomenon was not true for PAT which is shown in the second column (with

the critical values of MI GWAS depicted with black lines). Here, when PAT rejected the null

hypothesis, the data points are in blue, and those PAT failed to reject are grey. In all four

rows the shape of the rejection region was an ellipse. As PAT models environmental and

genetic correlation, both parameters impacted the shape of the elliptical rejection region.

In the first row there is no environmental or genetic correlation, so the shape was exactly a

circle. This means any extreme value for at least one of the summary statistics was likely to

be rejected. In the second row, we modeled 67% genetic correlation and no environmental
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Figure 2.2: Comparison of the rejection regions for MI GWAS and PAT. We sim-
ulated 100,000 summary statistics for two traits with the genetic variance (σ2

g = 4.9× 10−5)
and the sample size (N=25,000) equal for both traits. We varied the genetic and environ-
mental correlation between traits and used α = 0.05 for the level of significance. Each row
corresponds to one set of simulations highlighting three points. The left column shows the
rejection region of MI GWAS, the middle column has PAT’s rejection region while the third
column provides a comparison of the two methods. The simulations used in sub-figures A-C
have no environmental or genetic correlation while the data in sub-figures D-F has no en-
vironmental correlation and 67% genetic correlation. For the third row of sub-figures, G-I,
the environmental correlation was 67% while there was no genetic correlation between traits.
The last row of simulations assumed an environmental and genetic correlation of 67%.

correlation. Here, the shape enabled PAT to correctly identify more variants with positively

correlated z-scores but failed to aid in identifying variants with negatively correlated z-scores.

This follows the intuition that modeling genetic correlation would increase power to identify
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variants whose summary statistics followed this correlation pattern.

While the first two rows followed intuition, the shape of PAT’s rejection region in the last

two rows was less intuitive. In the third row, we simulated traits with 67% environmental

correlation but no genetic correlation. In this situation, the shape of the rejection region was

in the direction of the environmental correlation; therefore, PAT has more power when z-

scores were negatively correlated relative to when they were positively correlated. This means

when summary statistics were positively correlated, PAT failed to reject the null unless the

values were very extreme because it assumed the only source of positive correlation was the

environment. The gain in power in the direction of negative correlation was due to the same

idea that these values were unlikely under a positively correlated environment unless there

was a non-environmental effect (i.e., genetics). In the final row, we simulated a positively

correlated environment and genetics. Here, the shape of the rejection region still followed

the direction of the environmental correlation. This aided in controlling false positives, but

it meant that PAT may have been overly conservative in the direction of environmental

correlation even when there was genetic correlation in the same direction. Further to that

point, the critical value for MI GWAS as shown in sub-figures H and K (black lines) was

identical. In sub-figure K, there were fewer variants pass this cut-off that were missed by

PAT relative to sub-figure H. This means that while PAT was consistently more conservative

in the direction of the environmental correlation, it was less conservative when it expected

a genetic reason for correlated summary statistics.

The right most column has a comparison of the relative power of PAT and MI GWAS.

Variants that were correctly identified by both methods are black data points while those

missed by both are grey. The variants only identified as significant by PAT are blue while

those found only by MI GWAS are red. Under all four simulation frameworks, PAT had

more statistical power than MI GWAS with the greatest improvement occurring when there

was genetic correlation and no environmental correlation (sub-figure F) . We note that the

blue region may appear smaller in sub-figure F than in sub-figures I and L, but the density

of the data points was higher.
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2.2.3 M-values provide accurate interpretation of omnibus association tests

Figure 2.3: Interpreting per trait associations from omnibus significant variants.
We simulated one million variants for four traits under two models. The first set of simu-
lations assumed there was a genetic effect in every trait (A), while the second model only
has a genetic effect in body mass index and height (B). The associated traits are noted with
an asterisks (*). The results for each trait were split based on the absolute value of the
z-score and showed the interpretation as either ambiguous or associated. The threshold for
associated is an m-value greater than 0.9.

In section 2.2.2, we provided an overview of how PAT provides a per variant omnibus

p-value for the set of traits. Here, we used simulated data reflective of four real UK Biobank

traits (see Methods) to provide some intuition about m-values as well as highlight its ac-

curacy. M-values were produced by enumerating over the set of configurations C = {0, 1}4

which indicate which trait(s) have a genetic effect, Σg(c). We note that the configuration

c = (1, 1, 1, 1) indicates a genetic effect in all four traits (i.e. Σg(c) = Σg). For each con-

figuration, we calculated the posterior probability P (S|µ = 0,Σ = Σe + Σg(c)). We then

take the sum of the configurations compatible with trait i (ci = 1) and divide by the total

probability over all configurations to produce the m-value for trait i. If this ratio mi > 0.9,
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we interpreted the omnibus variant-trait association to be an association between the variant

and trait i. If this ratio mi ≤ 0.9, we left the interpretation as ambiguous. We note that

m-values are a Bayesian quantity whose threshold is a matter of convention established in

previous work [63].

In Fig 2.3, we simulated one million variants under two model conditions. In sub-figure

A, there was a genetic effect in all four traits: body mass index, diastolic blood pressure,

height, and systolic blood pressure while in sub-figure B, we modeled a genetic effect in

only body mass index and height. In Fig 2.3, the truly associated traits were denoted with

an asterisks (*) around the trait name. The effect sizes were simulated such that the first

model has 50% power and 44% when there was a genetic effect in only body mass index and

height. We split the summary statistics (z-scores) for each trait based on whether there was

even modest signal in a particular trait (|z-score| > 3). This distinction was due to differing

expectations on the ability to correctly interpret an association. We note that the inclusion

of variants with a |z-score| ≤ 3 for a particular trait was primarily done for completeness

and their interpretation was overwhelmingly ambiguous (Fig 2.3 right panel). We therefore,

focus on the left panel of Fig 2.3 where the |z-score| > 3.

When there was a genetic effect in all four traits (top row left side), the m-value was

greater than 0.9 for the vast majority of z-scores which means the majority of variants were

correctly interpreted as associated with all traits. Diastolic and systolic blood pressure had

the most ambiguous associated variants with 3,381 and 2,959, respectively. This, however,

was still less than 2% of the variants with at least a modest effect size (|z-score| > 3) being

interpreted as ambiguous for each trait. Furthermore, when there was a modest effect size

the overall false negative rate was 0.6% across the traits.

The second set of simulations modeled a genetic effect in only two of the traits (bottom

row left side). Here, the m-value framework correctly interpreted when there was a genetic

effect in body mass index and height for most significant variants. For body mass index only

169 of the variants were missed and none were left ambiguous for height. For diastolic blood

pressure and systolic blood pressure, approximately 1,200 variants for each trait that had a
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|z-score| > 3. The m-value wrongly identified 951 and 1,019 of those variants as associated

for diastolic blood pressure and systolic blood pressure, respectively. Overall, 99.5% of the

variants analyzed for diastolic blood pressure and systolic blood pressure were left with an

ambiguous interpretation. For body mass index and height, 64.5% and 90.5% of all variants,

respectively, were correctly interpreted as associated when there was only a genetic effect in

these two traits.

These simulations show the m-value framework has a low false positive assignment rate,

and enabled the correct classification of many associated variants. This was especially true

when |z-score| > 3 while |z-score| ≤ 3 typically resulted in the interpretation being ambiguous

regardless of the ground truth. While this was still a false negative assignment, many of these

associations would have failed to pass a nominal test for significance (p-value < 0.05).

2.2.4 PAT is a powerful omnibus method for multi-trait GWAS

Now that we have established the intuition behind PAT, it is important to understand its

performance relative to other multi-trait methods. Here, we compare four methods: PAT,

MTAG, HIPO, and ASSET [14, 126, 151]. HIPO is an omnibus method that performs

eigenvalue decomposition resulting in orthogonal components each of which is used to create

a weighted sum of z-scores. For this comparison, z-scores from all components are considered

simultaneously and a variant is deemed associated as long as it is genome-wide significant

for at least one component. Another method is MTAG, and it also uses a weighted sum of

z-scores. MTAG, however, is not an omnibus method but tests each trait separately while

leveraging information from the other traits. The results from MTAG are converted to an

omnibus test by determining if the variant is genome-wide significant for at least one trait.

The final method is ASSET; this method works by searching for the subset of traits with the

strongest positive signal and separately the strongest negative signal. ASSET then combines

these test statistics using a chi-squared method to form an overall test statistic which we use

for comparison. While MTAG and HIPO generate multiple test statistics for each variant,

we do not correct for multiple testing; all methods are tested at α = 5× 10−8.
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Genetic Effect
Number of Σh2

causal

Genome-Wide Significant
Variants PAT HIPO MTAG ASSET

No Trait 1,350,000 0 0 0 0 0

B,D,H,S
5,000 40,000 113 54 60 103
3,000 24,000 198 113 119 196
2,000 16,000 291 194 196 326

B,D,H
5,000 40,000 108 53 56 76
3,000 24,000 204 113 121 170
2,000 16,000 307 216 226 286

B,D,S
5,000 40,000 0 2 3 1
3,000 24,000 0 12 7 5
2,000 16,000 0 26 12 11

B,H,S
5,000 40,000 124 73 58 92
3,000 24,000 216 166 128 199
2,000 16,000 352 281 219 334

D,H,S
5,000 40,000 88 28 36 56
3,000 24,000 161 105 111 131
2,000 16,000 257 173 176 227

B,D
5,000 40,000 0 2 1 0
3,000 24,000 0 15 6 2
2,000 16,000 0 34 4 1

B,H
5,000 40,000 96 36 40 60
3,000 24,000 160 106 116 138
2,000 16,000 260 196 201 255

B,S
5,000 40,000 0 33 11 5
3,000 24,000 5 81 32 30
2,000 16,000 12 128 61 48

D,H
5,000 40,000 90 40 42 41
3,000 24,000 177 111 114 127
2,000 16,000 253 195 185 204

D,S
5,000 40,000 0 3 0 0
3,000 24,000 0 7 2 2
2,000 16,000 0 23 14 9

H,S
5,000 40,000 80 40 32 46
3,000 24,000 185 127 94 131
2,000 16,000 225 191 144 179

B
5,000 40,000 0 12 8 4
3,000 24,000 1 32 20 9
2,000 16,000 6 51 45 30

D
5,000 40,000 0 5 1 0
3,000 24,000 0 14 4 1
2,000 16,000 1 35 15 7

H
5,000 40,000 89 36 46 47
3,000 24,000 154 82 92 94
2,000 16,000 191 126 139 134

S
5,000 40,000 0 11 1 0
3,000 24,000 0 39 3 2
2,000 16,000 1 66 4 2

Total 1,500,000 — 4,405 3,486 3,005 3,820
Running Time (seconds) — — 72 96 150 54,709

Table 2.1: Comparison of multi-trait GWAS methods. 1.5 million variants were simu-
lated with z-scores for four traits with 10% of variants as truly associated. The first column
lists which trait has a genetic effect. The second column is the number of variants simu-
lated under this specific model. The third column is the genetic effect size. The remaining
four columns contain the number of variants identified as associated by four methods: PAT,
HIPO, MTAG, and ASSET. The final row of the table contains each methods running time.16



In Table 2.1, 1.5 million z-scores were simulated for four traits with the environmental

and genetic covariance structure based on four traits from the UK Biobank (see Methods)

and 10% (150,000) of the variants were causal in at least one trait [111, 147]. The first row in

Table 2.1 corresponds to the 1,350,000 variants simulated under the null. All four methods

correctly identified zero associated variants. The remaining 150,000 truly associated variants

were equally split across all configurations of genetic effect. For each of the configurations,

there were three scaling factors for the heritability covariance matrix, Σh2, which can be

thought of as the number of causal variants ( Σh2

causal
) where causal equals 40k, 24k, or 16k. We

note that the methods assume the polygenic model (i.e. Σg = Σh2

# variants
), but we simulated

assuming fewer causal variants to create effect sizes large enough that there was power for

discovery. The 10,000 variants for each configuration were split such that 5k, 3k, and 2k

simulations came from each of the respective causal effect sizes. The configurations are

subsets of the four traits, body mass index (B), diastolic blood pressure (D), height (H),

and systolic blood pressure (S). The final row in Table 2.1 contains the running time for

each method. Here, we see ASSET was significantly slower than the other three methods

which were comparable to each other. PAT’s efficient running time indicates that the use

of importance sampling can enable a speed up comparable to deriving p-values analytically;

the differences in compute time between PAT, HIPO, and MTAG were likely due to other

factors (e.g. MTAG does a number of sanity checks prior to analysis).

While no simulation framework truly reflects the real world, this arrangement attempted

to non-exhaustively model different scenarios that occur when analyzing z-scores from multi-

ple traits. Namely, we explored the power to discover summary statistics with different causal

effect sizes and violations of a pleiotropic effect in all traits. Under the various configurations

shown here, all of the methods were under powered due to the simulations being centered

around zero; however, PAT was the most powerful method in nearly half of the simulated sce-

narios as well as overall. Across all scenarios PAT identified 4,405 associated variants which

was an 15.3% increase over ASSET (3,820), a 26.4% increase over HIPO (3,486) and a 46.6%

increase over MTAG (3,005). While PAT generally performed the best, the other methods
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did significantly better when the genetic effect in height was absent. Without considering

environmental correlation, this scenario was similar to that seen in Fig 2.2 sub-figures (B)

and (E). There we saw that the closer one trait’s z-score was to 0, the larger the other trait’s

effect size needed to be. Another factor was the environmental correlation; the other three

traits have more environmental correlation to each other than to height which was similar

to the scenario in Fig 2.2 sub-figure (K). In this case, PAT was shown to be conservative

in the direction of environmental correlation. Finally, we explore the simulations from this

section on a per trait level in section 2.2.5.

2.2.5 M-values enable more per trait interpretations in multi-trait GWAS

The four multi-trait methods were previously compared in regards to their power to perform

omnibus association testing (see section 2.2.4). Here, we investigated the per trait inter-

pretation of these associations. As MTAG computes a p-value for every trait, the method

provides a direct per trait interpretation; therefore, for each respective trait we reported the

variants with a p-value < 5× 10−8. The method, ASSET, considers all possible subsets and

selects the one that maximizes its test statistic. This is done separately in the positive and

negative directions of effect and are then combined for a two-tailed test which determines

the omnibus association. For the associated variants, we tested each direction separately

for significance (p-value < 5× 10−8 and interpreted the subsets that produced a significant

association as the trait(s) driving the association. The last two methods, HIPO and PAT,

only provided an omnibus interpretation; therefore, we applied the m-value framework to

assign a per trait association to variants whose omnibus p-value < 5× 10−8. For both meth-

ods, this was done by taking the associated variants and calculating the posterior predictive

probability (m-value) of whether there was a genetic effect in each particular trait. If the

m-value was greater than 0.9, the variant was deemed associated with the trait. Otherwise,

the interpretation was left ambiguous.

Prior to exploring the per trait interpretation, we note that only MTAG controls the false

positive per trait interpretation due to its use of p-values for the assignment; m-values do not
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Genetic Effect
Number of Σh2

causal

Body Mass Index Diastolic Blood Pressure Height Systolic Blood Pressure
Variants PAT HIPO MTAG ASSET PAT HIPO MTAG ASSET PAT HIPO MTAG ASSET PAT HIPO MTAG ASSET

B,D,H,S
5,000 40,000 28 17 10 15 5 3 0 4 113 44 50 74 8 2 0 1
3,000 24,000 64 38 17 39 31 15 2 10 198 96 98 143 35 22 3 16
2,000 16,000 131 89 44 78 71 44 8 21 284 157 139 221 70 56 18 47

B,D,H
5,000 40,000 34 15 8 12 11 10 1 4 108 43 47 56 1 1 0 1
3,000 24,000 64 42 26 43 41 22 7 16 200 87 89 118 2 1 0 1
2,000 16,000 139 96 47 85 85 61 18 29 301 182 171 224 2 3 0 0

B,D,S
5,000 40,000 0 0 0 0 0 1 1 0 0 0 0 0 0 2 2 1
3,000 24,000 0 0 0 0 0 8 5 3 0 0 0 0 0 10 3 5
2,000 16,000 0 0 0 0 0 15 7 9 0 0 0 0 0 21 5 6

B,H,S
5,000 40,000 39 29 12 12 3 2 0 1 124 52 46 64 16 25 0 1
3,000 24,000 74 60 25 49 3 1 0 0 215 108 101 145 51 63 3 17
2,000 16,000 160 125 53 92 4 3 0 0 345 206 170 244 97 115 6 40

D,H,S
5,000 40,000 1 1 0 0 6 1 1 4 88 26 35 46 8 3 0 6
3,000 24,000 1 1 0 0 24 19 3 6 161 98 107 116 25 18 3 6
2,000 16,000 3 1 0 1 53 37 9 11 257 162 163 195 61 40 8 21

B,D
5,000 40,000 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0
3,000 24,000 0 0 0 0 0 14 6 2 0 0 0 0 0 0 0 0
2,000 16,000 0 0 0 0 0 32 4 1 0 1 0 0 0 0 0 0

B,H
5,000 40,000 26 14 6 15 2 0 0 1 96 31 34 50 1 0 0 1
3,000 24,000 57 44 28 29 0 0 0 1 159 88 90 110 2 1 0 1
2,000 16,000 116 102 64 76 0 0 0 0 255 151 144 177 1 1 0 0

B,S
5,000 40,000 0 19 11 5 0 1 0 0 0 0 0 0 0 18 0 1
3,000 24,000 5 47 30 26 0 0 0 0 0 1 0 1 3 56 2 3
2,000 16,000 10 85 54 41 0 0 0 0 0 0 0 2 6 74 7 11

D,H
5,000 40,000 1 0 0 0 7 5 0 0 90 37 42 40 0 1 0 0
3,000 24,000 3 0 0 2 36 23 3 4 177 100 111 117 0 0 0 0
2,000 16,000 3 2 0 3 87 81 18 24 253 174 173 185 3 2 0 0

D,S
5,000 40,000 0 0 0 0 0 1 0 0 0 0 0 0 0 2 0 0
3,000 24,000 0 0 0 0 0 4 1 2 0 0 0 1 0 4 2 2
2,000 16,000 0 0 0 0 0 14 8 7 0 0 0 0 0 17 6 5

H,S
5,000 40,000 1 0 0 0 1 2 0 0 80 33 32 40 12 10 0 3
3,000 24,000 1 0 0 1 2 1 0 1 185 99 92 119 39 48 2 11
2,000 16,000 5 2 0 6 2 1 0 0 225 155 141 166 54 83 3 17

B
5,000 40,000 0 12 8 4 0 0 0 0 0 0 0 0 0 0 0 0
3,000 24,000 1 32 20 9 0 0 0 0 0 0 0 0 0 0 0 0
2,000 16,000 6 51 45 30 0 0 0 0 0 0 0 1 0 1 0 0

D
5,000 40,000 0 1 0 0 0 4 1 0 0 0 0 0 0 0 0 0
3,000 24,000 0 0 0 0 0 14 4 1 0 0 0 0 0 0 0 0
2,000 16,000 0 0 0 0 1 33 15 6 0 0 0 0 0 1 0 0

H
5,000 40,000 1 1 0 0 1 1 0 0 89 36 46 47 1 1 0 0
3,000 24,000 2 1 0 1 1 1 0 0 154 82 92 94 1 1 0 1
2,000 16,000 0 0 0 0 2 1 0 0 191 126 139 133 1 1 0 0

S
5,000 40,000 0 0 0 0 0 0 0 0 0 0 0 0 0 11 1 0
3,000 24,000 0 0 0 0 0 0 0 0 0 0 0 0 0 39 3 2
2,000 16,000 0 0 0 0 0 0 0 0 0 0 0 0 1 66 4 2

Table 2.2: Four multi-trait GWAS methods with per trait interpretation. 1.5
million variants were simulated with z-scores for four traits with 10% of variants being truly
associated. The first column lists which trait has a genetic effect. The second column is
the number of variants simulated under this specific model. The third column is the genetic
effect size of the variant. The remaining columns are split by trait where the performance of
the four methods are shown for each trait. These 16 columns present the number of variants
identified as associated by each method for the specific trait. MTAG uses p-values, ASSET
uses the optimal subset, while PAT and HIPO use the m-value framework to provide per
trait associations.

directly control for false positives. As a result, m-values are only meant to provide empirical

insights and interpretation to p-values not replace them. This means the comparisons in

Table 2.2 between MTAG’s p-values and the m-value interpretations are not an apples to

apples comparison. In Fig 2.4, we provide a fairer comparison by ranking the p-values and

m-values (see section 2.2.6). There we show that for any false positive rate, PAT and HIPO

have more true positive per trait assignments than MTAG. Separately, we acknowledge
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that while ASSET provides the subset of traits with the strongest association signal with

the intent of a more interpretable multi-trait association. It is possible that a trait was

included in the optimal subset due to its tagging the causal signal in another trait. In this

case, including the trait was useful for increasing the association power but would lead to a

spurious interpretation.

In Table 2.2, all methods analyzed 1.5 millions simulations with 10% (150,000) causal

variants equally divided across all configurations of genetic effect. For each of the configura-

tions, different effect sizes were also considered (see section 2.2.4). In Table 2.2, the number

of per trait associations was reported by trait under each configuration. When the variant

did not truly have a genetic effect on the trait, the box was greyed to indicate false positives.

Overall, Table 2.2 resembled the results shown in Table 2.1. One example of an exception

was when there was a genetic effect in body mass index, height, and systolic blood pressure

(B,H,S). While PAT identified more associated variants, HIPO has more per trait associa-

tions for systolic blood pressure. This means that while HIPO has less power than PAT for

the omnibus test (see Table 2.1), it was able to provide the most per trait interpretations for

this trait. This was due to HIPO identifying different associated variants than PAT which

were then interpreted on a per trait level. We also saw this phenomenon when there was a

genetic effect in height and systolic blood pressure (H,S).

Overall, PAT identified 6,264 true per trait associations from its 4,405 omnibus associa-

tions. For HIPO, the m-value framework interprets 4,557 true per trait associations from its

3,486 significant variants. When comparing PAT to HIPO, there are 37.5% more true per

trait associations than HIPO due to PAT having more power as an omnibus method. The

method, ASSET, identified 3,820 significant associations with 3,944 traits correctly placed

in the optimal subset. Finally, we consider MTAG which directly identified 3,064 total per

trait associations (3,005 omnibus associations). While HIPO and PAT identified 16.0% and

46.6% more omnibus associations than MTAG, respectively the m-value framework enabled

a 48.7% increase for HIPO and a 104.4% increase for PAT in per trait associations rela-

tive to MTAG, a method designed for per trait interpretation. When comparing HIPO and
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PAT and their m-values to ASSET, we saw that HIPO had 8.7% fewer omnibus associations

than ASSET but 15.5% more per trait assignments. Separately, while PAT had 15.3% more

omnibus associations than ASSET, there were 58.8% more per trait findings.

While m-values enabled a significant increase in per trait interpretations, as stated before,

the m-value threshold does not directly control for false positives. In Table 2.2, MTAG had

no false positive per trait associations. The m-values produced for PAT and HIPO, however,

did result in a small number of false positive assignments, 58 and 42 respectively. This

was 0.92% and 0.91% of their respective per trait interpretations. When we considered the

subsets produced by ASSET, we observed there were 28 false positive placements (0.73%).

2.2.6 M-values produce a higher true positive rate than MTAG

Figure 2.4: Comparison of m-values and p-values. M-values were assigned to all z-
scores for PAT and HIPO. For each method, they were ranked and placed in bins of 1,000.
The p-values from MTAG were also ranked and binned in sets of 1,000. A comparison of
their respective true positives rates are shown in (A) the first 200 bins and (B) first 20 bins.

We previously compared the per trait m-values produced for PAT and HIPO to the

per trait p-values produced by MTAG. In Table 2.2, we observed that through m-values
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PAT identified 6,264 true per trait associations and HIPO discovered 4,557 true per trait

associations. MTAG directly provided a per trait interpretation for a total of 3,064. While

these results indicated PAT was the most powerful approach, they also provided evidence that

computing posterior predictions (m-values) after omnibus associations was a more powerful

approach to association testing than directly analyzing each trait using MTAG. While the

number of true positives in section 2.2.5 supported this claim, the difference in the false

positive rate between m-values and p-values draw this claim into question. This is to say, if

MTAG was allowed to produce the same number of false positives as m-values, it is possible

that MTAG would be the most powerful approach.

In order to test this claim, m-values must be modified to better reflect p-values. Currently,

m-values were only generated for variants deemed genome-wide significant. This was due to

their design as an interpretation framework. M-values were not designed to replace p-values

but to elucidate what traits may be driving the significant association. In this comparison,

we assigned m-values for every p-value instead of only to the omnibus significant ones. This

enabled a comparison of all posterior predictions to the per trait p-values of MTAG. While

illustrative of the power of m-values, this approach is not advisable in practice. M-values

should only be used as a means of interpreting omnibus associations.

For this comparison, we used the 1.5 million simulations with 10% causal variants previ-

ously described in section 2.2.4. As stated previously, MTAG directly produced a per trait

p-value and m-values were assigned to HIPO and PAT. In Fig 2.4, we ranked the m-values for

PAT and HIPO and the p-values for MTAG. For p-values, the rank order was from [0.0, 1.0]

while m-values were ordered from [1.0, 0.0]. For each m-value (and p-value), whether or not

the variant was truly associated with the trait was known; therefore, the true positive rate

for the variants in rank order could be calculated. After ranking the m-values (and p-values),

the variants were binned in sets of 1,000 for each method. In Fig 2.4, sub-figure (A), the

first 200 bins or 200,000 top p-values (m-values) for each method are along the x-axis. Along

the y-axis, the true positive rate for each bin is shown. For the most significant associations

by p-values and m-values the true positive rate was 1.00. As the ranked position decreased,
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the true positive rate decreased. Overall, the general trend of m-values for both HIPO and

PAT and p-values for MTAG followed the same pattern. In the top left of sub-figure (A)

MTAG (purple) has a slightly lower true positive rate than PAT (blue) and HIPO (red)

which overlay each other.

In Fig 2.4 sub-figure (B), we explored the top 20 bins or 20,000 m-values and p-values

more closely. Here, we saw that there was some separation between the m-values for PAT

and HIPO, respectively shown in blue and red, and MTAG in purple. From this, there is

evidence that while the m-value framework did not control for false positives directly, it does

have increased power relative to a directly interpretable multi-trait method, such as MTAG.

We note that while true, neither the true (nor false) positive rate can be elucidated from the

m-value directly. Therefore, m-values should only be used as designed to interpret significant

p-values.

2.2.7 PAT discovers novel per trait associations in the UK Biobank

Trait
Directly

From GWAS
M-value
>0.90

Interpreted
Single Trait

GWAS
MTAG MI GWAS HIPO PAT

body mass index (B) 37,205 32,527 64,706 65,462 67,139
diastolic blood pressure (D) 18,593 17,610 56,369 58,294 56,271

height (H) 160,227 117,882 155,730 136,519 191,420
systolic blood pressure (S) 17,515 16,927 48,308 51,234 49,125

Total 233,540 184,946 325,113 311,509 363,955

Table 2.3: UK Biobank data interpretation. We analyzed four traits from the UK
Biobank using five methods: Single Trait GWAS, MTAG, MI GWAS, HIPO, and PAT
and show the variants associated with each trait. For Single Trait GWAS and MTAG, the
per trait association was directly computed. For MI GWAS, HIPO and PAT, an omnibus
association was first performed. The significant variants were then interpreted using the
m-value framework using 0.9 as the threshold.

While simulations have indicated PAT is a powerful method for association testing and

m-values enable a per trait interpretation, we now apply this two step approach to real

data. We analyzed the UK Biobank summary statistic for body mass index, diastolic blood
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pressure, height, and systolic blood pressure (see Methods) [111, 147]. Here, five methods

were compared: Single Trait GWAS (how the z-scores and p-values were derived), MTAG,

MI GWAS, HIPO and PAT [126, 151]. The set of variants were processed such that only

variants which were biallelic, have non-ambiguous strands, a minor allele frequency greater

than 1%, and an INFO score greater than 80% were retained. This left 7,025,734 variants

that meet the criteria for all four traits. The reference and alternate allele were coordinated

across traits by flipping the direction of the effect when necessary. LD-Score regression

and cross-trait LD-Score regression were used to calculate the genetic and environmental

covariance structure [17, 18]

Using standard single trait GWAS, there were 211,546 uniquely associated variants across

the four traits of interest. With MTAG, 164,263 uniquely associated variants were identified,

931 of which were novel associations. MI GWAS implicated 183,669 variants as associated,

but none of the variants were novel discoveries due to MI GWAS having less power than single

trait GWAS by design. When analyzing the traits with HIPO, 177,519 associated variants

were found with 19,829 being new variants. PAT identified 200,112 uniquely associated

variants with 22,095 being novel. None of the multi-trait methods identified more distinct

variants than the standard single trait GWAS though MTAG, HIPO, and PAT identified

new variants. This was likely due to insufficient power to capture variants associated with

only one trait.

When comparing the methods on their per trait associations, more associations were

identified by leveraging multiple traits. While standard single trait GWAS identified 211,546

uniquely associated variants, only 18,764 were implicated as associated with more than one

trait for a total of 233,540 associations as reported in Table 2.3. When analyzing the traits

using MTAG, 18,054 out of 164,263 uniquely associated variants were found to be associated

with more than one trait. This resulted in there being a total of 184,946 per trait associations.

While single trait GWAS and MTAG provided a per trait p-value, MI GWAS, HIPO, and

PAT did not. In order to interpret their associations, a per trait m-value must be assigned.

When using the m-value framework, MI GWAS interpreted 325,113 per trait associations
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due to 96,519 of its 183,669 associated variants being associated with more than one trait.

Out of the set of 183,669 uniquely associated variants, there were 8,213 whose interpretation

was left ambiguous. This means that while those variants were significantly associated with

the set of traits according to the omnibus test, the interpretation as to which of the traits was

still ambiguous. HIPO identified 177,519 associated variants where 94,5333 were interpreted

as associated with more than one trait. There were 862 with an ambiguous interpretation

while 311,509 were interpreted as associated with at least one trait. Finally, the m-value

framework was applied to PAT resulting in 363,955 per trait associations from the set of

200,112 unique variants. Out of which 111,126 variants were interpreted as associated with

more than one trait and 9,869 were left with an ambiguous interpretation.

We note that while MI GWAS cannot by definition have more power than Single Trait

GWAS, once a variant was implicated as associated with at least one trait the interpretation

could be assigned to multiple traits. This means that as long as the effect size in one trait

was large enough to result in MI GWAS finding the variant significant, the weaker effect sizes

could still be interpreted using m-values. This is because the m-value framework leveraged

the genetic and environmental covariation between traits regardless of whether or not the

original method modeled it which enables an increase in per trait associations. In fact,

PAT had over 100,000 more per trait associations than single trait GWAS in Table 2.3 even

though it implicated fewer variants. For body mass index, PAT, MI GWAS and HIPO almost

doubled the number of per trait associations and nearly tripled it for systolic blood pressure.

For diastolic blood pressure, the number of per trait associations was more than tripled due

to the m-value framework. In Table 2.3, MTAG performed on par with single trait GWAS on

a per trait level. One reason for the difference in performance was the nature of the methods.

For MI GWAS, HIPO, and PAT, the variant was first implicated and then interpreted on a

per trait basis while MTAG and single trait GWAS assigned statistical significance for each

trait separately.
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2.2.8 Novel UK Biobank discoveries were replicated in the GIANT consortium

Trait Power
Average Number of Expected Number Number of Number of Effect Sizes
Power Variants Tested of Replications Replications in Same Direction

PAT HIPO PAT HIPO PAT HIPO PAT HIPO PAT HIPO

Body Mass Index

0-10% 6.8% 8.5% 44 5 3 0 0 0 35** 4
10-20% 15.2% 14.2% 92 24 14 3 0 0 84** 23**
20-30% 24.7% 25.3% 57 7 14 2 1 0 54** 7*
30-40% 35.5% 34.2% 40 10 14 3 0 1 37** 9*
40-50% 45.3% 46.1% 33 12 15 6 2 1 32** 12**
50-60% 55.5% 55.3% 23 9 13 5 0 1 23** 9**
60-70% 64.5% 65.4% 43 18 28 12 5 1 40** 18**
70-80% 75.2% 76.6% 53 66 40 51 1 10 51** 64**
80-90% 85.9% 82.9% 15 45 13 37 1 8 15** 44**
90-100% 92.6% 93.6% 8 22 7 21 4 5 7* 19**

Height

0-10% 4.2% 4.9% 15 7 1 0 1 0 12* 7*
10-20% 13.4% 15.6% 11 30 1 5 2 4 11** 27**
20-30% 24.7% 24.4% 13 25 3 6 4 2 12** 24**
30-40% 36.0% 34.6% 30 28 11 10 5 3 26** 27**
40-50% 45.7% 44.4% 46 18 21 8 5 2 46** 17**
50-60% 55.5% 55.2% 90 16 50 9 27 0 89** 16**
60-70% 65.8% 64.6% 135 20 89 13 38 5 130** 20**
70-80% 75.0% 75.2% 303 21 227 16 92 10 300** 21**
80-90% 83.1% 83.4% 75 26 62 22 21 14 73** 25**
90-100% 93.0% 91.7% 17 5 16 5 2 3 17** 5*

Table 2.4: Replication power in the GIANT consortium for BMI and height. We
tested the novel associations in the UK Biobank discovered by PAT and HIPO for replication
in the GIANT consortium. We separately clumped using the lead variant as determined by
the m-value. For each variant, we calculate replication power and bin the variants into
deciles. The first column lists the trait. The second column is the decile while the third and
fourth column are the average power within the set for each respective method. The number
of variants tested for replication, the expected number of replications, and the number of
variants that replicated are reported in the next six columns. The final two columns contain
the number of variants with effect sizes from the GIANT consortium in the same direction
seen in the UK Biobank. A binomial test on whether the proportion of effect sizes in the
same direction across studies is greater than 50% of all tested variants in the set. A single
asterisks means the results are significant at the nominal α = 0.05 and two asterisks indicates
significance at α = 0.05

20
.

The three methods PAT, HIPO, and MTAG respectively identified 22,095, 19,829, and 931

novel associations when jointly analyzing four traits from the UK Biobank (see Methods). For

PAT, all novel associations had an m-value greater than 0.9 in at least one trait which means

all associations had a per trait interpretation. The breakdown of the per trait associations

were: 12,261 variants interpreted as associated with body mass index, 7,868 with diastolic

blood pressure, 21,119 with height, and 7,605 were interpreted as associated with systolic
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blood pressure. For HIPO, there were 862 associations with an ambiguous interpretation.

The breakdown of the 18,967 variants with a per trait interpretation were: 6,202 associated

with body mass index, 8,420 with diastolic blood pressure, 6,396 with height, and 9,844 with

systolic blood pressure. For MTAG which provided per trait p-values, 33 of the 931 novel

associations were associated with body mass index, 254 with diastolic blood pressure, zero

with height, and 644 were associated with systolic blood pressure. Now equipped with novel

per trait associations, these discoveries should be validated in an external dataset; therefore,

we used the GIANT consortium to see if any of the new associations for body mass index or

height could be reproduced [92, 165].

For body mass index, the European summary statistics from the GIANT consortium

contained 2,554,638 variants which were separately matched to the variants identified by

PAT, HIPO, and MTAG using the RSID, reference, and alternate allele and had a minor

allele frequency reported. When the reference and alternate allele differed between the two

data sets, the direction of the effect size in the replication data set was flipped. After

identifying which variants were present in both data sets, the variants discovered by PAT

and HIPO were clumped by taking the largest m-value (i.e., posterior predictive probability)

and removing all other variants within a 1MB region. We clumped variants on the m-

value instead of the p-value due to the p-value’s significance potentially being driven by a

different trait. For MTAG, as there was a per trait p-value, we clumped variants using the

minimum p-value. Out of the 12,261 novel variants discovered by PAT and interpreted to

be associated with body mass index in the UK Biobank, 3,946 were found in the GIANT

consortium which resulted in 408 independent variants after clumping. Separately, for the

6,202 variants identified by HIPO, 2,111 were found in the GIANT consortium which resulted

in 218 independent variants after clumping. Of the 33 novel variants discovered by MTAG,

ten were found in the GIANT consortium which resulted in six independent variants after

clumping.

This process was repeated in height where the GIANT consortium had 2,550,859 variants

to be considered. Out of the 21,119 variants identified by PAT and interpreted as associated
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with height in the UK Biobank, there are 7,068 also found in the GIANT data set. After

clumping these variants to the peak m-value per megabase region, there were 735 independent

associations. Separately, for the 6,396 variants identified by HIPO, 2,216 were also in the

GIANT consortium which resulted in 196 independent variants after clumping. MTAG

identified zero novel variants associated with height.

In order to test the replication rate, we performed a one-sided z-test in the direction of

the effect size (β) in the UK Biobank. Beginning with PAT, we saw that for body mass

index, 378 out of 408 variants (92.6%) had their effect sizes in the same direction in both

cohorts. We tested each variant for replication using the level of significance α = 0.05
408

=

1.22× 10−4 and found 14 variants replicated. For height, 97.4% (716) of the tested variants

had their effect sizes in the same direction. For replication, we set the level of significance

to α = 0.05
735

= 6.80× 10−5. Here, we saw that 197 of the 735 variants replicated. Separately,

we considered the variants discovered by HIPO and saw that for body mass index, 209 of

218 (95.9%) had their effect sizes in the same direction in both cohorts and 27 had a p-value

below α = 0.05
218

= 2.29 × 10−4. For height, 189 of the 196 (96.4%) independent variants

discovered by HIPO and interpreted as associated with height had effect sizes in the same

direction in both cohorts and 43 had a p-value below α = 0.05
196

= 2.55 × 10−4. For MTAG,

the level of significance for body mass index was α = 0.05
6

= 8.33 × 10−3. We observed two

variants with a p-value below this threshold; all six variants (100%) had their effect sizes in

the same direction in both cohorts.

For the variants that failed to replicate, there were a number of possible reasons this

occurred. In Table 2.4, we explored how statistical power affected our replication rate. We

note that MTAG was not included in the table and that all six variants had a replication

power over 90% with a mean of 97.2%. When considering the variants discovered by PAT and

HIPO, we first binned the variants into deciles by their replication power. For each decile,

we calculated the average power to replicate the effect sizes observed in the UK Biobank

in the GIANT consortium. We note that the GIANT consortium did not release the minor

allele frequency observed in their samples but instead provided the minor allele frequency
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observed in HapMap [70]. While a reasonable estimate, inaccuracies in the minor allele

frequency impact power calculations. Additionally, we note that the GIANT consortium

summary statistics were from a meta-analysis which may have a lower effective sample size

than the reported sample size due to heterogeneity between cohorts. For PAT, the average

power over all variants for body mass index was 39.4% while it was 64.1% for HIPO, however

we only saw a replication rate of 3.4% and 12.4%, respectively. For height, the replication

rate for PAT was 26.8% and was 21.9% for HIPO, but the overall power was 65.5% and

47.3%, respectively. In Table 2.4, we observe for both traits that as power increased so

did the replication rate; however, neither trait replicated at the expected rate. The only

exception was in height when the power was between 0-30%, we saw PAT replicating slightly

over the expected rate.

While we have shown that our replication rate was below expectation, the expected

replication rate was likely overestimated due to winner’s curse [116]. As the variants tested

for replication were not identified as associated by the original single trait GWAS, these

variants have sub-optimal power for discovery. This means these variants have small effect

sizes and were only found associated after leveraging their covariance structure with other

traits. As a result, the bias in the effect size will be much larger here than in variants that

were already well powered for discovery. For the non-replicating variants, further power

increases (e.g. larger sample sizes) are essential to better tease out which variants warrant

follow up analyses.

While many variants failed to replicate potentially due to insufficient power or winner’s

curse, we also tested whether the effect sizes were in the same direction between GIANT

and the UK Biobank. If the variant truly had no effect on the trait, the concordance of

effect size across the data sets should be 50%; however, if there was a genetic effect, a higher

concordance across data sets is expected. We performed a binomial test in each decile to

determine whether the proportion of effect sizes in the same direction was greater than 0.50.

Using the significance threshold α = 0.05, every test was significant for PAT and 19/20

were significant for HIPO. As there were 20 tests, we adjusted for multiple testing using
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a Bonferroni correction (α = 0.05
20

). All but two tests were statistically significant at this

new threshold for PAT and 15/20 were significant for HIPO. A test of overall concordance

in body mass index tested whether 378
408

= 0.926 was greater than 0.5 returned a p-value of

4.34× 10−78. We also tested height (716
735

= 0.974) which returned a p-value of 1.06× 10−184.

Separately, for HIPO, we tested the proportion of variants in the same direction in body

mass index ( 209
2018

= 0.959; p = 6.43 × 10−51) and in height (189
196

= 0.964; p = 2.04 × 10−47).

Therefore, we conclude that while the actual replication rate was low, there is evidence of

real genetic signal in the variants identified by the multi-trait methods.

2.2.9 Importance sampling significantly improves PAT’s running time

We now show how the cost of null simulations can be reduced using importance sampling.

When setting the critical value κ for PAT’s likelihood ratio test, the data is simulated

according to the null distribution N (0,Σe). As a result, a likelihood ratio greater than κ

is expected only α × n times. As GWAS uses the significance threshold of α = 5 × 10−8,

the number n needs to extremely large to ensure replication of results, in practice n = 1010.

Simulating and storing 1010 vectors of summary statistics is computationally expensive,

especially in terms of memory. This burden can be reduce using importance sampling where

the null data is simulated according to a different distribution N (0, rΣe) where r is a scaling

factor that increases the number of samples that are significant. We note that importance

sampling adjusts the weights of the samples in estimating the p-values (see Methods). If r

is well chosen κ can be set with fewer simulations.

In Table 2.5, the critical value κ was estimated 25 times and the sample variance of

these estimates provided a measure of the stability of the sampling. This was repeated for

different values of the scaling factor r and number of samples n. We defined the ratio of

the sample variance using importance sampling to the sample variance of null simulations

as stability. When the ratio was close to one, the estimated κ using importance sampling

was as stable as the κ estimated directly using null simulations and values larger than one

indicated importance sampling had a smaller variance. Four traits from the UK Biobank:
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Set of Traits
(Variance)

Number of Scaling of Covariance Matrix (r × Σe)
Simulations 5 6 7 8 9 10

B,D,H,S
(9e-07)

1e6 6.94 13.82 6.88 12.10 6.49 6.12
1e5 0.741 1.01 1.40 1.01 0.58 0.70
1e4 0.046 0.12 0.13 0.06 0.09 0.10

B,D,H
(5e-07)

1e6 5.27 4.92 7.50 7.11 13.76 7.22
1e5 0.54 0.53 0.58 1.15 1.00 0.69
1e4 0.035 0.045 0.045 0.074 0.096 0.08

B,D,S
(2e-07)

1e6 11.11 7.93 9.35 8.32 11.10 12.07
1e5 0.62 0.81 1.14 1.17 0.90 0.94
1e4 0.10 0.08 0.16 0.13 0.17 0.18

B,H,S
(4e-07)

1e6 3.20 11.75 5.53 6.22 9.29 6.08
1e5 0.33 0.65 0.64 0.93 0.63 0.73
1e4 0.07 0.06 0.09 0.07 0.09 0.22

D,H,S
(9e-07)

1e6 7.23 7.97 18.51 18.31 16.39 12.73
1e5 0.54 0.73 0.92 1.30 1.26 1.47
1e4 0.10 0.08 0.11 0.08 0.09 0.31

B,H
(6e-07)

1e6 10.67 12.22 22.48 22.551 20.586 18.295
1e5 0.59 0.83 0.88 1.72 3.02 2.04
1e4 0.10 0.13 0.20 0.16 0.22 0.27

D,S
(6e-08)

1e6 28.83 21.53 110.27 27.46 33.39 72.58
1e5 1.492 4.04 3.49 4.58 7.39 5.05
1e4 0.18 0.37 0.40 0.63 0.51 0.67

Table 2.5: Stable estimates of critical values in fewer null simulations. We generate
the critical value κ at α = 5 × 10−8 25 times for various combinations of four traits: body
mass index (B), diastolic blood pressure (D), height (H), and systolic blood pressure (S).
We simulated data according to N (0, rΣe) for r = {5, 6, 7, 8} and for n = 104, 105 and 106

simulations. We then take a ratio of the variation in the estimated critical value κ which
we call the stability. The first column is the set of traits and the variance for N (0, 1Σe)
using n = 1010 simulations. The second column is the number of simulations while the
remaining columns show the stability for different scaling factors of the covariance matrix
r : r = {5, 6, 7, 8}.

body mass index (B), diastolic blood pressure (D), height (H), and systolic blood pressure

(S) were considered in these simulations as well as subsets of the traits [110, 147]. When

using 106 simulations, we found using importance sampling was consistently more stable for

all reported scaling factors, r. For diastolic blood pressure and systolic blood pressure, im-

portance sampling was also more stable for all reported scaling factors using 105 simulations.
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When using the scaling factor r = 8 for n = 105 simulations, the variance for the value κ

when using importance sampling was approximately equal to the variance using 1010 null

simulations across the various sets of traits. For most sets of traits importance sampling was

still slightly more stable; it was only for body mass index, height, and systolic blood pressure

that it was less stable with a ratio of 0.93 which is still very close to 1. This means, the same

stability could be achieved using only 105 simulations which is 105 fewer simulations. This

reduction in computational resources holds true across data sets. In practice, however, the

use of 106 simulations is more practical as the stability of the critical value κ is less sensitive

to the setting of r. This still results in using 10, 000 fewer simulations.

2.3 Discussion

Here, we presented PAT, a method that leveraged pleiotropy for joint association testing in

multiple traits as well as an extension to the m-value framework. Through simulations, PAT

was shown to control the false positive rate as well as significantly increase statistical power

to detect pleiotropic effects. The impact of misspecifying model parameters on PAT was also

explored. We saw that PAT was robust to there being a genetic effect in some subsets of traits

while other configurations significantly impacted PAT’s performance. One major limitation

of PAT was its lack of per trait interpretations. This was overcome by the extension to the

m-value framework presented here. M-values enabled a per trait interpretation of PAT and

other omnibus methods. Through simulations, we found that the false positive assignment

rate from m-values was low.

Additionally, PAT was compared to three multi-trait methods: MTAG, HIPO, and AS-

SET. While PAT was shown to be a more powerful method for omnibus association testing,

there were some scenarios where PAT was underpowered. One such scenario was when there

was high environmental correlation. In this scenario, HIPO and MTAG provided better

models for joint analysis of traits due to PAT’s conservative nature in the presence of strong

environmental correlation.
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While we primarily considered how the methods handled the misspecification of the

covariance structure between traits. Another fundamental difference between PAT and the

other methods was how PAT derived its critical value using null simulations. In contrast,

the other methods produced their p-values analytically; however, they could also leverage

null simulations. This may be particularly beneficial to HIPO whose signal was likely spread

across multiple components. Accounting for this empirically may better calibrate the global

null. Further work would need to be done to explore this, but we note that importance

sampling as used here would enable an efficient solution.

In addition to simulations, PAT analyzed four traits in the UK Biobank and discov-

ered 22,095 novel associations while the next best method, HIPO, identified 19,829. After

computing m-values and clumping the per trait associations, the replication of associated

variants in body mass index and height were tested in the GIANT consortium. For body

mass index, 14 of 408 independent variants discovered by PAT replicated while 27 of 218

independent variants replicated for HIPO. The replication rate in height was much higher

with 197 out of 735 variants replicating for PAT and 43 of 196 for HIPO. While the replica-

tion rate was below expectation, this may be due to winner’s curse[116]. The variants tested

for replication were novel discoveries that were under powered in the original association. In

addition to testing replication, we tested whether the effect sizes between the UK Biobank

and GIANT consortium were in the same direction. Overall, there was significant evidence

that the direction of the effect sizes were concordant which is improbable under the null.

While PAT was shown to be an effective method for leveraging pleiotropy between traits,

the optimal number of traits to jointly model was not explored. As the number of traits

increase, the genome-wide estimate of genetic correlation ceases to hold across all traits.

This would result in fewer novel associations as the power gains would be stunted by model

misspecification. Further exploration is needed to determine which traits should be analyzed

together and how to effectively cluster the traits into these sets.

Another limitation to PAT was it assumed the genetic covariance structure was constant

across the genome. PAT was agnostic to the environmental and genetic covariance between

33



traits and treated these as input. As all variants were tested independently, the user could

input a different covariance structure for each variant or a set of variants. This may enable a

significant power increase as modeling local covariance structure better reflects the covariance

structure between z-scores [46, 139, 140]. Our method, however, only considered the global

estimate of genetic and environmental correlation between traits and further work is needed

to quantify the impact of such modifications on both power and false positives which other’s

have explored [84].

One limitation to the m-value interpretation framework was how it estimated the number

of causal variants for the genetic covariance matrix. Currently, for association testing the

genetic covariance matrix was scaled according to the polygenic model (i.e. all variants

were causal). Once variants were implicated as associated, we used grid search to find the

genetic covariance matrix scaling that best reflected the average effect size of independent

variants. This in effect was an approximation to the number of causal variants. Further

work is merited to better estimate the number of causal variants for each trait as well as the

number shared between traits.

2.4 Materials and Methods

2.4.1 Association testing in a single quantitative trait (GWAS)

We now describe the standard approach for determining if a genetic variant g is associated

with a quantitative trait y. Let y and g be measured for N individuals where gj ∈ {0, 1, 2}

is the minor allele count for each individual j. The column vector g is then standardize

according to the population proportion of the minor allele p where 2p is the mean and

2p(1 − p) is the variance of g. This standardized column vector x is defined as follows

x : x ∈
{

−2p√
2p(1−p)

, 1−2p√
2p(1−p)

, 2−2p√
2p(1−p)

}
. The quantitative trait y is normally distributed such

that y ∼ N (µ, σ2
eI) where µ is the mean and σ2

e is the variance of the trait. This can then

be mean-centered and scaled which results in the column vector y ∼ N (0, I). We can now

assume the following linear model:
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y = βx+ e (2.2)

where β is the effect size of the variant x on the trait y and the error e follow the standard

normal [42]. Ordinary Least Squares results in the estimator β̂ = xTy
N

where β̂ ∼ N (β, 1
N
).

Setting s = β̂
σ̂e

√
N results in the following Gaussian: s ∼ N ( β̂

√
N

σ̂e
, 1).

We now test the null hypothesis: x is not associated with y. More formally this tests if

β = 0 or s ∼ N (0, 1). The null model is rejected if |s| > z where z is the z-statistic at the α

level of significance for the standard normal distribution. The corresponding critical value

z = Φ−1(1− α
2
). Typically, human GWAS uses α = 5× 10−8 [70, 104, 119].

2.4.2 Generalizing GWAS testing to multiple traits (MI GWAS)

As previously stated, GWAS traditionally analyzes each trait yi in a set of T traits indepen-

dently. In fact, each trait may be measured on distinct sets of individuals. Let us assume none

of the traits y1, .., yT have overlapping individuals; therefore every trait yi and the standard-

ized genetic variant x is measured for Ni individuals. This assumption will later be relaxed.

For now, the z-score for trait i: si is tested for whether |si| > z, and this process is repeat

for each trait independently. Another approach instead of performing T different hypothesis

tests is to determine whether the variant is associated with at least one of the traits. The cor-

responding null hypothesis is the variant is not associated with any of the traits. We refer to

this method as multiple independent GWAS (MI GWAS). This results in β1 = . . . = βT = 0

which is equivalent to saying the null model is s1 ∼ N (0, 1), . . . , sT ∼ N (0, 1). A simple

way to test our null hypothesis is to check if the largest si ∈ S = {|s1|, . . . , |sT |} is greater

than the critical value z though z will now need to be corrected for multiple testing. This

can be done using a Bonferroni correction for the number of traits, T , so the critical value

is z = Φ−1(1− α
2T
).
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Another method for setting the critical value is using null simulations. This is done by

simulating data according to S = {s1, . . . , sT} such that every si is under the null hypothesis.

As all traits are measured for different groups of individuals, there is no covariation between

any pairs of traits. This means the multivariate S ∼ N (0,Σe) has the identity matrix as its

covariance matrix; therefore, we simulate S ∼ N (0, I) n times keeping the max{|s1|, . . . , |sT |}

for each S. We then sort the n retained values and assign a p-value to each critical value

using the quantile.

2.4.3 Using pleiotropy for association testing in multiple traits (PAT)

Another method for hypothesis testing is a likelihood ratio test which compares the null

model to a proposed alternative model. Currently, only the null model has been defined. For

a single quantitative trait y whose null hypothesis is β = 0 and s ∼ N (0, 1), the alternative

hypothesis is β ̸= 0 and β is assumed to follow a Gaussian distribution: β ∼ N (0, σ2
g),

where σ2
g is the additive, per-variant heritabilty of the trait. As Gaussian distributions are

conjugate priors to Gaussian likelihood functions, the distribution of β can be used to get

the Gaussian posterior predictive distribution, s ∼ N (0, 1+Nσ2
g). Two models that describe

s have been defined and result in the following likelihood ratio:

P (s|µ = 0, σ2 = 1 +Nσ2
g)

P (s|µ = 0, σ2 = 1)
> κ (2.3)

If the ratio of the likelihood functions is larger than κ, the null hypothesis is rejected.

Before expounding on how to set κ, we will first extend the likelihood ratio test to the

case of multiple traits. We retain the assumption that the traits are not measured on

the same individuals. This means, there is no environmental correlation, so under the null

hypothesis S ∼ N (0, I). The assumption about distinct sets of individuals does not, however,

have the same implication for the genetic correlation between genetic effects. Letting the

cov(βi, βk) = σgi,k we can derive cov(si, sk) =
√
Ni

√
Nkσgi,k . This results in the alternative

model being:
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S ∼ N



0
...

0

 ,


1 +N1σ

2
g1

. . .
√
N1

√
NTσg1,T

...
. . .

...
√
N1

√
NTσg1,T . . . 1 +NTσ

2
gT


 (2.4)

which can be written as S ∼ N (0,Σe + Σg). This means under the alternative model,

the covariance of S is the sum of the environmental and genetic covariance where for now

the environmental covariance is still the identity matrix, I. The likelihood ratio for PAT is

now defined as:

P (S|µ = 0,Σ = Σe + Σg))

P (S|µ = 0,Σ = Σe)
=

P (S|µ = 0,Σ = I + Σg))

P (S|µ = 0,Σ = I)
> κ (2.5)

The critical value κ is set for PAT using the same null simulations of S ∼ N (0, I). This

time the likelihood ratio for each S is retained, sorted, and assigned a p-value using the

quantile.

2.4.4 Modeling overlapping samples across traits

We now relax the assumption that no individual is measured for more than one trait. Under

the null hypothesis, this means that Σe in S ∼ N (0,Σe) would not be the identity matrix I.

In this case, cov(si, sk) =
Nshared√
Ni

√
Nk

ρei,k . This means the covariance between si and sk is the

environmental correlation between the traits, and the environmental correlation is weighted

by the proportion of overlapping individuals. Under the alternative hypothesis, we have

S : S ∼ N (0,Σe +Σg). We note that while sample overlap between traits affects Σe, it does

not impact Σg.

2.4.5 Leveraging importance sampling for null simulations

When performing null simulations, the number of simulations n must be large enough that

the critical value κ is stable across estimates. In practice, this can require n to be very large

when α is really small because simulating S : S ∼ N (0,Σe) with a likelihood ratio larger
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Figure 2.5: Using importance sampling for setting critical values. We simulated data
according to two univariate Gaussian distributions s ∼ N (0, 1) and v ∼ N (0, 2) and show
the densities. We show the critical value z ≈ 1.96 for α = 0.05. We would expect to see
the critical value |z| or larger more often when simulating data according to v than when
simulated under the distribution of s.

than κ is expected to occur α×n times. One method for reducing the number of simulations

is importance sampling.

To explain our approach we first review importance sampling in one trait. While, tra-

ditionally z = Φ−1(1 − α
2
) is used to set the critical value z for the standard normal. It

is also possible to use null simulations just as we do for MI GWAS and PAT. We simulate

s ∼ N (0, 1) n times and sort |s| and assign the p-values using the quantile. To obtain the

significance of a specific critical value such as 5.2, enough null simulations must be performed
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to have a sufficient number of samples above the critical value. The p-value would then be

estimated by counting the number of samples above the critical value divided by the total

number of samples. Unfortunately, for very significant p-values this requires a very large

number of samples since the vast majority of samples are below the critical value.

Importance sampling reduces the number of simulations needed for setting the critical

value by simulating data according to a different distribution v where v results in samples

larger than the critical value z to occur more frequently. The procedure for estimating the

p-value will then be adjusted to account for the differences between the two distributions,

s and v. In our approach, v has the following distribution v ∼ N (0, r1), and in Fig 2.5

the scaling factor r = 2 is used. In this figure, the critical value z ≈ 1.96 for α = .05 is

shown for the null distribution s. We can see in Fig 2.5 that the distribution v has many

more samples in the tails; therefore, the significance level α does not correspond to z for

the distribution v. The p-value using importance sampling is estimated for each data point

by first computing a weight w. This weight w is the likelihood ratio P (v|µ=0,σ=1)
P (v|µ=0,σ=2)

of the data

points from v under the two models. By summing the weights of samples larger than the

critical value and dividing by the sum of the weights for all samples, the p-value can be set

for each critical value. We note that if r = 1, then s and v are identical and all the weights

are 1. In this case, importance sampling and the standard approach are equivalent.

We can now extend this to learning about the null distribution of S ∼ N (0,Σe) by

simulating data according to the distribution V : V ∼ N (0, rΣe). Again we will find that

a well chosen alternative distribution V results in more statistics greater than κ in fewer

simulations. The weight w is the likelihood ratio P (V |µ=0,Σ=Σe)
P (V |µ=0,Σ=rΣe)

and will be used to obtain

p-values as described above. When picking the scaling factor r, larger values will sample the

tail in fewer simulations, however, care should be taken to ensure that a sufficient number of

simulations are used to accurately set the critical threshold κ. In Table 2.5, we found that

106 consistently provided a stable estimate of the critical value for α = 5 × 10−8 regardless

of the choice of r.
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2.4.6 Interpreting GWAS omnibus associations

When performing an omnibus hypothesis test, there is only one p-value which cannot be

directly interpreted on a per trait level. In previous work, the statistic m-values were intro-

duced to enable interpretation of GWAS meta-analyses across studies, with m-values being

the posterior probability of a genetic effect per study [63] . The original m-values assumed

that across studies the effect sizes are similar as it considered the same trait across multiple

studies. When applying this framework to multiple traits, the model needs to account for

differing effect sizes to prevent spurious results. Below, we describe the extension to the

m-value framework which assumes a random effects model for the genetic effect and that the

effect sizes reflect the genome-wide estimate of genetic correlation.

We assume there are T traits for which a variant has been identified as associated by

PAT (or another omnibus test). While the variant is known to be associated, there are many

possible configurations of an effect. There may be an effect in all traits in which case the

configuration is c = (1, ..., 1), or there may only be an effect in the first trait, c = (1, 0, ..., 0).

The set of all configurations can be written as C = {0, 1}T where |C| = 2T . For each trait i,

there is subset of configurations Ci ⊂ C that are compatible with the variant having a genetic

effect in that particular trait, where |Ci| = 2T−1. This means that for every configuration

c ∈ Ci, the ith index is always 1.

When PAT determines a variant is associated with the set of T traits, it assumes the

variant affecting all T traits; therefore, the assumed posterior predictive distribution of

effect is P (S|µ = 0,Σ = Σg+Σe). While pleiotropy is ubiquitous, the assumption that every

variants affects all traits is not realistic. We will now define the genetic covariance matrix

Σg(c) that corresponds to a configuration c where

Σg(c) =


√
Ni

√
Njσgi,j , if ci = 1 and cj = 1

0, otherwise

(2.6)

We note that when c = (1, ..., 1), Σg = Σg(c). With this in mind, m-values works by summing
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the posterior probabilities that corresponding to the configurations in Ci and dividing by the

the total sum of all posterior probabilities (set of configuration in C). Therefore, for each

trait i:

mi =

∑
c∈Ci

P (S|µ = 0,Σ = Σe + Σg(c))∑
c∈C P (S|µ = 0,Σ = Σe + Σg(c))

(2.7)

where S are summary statistics across the T traits for one variant, and the m-value mi is

the proportion of the all posterior probabilities compatible with there being an effect in trait

i. When mi > 0.9, the variant is assumed to be associated with the ith trait. Otherwise,

the interpretation is left ambiguous.

While we assume the covariance structure of Σg follows the polygenic model, for inter-

pretation purposes this assumption is relaxed. Under the polygenic model, every variant

has an effect; therefore, the expected effect size of each variant is 1
M

× h2 where M is the

total number of variants and h2 is the estimated additive heritability of the trait. When

only considering the variants found genome-wide significant, the expected effect size of these

variants needs to be to estimated. We do this by estimating the number of causal variants Q

and rescale the genetic covariance matrix Σg by
M
Q

for the m-value interpretation framework.

This is necessary because h2 ∈ [0, 1] and with genome-wide association studies using

millions of variants, Σg + Σe ≈ Σe under the polygenic model. While a valid model for

association testing, distinguishing between different configurations of Σg(c) to calculate the

m-value is very difficult. Therefore, we scale Σg and the resulting Σg(c) by randomly selecting

one associated variant per 100KB region for a total of k variants. We then perform a grid

search for Q ∈ [1,M ] and retain the value of Q which maximizes the likelihood function as

shown below:

argmax
Q∈[1,M ]

k∏
i=1

P (Si|µ = 0,Σ =
M

Q
Σg + Σe) (2.8)
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Trait Genetic Variance Sample Size LD-Score Intercept
body mass index (B) 0.241 336,107 1.082

diastolic blood pressure (D) 0.129 317,756 1.074
height (H) 0.429 336,574 1.237

systolic blood pressure (S) 0.114 317,754 1.108

Table 2.6: The genetic variance and sample sizes from the 2017 UK Biobank
release. We used summary statistics for body mass index, diastolic blood pressure, height,
and systolic blood pressure from the 2017 release of the UK Biobank as input for simulations.
We reported the sample sizes, genetic variance estimated by LD-Score regression, and the
LD-Score intercept.

Trait 1 Trait 2
Genetic Environmental LD-Score

Correlation Correlation Intercept
body mass index (B) diastolic blood pressure (D) 0.305 0.258 0.303
body mass index (B) height (H) -0.165 -0.084 -0.137
body mass index (B) systolic blood pressure (S) 0.166 0.198 0.219

diastolic blood pressure (D) height (H) -0.125 -0.004 -0.025
diastolic blood pressure (D) systolic blood pressure (S) 0.648 0.686 0.765

height (H) systolic blood pressure (S) -0.144 -0.104 -0.132

Table 2.7: The genetic and environmental correlation used from the 2017 version
of UK Biobank data. We used summary statistics for body mass index, diastolic blood
pressure, height, and systolic blood pressure from the 2017 release of the UK Biobank as
input to simulations. We used cross-trait LD-Score regression to estimate the genetic and
environmental correlation and report the LD-Score intercept.

Trait Genetic Variance Sample Size LD-Score Intercept
body mass index (B) 0.243 359,983 1.057

diastolic blood pressure (D) 0.132 340,162 1.068
height (H) 0.469 360,388 1.270

systolic blood pressure (S) 0.139 340,159 1.070

Table 2.8: The genetic variance and sample sizes used in simulations and real
data analyses. Using the summary statistics for body mass index, diastolic blood pressure,
height, and systolic blood pressure from the 2018 release of the UK Biobank, we estimated
the genetic variance with LD-Score regression. We report the sample sizes, genetic variance,
and LD-Score intercept.

2.4.7 Description of the UK Biobank data

We used four traits from the UK Biobank released in 2017 and in 2018 as the basis of our

simulations [110, 111]. For both sets of summary statistics, only the variants which were
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Trait 1 Trait 2
Genetic Environmental LD-Score

Correlation Correlation Intercept
body mass index (B) diastolic blood pressure (D) 0.305 0.228 0.275
body mass index (B) height (H) -0.164 -0.066 -0.121
body mass index (B) systolic blood pressure (S) 0.174 0.15 0.177

diastolic blood pressure (D) height (H) -0.122 -0.001 -0.030
diastolic blood pressure (D) systolic blood pressure (S) 0.663 0.678 0.768

height (H) systolic blood pressure (S) -0.151 -0.047 -0.083

Table 2.9: The genetic and environmental correlation used in real data analyses
and simulations. We used summary statistics for body mass index, diastolic blood pres-
sure, height, and systolic blood pressure from the 2018 release of the UK Biobank as input
to cross-trait LD-Score regression. We report the genetic and environmental correlation as
well as the LD-Score intercept.

biallelic, have non-ambiguous strands, a minor allele frequency greater than 1%, an INFO

score greater than 80%, and found in the 1000 Genomes European reference panel were

retained [1]. We used LD-Score regression [18] to calculate the genetic variance of each trait

as shown in Table 2.6 and Table 2.8. For calculating genetic covariance and environmental

covariance, we used cross-trait LD-Score regression [17]. The genetic covariance produced

by the software was reported in Table 2.7 and Table 2.9. By taking the intercept and scaling

it by
√
N1N2

Ns
where N1 is the sample size in trait 1, N2 is the sample size in trait 2, and Ns

is the number of overlapping individuals, we were able to recover the phenotypic covariance.

By subtracting the genetic covariance from the phenotypic covariance, the environmental

covariance is estimated. As we used summary statistics and the true sample overlap was

unknown, we assumed there were no trait specific missing individuals, and we, therefore, set

Ns = min{N1, N2}.

For simulations, PAT used the reported values to define its likelihood ratio test; MI

GWAS, however makes no assumptions about the phenotypic covariance. HIPO and MTAG

defined their parameters slightly differently, but all methods used the same results from LD-

Score regression and cross-trait LD-Score regression. Simulations showing the stability of

null simulations used the 2017 version of the UK Biobank summary statistics (see Table 2.6

and Table 2.7 for values). All other simulations and real data analyses were based on the

summary statistics from 2018 (see Table 2.8 and Table 2.9). The switch in summary statistic
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version was due to the 2017 version of the UK Biobank results being no longer available which

prevented reproduction of results.
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CHAPTER 3

Identifying causal variants by fine mapping across

multiple studies

3.1 Introduction

Genome-wide association studies (GWAS) have successfully identified numerous genetic vari-

ants associated with a variety of complex traits in humans [48, 69, 92]. However, most of

these associated variants are not causal, and are simply in linkage disequilibrium (LD) with

the true causal variants. Identifying these causal variants is a crucial step towards under-

standing the genetic architecture of complex traits, but testing all associated variants at each

locus using functional studies is cost-prohibitive. This problem is addressed by a statistical

approach known as fine mapping, which attempts to prioritize a small subset of variants for

further testing while accounting for their correlation structure [134].

The classic approach to fine mapping involves simply selecting a given number of SNPs

with the strongest association statistics for follow-up, but this performs sub-optimally be-

cause it does not account for LD [45]. Bayesian methods that did account for LD were

developed, but were based upon the simplifying assumption that each locus only harbors a

single causal variant [11, 98]. This assumption, however, is not true in many cases [68]. Ad-

ditionally, many early methods required individual-level genetic data, whereas many human

GWAS often provide only summary statistics due to privacy concerns. CAVIAR introduced a

Bayesian approach that relied only on summary statistics and LD, accounted for uncertainty

in association statistics using a multivariate normal (MVN) distribution and allowed for the

possibility of multiple causal SNPs in a locus [68]. This approach was widely adopted and
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later made more efficient by methods such as CAVIARBF, FINEMAP and JAM [13, 25, 112].

There is growing interest in improving fine mapping by leveraging information from

multiple studies. One of the most important examples of this is trans-ethnic fine mapping,

which can significantly improve fine mapping power and resolution by leveraging the distinct

LD structures in each population [36, 120, 163]. The benefits of which have been shown

through methods such as trans-ethnic PAINTOR and MR-MEGA [75, 97]. Intuitively, the

set of SNPs that are tightly correlated with the causal SNP(s) will be different in different

populations, allowing more SNPs to be filtered out as potential candidates. However, the

varying LD patterns also present a unique challenge in the multiple study setting that trans-

ethnic fine mapping methods must handle. Additionally, while there is evidence that the

same SNPs drive association signals across populations, there is also heterogeneity in their

effect sizes which presents another challenge [83, 83, 101, 101, 120, 163]. Existing methods

either assume a single causal SNP in each locus or do not explicitly model heterogeneity

which limits thier power [62, 75, 97, 109].

In this chapter, we present MsCAVIAR, a novel method that addresses these challenges.

We retain the Bayesian MVN framework of CAVIAR while introducing a novel approach to

explicitly account for the heterogeneity of effect sizes between studies. Our method requires

only summary statistics and LD matrices as input, allows for multiple causal variants in a

locus, and models uncertainty in association statistics and between-study heterogeneity. The

output is a set of SNPs that contains all causal SNPs in the locus, at a user-set confidence

threshold (e.g. 95%). We show in simulation studies that MsCAVIAR outperforms existing

trans-ethnic fine mapping methods and extensions of CAVIAR to the multiple study set-

ting [68, 75]. We further demonstrate the efficacy of MsCAVIAR in a real data application.
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Figure 3.1: Overview of MsCAVIAR. (A) Simulated z-scores for SNPs at one locus in
two different ancestral populations: East Asian (top) and European (bottom), shown by
their −log10(p-value). LD matrices for these populations were derived using data from the
1000 Genomes project and treated as input for MsCAVIAR. (B) Meta-analysis results for
this locus, showing many significant SNPs. Also displayed are the SNPs that are in the
causal set that MsCAVIAR returns (red stars) and the truly causal SNPs (black stars).

3.2 Results

3.2.1 Methods overview

Our method, MsCAVIAR, takes as input the association statistics (e.g. z-scores) and linkage

disequilibrium (LD) matrix for SNPs in one locus from each study (Fig 3.1 sub-figure A).

The LD matrix can be computed from in-sample genotyped data or appropriate reference

panels such as the 1000 Genomes projector HapMap project [1, 70]. MsCAVIAR computes

and outputs a minimal-sized set of SNPs that, with probability at least ρ, contains all causal

SNPs known as the causal set; ideally this causal set contains far fewer SNPs than the set

of significant SNPs obtained via a direct meta-analysis (Fig 3.1 sub-figure B).

By our definition of a causal set, every causal SNP must be contained in the set with high

probability, but not every SNP in the set needs to be causal. Concretely, each SNP can be

assigned a binary causal status: 1 for causal or 0 for non-causal. So long as none of the SNPs

outside of the causal set are set to 1, the assignments are compatible with our definition of
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a causal set. We can represent these causal status assignments in a binary vector with one

entry for each SNP denoting its causal status; we call such a vector a configuration and

denote it as C. For each configuration C compatible with the causal set, we compute its

posterior probability in a Bayesian manner: the probability of a configuration of SNPs being

causal given the association statistics can be computed by modeling a prior probability for

that configuration and a likelihood function for the association statistics given the assumed

causal SNPs given by C (see Methods).

The overall likelihood function can be decomposed into a product over the likelihood

function for each study, since we assume that the studies are independent. More specifically,

we assume that there is a true global effect size for a SNP over all possible populations,

around which the effect sizes for that SNP in different studies are independently drawn

according to a heterogeneity variance parameter. This allows MsCAVIAR to model the

fact that effect sizes of a SNP across different studies are related, but not equal. Because

we expect the summary statistics to be a function of their LD with the causal SNPs, the

parameters of the likelihood function for each study are different, assuming the studies have

different LD patterns. By computing the product over the likelihood of each study, we are

able to account for their different LD patterns to determine the likelihood over all studies.

The posterior probability for a causal set is then computed by summing the posterior

probabilities of all compatible configurations, and then dividing by the sum of the posterior

probabilities for all possible configurations. We start by assessing causal sets containing only

one SNP, and then causal sets containing two SNPs, and then three SNPs, and so on until a

causal set exceeds the posterior probability threshold ρ. In practice, ρ is set to a high value

such as 95%.

3.2.2 MsCAVIAR improves fine mapping resolution in a simulation study

We now describe our simulation study to evaluate the performance of MsCAVIAR as com-

pared with other methods. We selected two samples of 9,000 unrelated individuals from the

UK Biobank, one with European ancestry and the other with Asian ancestry [147]. In order
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Figure 3.2: Comparison of sensitivity, precision, and set sizes using simulated
data. We compare MsCAVIAR, PAINTOR, and CAVIAR with c ∈ {1, 2, 3} causal variants
implanted with results averaged over 20 replicates for 3 loci and 5 levels of heritability for all
3 values of c. (A) Bar graph indicating the sensitivity of each method with a dashed line to
reflect the expected posterior probability, ρ = 0.95, of recovering all causal SNPs. (B) Box
plots showing the average set sizes returned by the methods. Each box is the interquartile
range of causal set sizes with the middle black line representing the median, and the white
crosses showing the mean. (C) Bar graph displaying the average the number of SNPs in
descending order of posterior inclusion probability (PIP) until 1, 2, or 3 causal SNPs are
identified. Stacked bars represent increasing numbers of causal SNPs identified, until the
true number of causal SNPs (x-axis) are identified.

to generate realistic fine mapping scenarios, we centered 100KB windows around SNPs that

reached genome-wide significant association with high-density lipoprotein (HDL) cholesterol

in the UK Biobank summary statistics released by the Neale lab [111]. From these windows,

we selected three loci that reflected high, medium, and low patterns of LD as defined by

the proportion of SNPs with at least 90% LD (32%, 25%, and 8%, respectively). We then

obtained the imputed genotype data for these loci for our samples in the UK Biobank. The

loci were filtered for missing genotypes (> 0%) and low minor allele frequency (< 1%). The

loci with low, medium, and high LD had 144, 126, and 154 SNPs, respectively.

We then simulated causal SNPs and their effect sizes β ∼ N ( 5.2√
9000

, 1), independently

for the cases of 1, 2, or 3 causal SNPs randomly chosen within each locus. For simplicity,

we take the absolute value of the effect size and restrict causal SNPs to being positively

correlated with each other. We then used GCTA to simulate phenotypes using different

heritability levels: 0.2%, 0.4%, 0.6%, 0.8%, and 1%, times the number of causal SNPs [168].

Concretely, GCTA simulates the phenotype y according to y = Xβ + e, where X is the

standardized genotype matrix for the causal variant(s), β is the vector of causal variant
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effect sizes, and e is a vector of environmental noise terms where e = σ2
g(1/h

2 − 1). In

other words, the environmental variance is scaled to achieve the desired heritability. Thus,

modulating the heritability affects the strength of the association signal between variants

and the phenotype, while drawing different effect sizes for different causal variants allows for

the modeling of heterogeneity. Finally, we run a linear regression using fastGWA to generate

the summary statistics [71]. We simulated 20 replicates (re-drawing the causal SNPs and

their effect sizes) for each level of heritability and number of causal SNPs for a total of 900

simulations.

Using this data, we compared MsCAVIAR to the trans-ethnic mode of PAINTOR and

to CAVIAR run on Asians and Europeans, individually (Fig 3.2) [68, 75]. For each number

of causal SNPs (1, 2, or 3), we averaged the results across all simulated scenarios. For each

method, we provided the in-sample LD and the summary statistics described above. All

methods were run with posterior probability threshold ρ∗ = 0.95, so methods with 95%

or higher sensitivity were considered well-calibrated (dashed line in Fig 3.2 sub-figure A).

MsCAVIAR’s heterogeneity parameter was set to τ 2 = 0.52 (see Methods). We also evaluated

methods for the size of their returned causal sets (Fig 3.2 sub-figure B) because, conditioned

on having a well-calibrated recall, it is preferable to return a small causal set. This can be

thought of as higher precision, as non-causal SNPs in the causal sets can be thought of as

false positives.

All of the methods in this assessment were well-calibrated (Fig 3.2 sub-figure A), which is

expected, as previously shown for CAVIAR and PAINTOR. For each number of causal SNPs,

MsCAVIAR and PAINTOR returned substantially smaller set sizes than CAVIAR run on

either population individually, highlighting the benefit of utilizing information from multiple

studies. With one causal SNP in the locus, MsCAVIAR and PAINTOR had similar causal

set sizes, with MsCAVIAR’s mean and median set sizes being 18.7 and 15.0 and PAINTOR’s

being 17.6 and 14.0, respectively. When there were two causal SNPs simulated, MsCAVIAR’s

causal sets were smaller on average than PAINTOR’s, and the difference increased when three

causal SNPs were simulated. When two causal SNPs were simulated, MsCAVIAR’s mean
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and median set sizes were 41.6 and 36.5, respectively, while PAINTOR’s mean and median

set sizes were 46.4 and 45.5, respectively. Finally, with three causal SNPs, MsCAVIAR had

mean and median set sizes of 52.4 and 50.0, respectively, and PAINTOR’s were 60.1 and

64.5, respectively.

As the goal of most statistical fine mapping methods is to prioritize variants for functional

follow-up, it lends the question of how informative a variant’s posterior probability is to its

causal status. We, therefore, sort the SNPs in descending order of posterior probability to

determine on average how many SNPs are added to the causal set before the causal SNPs

are placed in the causal set. We evaluated this quantity for MsCAVIAR, PAINTOR, and

CAVIAR run on the Asian and European populations (Fig 3.2 sub-figure C). MsCAVIAR and

PAINTOR were generally better at prioritizing variants than CAVIAR, again highlighting

the importance of utilizing multiple studies when possible. On average, MsCAVIAR was

able to capture the causal variant(s) with fewer SNPs than PAINTOR.

3.2.3 Fine mapping of high density lipoprotein across biobanks

In order to evaluate the performance of MsCAVIAR on real data, we performed a trans-

ethnic, trans-biobank fine mapping analysis of HDL using summary statistics from the UK

Biobank (UKB) and Biobank Japan (BBJ) projects [73, 111, 131, 147]. These studies in-

volved 361,194 and 70,657 people, respectively. The UKB summary statistics, obtained from

the Neale lab, were generated using only White Britons while Biobank Japan contained

Japanese individuals [111].

To generate loci for fine mapping, we centered 1 megabase windows around genome

wide-significant peak SNPs (p-value ≤ 5∗10−8), discarding all SNPs that did not reach even

marginal significance (p > 0.05), as they were highly unlikely to be informative and would

slow down analyses. We also excluded all loci with fewer than ten SNPs in each study after

filtering SNPs with p > 0.05, as fine mapping may not be seen as necessary or may even be

trivial for existing methods when there are only a few strongly associated SNPs. Two very

large loci were excluded for computational reasons. We excluded loci from chromosome six,

51



Figure 3.3: Comparing fine mapping resolution in trans-ethnic HDL analysis.
Comparison of the results of MsCAVIAR when applied to 185 loci from two high-density
lipoprotein (HDL) GWAS, White Britons from the UK Biobank and East Asian individuals
from Biobank Japan, versus trans-ethnic PAINTOR and applying CAVIAR to each popula-
tion individually. The y-axis is the size of the causal set for each locus. The boxes represent
the interquartile range of causal set sizes identified by each tool, the lines inside the boxes
represent the median, and the whiskers extend to the non-outlier extremes. Outliers are
represented as dots above or below the whiskers.

where there were numerous statistically significant SNP effect sizes due to the presence of

human leukocyte antigen (HLA) regions.

The procedures described above yielded 185 loci consisting of 29,479 SNPs in total.

Individual locus sizes ranged from 11 to 755 SNPs. All but two SNPs in the loci had a

minor allele frequency of at least 1% at least one of the studies. Linkage disequilibrium

(LD) matrices were generated from the 1000 Genomes project, for both European and East

Asian populations, using a preprocessing script from PAINTOR [1, 76]. We used the 1000

Genome project to generate LD to reflect the common situation where summary statistics

are available but not the full genotyped data [13, 68].

We ran CAVIAR, the trans-ethnic mode of PAINTOR, and MsCAVIAR on these loci, and

evaluated their causal set sizes, since these methods have been shown to be well-calibrated
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and no ground truth was available (Fig 3.3). For MsCAVIAR, we set the heterogeneity

parameter τ 2 to its default value of 0.52 (see Methods). For CAVIAR, we evaluated its

performance when applying it to only the East Asian (BBJ) data and to only the European

(UKB) data. For all methods, we set the posterior probability threshold ρ∗ to 95% and set

the maximum number of causal SNPs to 3.

While the original loci totaled 29,479 SNPs, averaging 159.3 SNPs per locus, the causal

sets returned by MsCAVIAR totaled 9,390 SNPs, averaging 50.8 SNPs per locus with a

median of 31 SNPs. Meanwhile, PAINTOR’s causal sets totaled 9,118 SNPs (49.3 average, 34

median), CAVIAR’s sets using the UKB data totaled 11,538 SNPs (62.4 average, 44 median),

and CAVIAR’s sets using the BBJ data totaled 18,520 SNPs (100.0 average, 70 median).

Thus, similarly to our simulation study’s findings, MsCAVIAR and PAINTOR generally

returned smaller causal set sizes than CAVIAR, and MsCAVIAR’s median causal set size

was slightly smaller than PAINTOR’s. In contrast with the simulation study, MsCAVIAR’s

average causal set size was slightly larger than that of PAINTOR’s.

Figure 3.4: Comparison of methods’ set sizes for each locus in the trans-ethnic
HDL analysis. Comparison of the returned causal set sizes of MsCAVIAR when applied
to two high-density lipoprotein (HDL) GWAS, White Britons from the UK Biobank and
East Asian individuals from Biobank Japan, versus trans-ethnic PAINTOR and applying
CAVIAR to each population individually. In each scatter plot, each point reflects a specific
locus, and the x-coordinate is MsCAVIAR’s returned causal set size, while the y-coordinate
is a different method’s causal set size. Diagonal lines representing equal set sizes were plotted
for each scatter plot. Points above the line represent loci where the alternate method had a
larger causal set size than MsCAVIAR, while points below the line indicate the opposite.

As an additional way of viewing the results, we generated scatter plots of the causal set

sizes at each locus for MsCAVIAR compared to those of PAINTOR and CAVIAR (Fig 3.4).
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This visualizes the comparative causal set sizes at individual loci. The scatter plots and their

associated lines of equality reveal that MsCAVIAR’s set sizes were consistently smaller than

CAVIAR’s across almost all loci, with one notable exception in which CAVIAR’s causal

set size was substantially smaller than MsCAVIAR’s. The comparison with PAINTOR

illustrates how MsCAVIAR’s median causal set size was smaller than PAINTOR’s but its

average was higher: MsCAVIAR returned slightly smaller causal set sizes than PAINTOR for

most loci, but in some cases, MsCAVIAR’s causal set size was much larger than PAINTOR’s,

dragging MsCAVIAR’s average causal set size above that of PAINTOR.

3.2.4 MsCAVIAR is well-calibrated when sample sizes differ between studies

We begin by noting that SuSiE takes a different approach to fine mapping from the other

methods [158]. Instead of returning a causal set, SuSiE returns (potentially multiple) credible

sets for a locus, each of which is expected to contain at least one causal SNP. The goal of

SuSiE is not to capture all causal variants in a locus, but to return one or more minimal size

credible sets, each of which has ρ probability of containing at least one true causal effect.

This explains why SuSiE is not well-calibrated according to our causal set definition, which

expects all casual variants to be captured with probability ρ∗. It is worth noting, however,

that SuSiE’s credible set is equivalent to the causal set (as defined by the other methods)

when the methods assume that there is only one causal SNP in a locus. With this caveat

with SuSiE in mind, we state that the inclusion of SuSiE was for completeness and omit the

method from further discussion.

We conducted this set of simulations because studies often have different sample sizes.

When this occurs, the non-centrality parameters of their SNPs will differ proportional to

the sample size in addition to heterogeneity. We tested whether MsCAVIAR would still

be well-calibrated in this setting, and compared it again with trans-ethnic PAINTOR as

well as with CAVIAR and SuSiE run on the individual populations (Fig F). In order to

evaluate performance under this scenario, we used two regions from the 1000 Genomes

project to generate LD matrices for the SNPs at that locus for both European and East Asian
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Figure F: Comparison of sensitivity and set size using simulated studies with
unequal sample sizes. Comparison of the methods with 3 causal variants implanted and
imbalanced sample sizes. The size of the Asian population was fixed at 10,000, while the
European study was set to be 1, 2, 5, or 10 times larger. Both low LD (top half) and high
LD (bottom half) settings were evaluated. The bar plots (left) display the sensitivity of
the methods, with standard deviation bars included. The dashed line reflects the expected
posterior probability of recovering all causal SNPs; methods that reach this threshold are
considered well-calibrated. The box plots (right) show the set sizes returned by the methods;
for SuSiE, this is calculated as the sum of the sizes of credible sets returned. The boxes
represent the interquartile range of causal set sizes identified by each tool, the lines inside the
boxes represent the median, and the whiskers extend to the non-outlier extremes. Outliers
are represented as dots above or below the whiskers. SuSiE’s credible sets differ from the
causal sets of the other methods in that SuSiE does not attempt to capture all causal SNPs,
so the sensitivity calibration is not directly comparable to the other methods.

populations [1]. Out of these loci, we selected one region with relatively low LD, where 20%

of the SNP pairs have LD equal to or higher than 0.5, and one region with relatively high

LD, where 80% of the SNP pairs have LD equal to or higher than 0.5. These represent easier

and more difficult scenarios, respectively, for fine mapping, since LD makes signals more

difficult to distinguish. We pruned groups of SNPs that were in perfect LD in one or more of

the populations, leaving one SNP for each. After pruning, the low LD matrix contained 48

SNPs and the high LD matrix contained 38 SNPs. Using these LD matrices, we implanted
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causal SNPs and simulated their non-centrality parameters. In each simulation, we implanted

either 1, 2, or 3 causal SNPs. Each causal SNP’s true non-centrality parameter Λ was drawn

according to N (5.2, 0.1252). We then drew the non-centrality parameter Λi for each study

i according to Λi ∼ N (Λ, 0.5), and subsequently the summary statistics Si for each study i

according to Si ∼ N (ΛiΣi,Σi). For each number of causal SNPs, we performed 1000 replicate

simulations (e.g. re-drawing the causal SNP non-centrality parameters and re-picking the

causal SNPs). These simulations assumed a sample size of 10,000 individuals and we set

the East Asian non-centrality parameter accordingly. We then scaled the European study’s

summary statistics assuming a population size 1, 2, 5, or 10 times larger (see Methods). For

the sake of sufficient statistical power, we ensured that the causal variants in the smaller

study were still statistically significant genome-wide. 1000 simulation replicates were run for

each LD setting. In each simulation, we implanted three causal SNPs and simulated their

effect sizes, with the association statistics of non-causal SNPs being based on their correlation

with causal SNPs (see Methods). All methods were run with posterior probability threshold

ρ∗ = 0.95, so methods with 95% or higher sensitivity were considered well-calibrated (dashed

line in the bar plots). MsCAVIAR was run with its heterogeneity parameter set at τ 2 = 0.5

(see Methods).

Once again, MsCAVIAR was well-calibrated and generally returned the smallest causal

set sizes. As the sample size differences grew, the difference between MsCAVIAR, CAVIAR

on Europeans, and PAINTOR tended to diminish. This is likely due to the fact that we

required SNPs to be genome-wide significant in the smaller study, such that the larger study

had very large effect sizes for causal SNPs when there was a significant sample size imbalance,

making the fine mapping problem easier. Reinforcing this interpretation is the fact that

CAVIAR on Asians had consistently larger causal set sizes than the other methods when

the sample size imbalance was large. All methods (exempting SuSiE) were well-calibrated

in the low LD setting, but we observed that as the sample size increases with high LD that

CAVIAR’s calibration on the larger population decreases. This is likely due to the extremity

of the situation, with exceptionally large effect sizes in combination with the high LD setting.
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We again, note that SuSiE’s miscalibration is due to fundamental differences between SuSiE

and the other methods.

3.2.5 MsCAVIAR is robust to adjustments to the heterogeneity parameter

To examine the effect of having a mismatch between true heterogeneity and the model’s

parameter on MsCAVIAR, we first simulated our studies with different true heterogeneity

τ 2. We used two regions from the 1000 Genomes project to generate a high LD matrix and

low LD matrix as described above [1]. Using these two matrices LD matrices, we implanted

causal SNPs and simulated their effect sizes. In each simulation, we implanted either 1, 2,

or 3 causal SNPs. Each casual SNP’s true overall non-centrality parameter Λ was drawn

according to N (5.2, 0.1252). The study specific non-centrality parameter Λi for each study i

was drawn according to Λi ∼ N (Λ, τ 2), where τ 2 = 0.5, 1, or 2. For each model configuration,

we performed 1000 replicate simulations (e.g. re-drawing the causal SNP effect sizes and re-

picking the causal SNPs). We then ran MsCAVIAR with different modeled heterogeneity

settings, τ 2 = 0.5, 1, or 2, on the simulations with the various true heterogeneity settings

(Fig 3.6). MsCAVIAR was well-calibrated and maintained similar set sizes even when the

modeled heterogeneity did not match the true heterogeneity, indicating that MsCAVIAR is

fairly robust to small misspecifications of the τ 2 parameter.
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Figure 3.6: Evaluation of the sensitivity and set sizes of MsCAVIAR results under
misspecified heterogeneity parameters. Each column of plots shows a different true het-
erogeneity value τ 2 used to simulate z-scores of causal variants. Different colored bars/boxes
correspond to different values of τ 2 used internally in MsCAVIAR’s model, referred to as
the Model Heterogeneity. The model is misspecified when the Model Heterogeneity does not
match the True Heterogeneity. The first two rows of plots are based on a low LD locus,
and the bottom two rows are based on a high LD locus. The bar plots (1st and 3rd rows)
display the sensitivity of the results, with standard deviation bars included. The dashed line
reflects the expected posterior probability of recovering all causal SNPs; methods that reach
this threshold are considered well-calibrated. The box plots (2nd and 4th rows) show the set
sizes returned by MsCAVIAR. The boxes represent the interquartile range of causal set sizes
identified by each tool, the lines inside the boxes represent the median, and the whiskers
extend to the non-outlier extremes. Outliers are represented as dots above or below the
whiskers. Simulations were performed with c=1, c=2, or c=3 causal variants.
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3.2.6 Out-of-sample LD matrices degrade the accuracy of fine mapping

Figure 3.7: Comparison of sensitivity, precision, and set sizes using simulated data
and out-of-sample LD matrices. We compare MsCAVIAR, PAINTOR, and CAVIAR
with c ∈ {1, 2, 3} causal variants averaging over 3 loci and 5 levels of heritability with 20
replicates for each value of c. (A) Bar graph indicating the sensitivity of the method and
the expected posterior probability, ρ, of recovering all causal SNPs represented as a dashed
line. (B) Box plots showing the average set sizes each method returns. Each box is the
interquartile range of causal set sizes. The middle black line represents the median and the
white crosses indicating the mean. (C) Bar graph displaying the average number of SNPs
in descending order of posterior inclusion probability (PIP) until 1,2, or 3 causal SNPs are
identified. Stacked bars represent an increasing number of causal SNPs identified until the
true number of causal SNPs (x-axis) are identified.

The methods CAVIAR, PAINTOR, and MsCAVIAR are designed such that they only

require the z-scores as summary data and may use an external LD matrix representative of the

samples for fine mapping. Previous work has shown that this approach is underpowered [85].

In section 3.2.2 we provide each fine mapping method the LD matrices generated in-sample.

Here, we simulate data in an almost identical fashion, but we generate the input LD matrices

using the 1000 Genomes Project to demonstrate the impact of the out-of-sample LD matrices

on our fine mapping results. The only difference was that we provide the LD matrices

generated from the 1000 Genomes samples to the methods instead of their in-sample LD

matrices.

For the results shown in Fig 3.7, we use two sets of 9,000 unrelated individuals from the

UK Biobank with European and Asian ancestry and then identify the corresponding popu-

lations in 1000 Genomes Project to generate the out-of-sample LD matrices. For the 9,000

UK Biobank samples with European ancestry, we select the 503 samples in the super popu-

lation “EUR” in the 1000 Genomes Project as the reference sample. For the individuals with
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Asian ancestry, we needed to use two super populations “SAS” and “EAS” due to the UK

Biobank sample containing 1600 individuals with Chinese ancestry, 5900 individuals with

Indian ancestry, and 1800 individuals with other Asian ancestry. We generate our represen-

tative sample using all 489 “SAS” individuals and 123 “EAS” individuals sampled across

sub-populations. This sub-sampling was done to approximate the proportion of individuals

with Chinese and Indian ancestry. We note that while our example of out-of-sample LD for

Asian ancestry is more extreme than when only 1 super population is used, it highlights how

the accuracy of the out-of-sample LD impacts fine mapping.

In the results shown in Fig 3.7, we compare MsCAVIAR to trans-ethnic PAINTOR and

to CAVIAR run on the Asian and European populations, separately. We average the results

over the set of simulations for each number of causal SNPs: 1, 2, and 3. All methods were

run using ρ∗ = 0.95 as the posterior probability threshold; therefore methods were considered

well-calibrated if their sensitivity was at least 95% (dashed line in Fig 3.7 sub-figure A), and

we set MsCAVIAR’s heterogeneity parameter to τ 2 = 0.52 (see Methods). We evaluated

the precision of the methods in Fig 3.7 sub-figure B where we show the causal set size.

This metric is informative when the method returns the causal variant(s) because then fewer

non-causal variants or false positives are being returned in the set.

When there is only 1 causal SNP, all methods are well-calibrated; however, only CAVIAR

when analyzing European samples is well-calibrated when there are 3 causal SNPs and is

slightly below the threshold for 2 implanted causal variants (94.3%). All other methods

see a serious degradation in their sensitivity. This decrease in performance is a result of a

poor approximation to the LD matrix for individuals with Asian ancestry. When the out-

of-sample LD accurately reflects the sample, as is the case for European ancestry, CAVIAR

returns results comparable to when an in-sample LD matrix is provided. For MsCAVIAR and

PAINTOR, however, we see incorporating two populations does not help when one sample’s

LD is poorly approximated. Though the set sizes are smaller in Fig 3.7, the specificity is

also lower than either run of CAVIAR. While MsCAVIAR and PAINTOR are both poorly

calibrated, we see that MsCAVIAR is more robust to the out-of-sample LD than PAINTOR.
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Further work would need to be done to explore this phenomenon.

At present, we encourage users to use the in-sample LD matrix whenever possible. If

this is not a possibility, we advise the user to interpret their results with the understanding

the out-of-sample LD may fail to provide well-calibrated results, and the quality of results

depend how well the out-of-sample LD approximates the in-sample LD. Future work could

also enable the method to incorporate the sufficient summary data described in [85].

3.3 Discussion

In this chapter, we introduced MsCAVIAR, a method for identifying causal variants in

associated regions while leveraging information from multiple studies. Our approach requires

only summary statistics as opposed to genotype data and handles heterogeneity of effect sizes,

differing sample sizes, and different LD structures between studies, making trans-ethnic fine

mapping an ideal application. We demonstrated that our method is well-calibrated and

improves fine mapping resolution in simulation studies.

We make several important assumptions in this model, which may not always be true.

It has been shown that many causal SNPs are shared across populations [83, 101, 120].

MsCAVIAR is designed to leverage this phenomenon for increased power; however, causal

variants may be unique to one population. In those instances, MsCAVIAR’s model doesn’t

match the data, so it may not be well-calibrated or it may return large causal sets. If one

population has an obvious GWAS signal while the other population(s) lack even a marginally

significant signal in the same locus, applying CAVIAR to the population with signal may be

more appropriate.

We also assume that all studies are drawn with equal heterogeneity τ 2. This is unlikely to

be true if multiple studies are from a single population while another study is from a different

population. In such a scenario, we recommend grouping the studies by population, running

fixed effects meta-analysis on each group, and then running MsCAVIAR on the results for

the different groups. Concretely, the input summary statistics for MsCAVIAR should be
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the results from the meta-analysis of each population, and the input LD matrices should be

derived from either the genotype data (if available) or the appropriate reference panels for

each population. However, it is still possible that even ostensibly different populations may

be more similar to each other at certain loci than other populations. Therefore, we plan to

extend our method to handle this case in future work.

In practice, we set the τ 2 parameter to a fixed value, which was chosen to give power to

detect both small and large amounts of heterogeneity (see section 3.4.7). This value could,

in principle, be adjusted based on the apparent heterogeneity present in the data. However,

care would have to be taken to not overfit the parameter to the summary statistics in each

locus, since the heterogeneity of different causal SNPs can vary across loci and some causal

SNPs may be missed when the heterogeneity parameter is overfitted. Future work could

develop a procedure for fitting this parameter.

Several methodological extensions to MsCAVIAR are possible as well. MsCAVIAR aims

to return a causal set that contains all causal SNPs in a locus, while another fine mapping

method, SuSiE solves a complementary problem by returning one or more credible sets that

each contain at least one causal SNP [158]. The advantage of the former approach is its

completeness in terms of identifying all causal signals, while the advantage of the latter

approach is its ability to separate distinct causal signals within a locus into separate sets. A

future extension to MsCAVIAR could aim to accomplish the benefits of both by returning

a causal set with all causal SNPs, and then partitioning this set into distinct subsets with

separate causal signals.

Functional information can in principle be factored into MsCAVIAR’s model by modi-

fying the prior distribution P (C) so that not every variant has the same prior probability

of being causal, as described in the CAVIAR paper [68]. However, setting these priors ar-

bitrarily can yield misleading results, and future work is needed to determine how best to

model various functional priors in the context of MsCAVIAR’s model.

Finally, stochastic search could be used to speed up MsCAVIAR in cases where there are

possibly many causal variants [7, 13]. MsCAVIAR’s runtime is largely determined by the
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number of SNPs in the locus and the number of causal SNPs allowed: if there are M total

SNPs and up to K are allowed to be causal, then there are potentially up to
(
M
K

)
causal

status vectors to evaluate. Thus, runtime can become an issue when there are many SNPs

in a locus or many studies, and especially when users desire to allow for more than three

possibly causal SNPs at a locus. Stochastic search can help reduce the search space by not

evaluating every possible combination of causal SNPs, though this involves managing the

risk of missing the optimally minimal causal set.

3.4 Materials and Methods

3.4.1 Fine mapping in a single study (CAVIAR)

We now describe a standard approach for fine mapping significant variants from a genome-

wide association study (GWAS). In the GWAS, let there be N individuals, all of whom have

been genotyped at M variants. For each individual n, we measure a quantitative trait yn,

resulting in the N × 1 column vector Y of phenotypic values. We denote G as the N ×M

matrix of the genotypes where gnm ∈ {0, 1, 2} is the minor allele count for the nth individual

at variant m. We standardize G according to the population proportion p of the minor allele

and denote this as X where xij ∈ { −2p√
2p(1−p)

, 1−2p√
2p(1−p)

, 2−2p√
2p(1−p)

}.

We assume Fisher’s polygenic model, which means Y is normally distributed and each

variant xm has a linear effect on Y . We, therefore, have the following model:

Y = µ1 +
M∑

m=1

βmxm + e (3.1)

where βm is the effect size of variant xm and e is the variation in Y not explained by

additive genetic effects and follows the Gaussian distribution e ∼ N (0, σ2
eI).

We now model the observed summary statistics S = [s1, . . . , sm] according to

S|ΛC ∼ N (ΣΛC ,Σ) (3.2)
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where Σ represents the pairwise Pearson correlations between the genotypes. ΛC = [λC1 . . . λCM
]

represents the true standardized causal effect sizes of each SNP, where each entry λCm = 0

if SNP m is non-causal and λCm ̸= 0 otherwise.

The distribution of ΛC can be defined as:

ΛC |C ∼ N (0,ΣC) (3.3)

where C = {0, 1}M is an M × 1 binary vector indicating whether each variant is causal,

and

ΣC =


0, if i ̸= j.

σ2, if i is causal.

ϵ, if i is not causal.

(3.4)

and where ϵ is a small constant to ensure that the matrix ΣC is full rank. (We later relax

the need for ΣC to be full rank in ”Handling Low Rank LD Matrices”). Here, and below,

we use the shorthand σ2 to represent the variance of the λCm (see section 3.4.6 for details on

this parameter). The off-diagonals of ΣC are zero because the effect sizes of causal variants

are independent of one another.

We use the shorthand Λ = ΣΛC to refer to the non-centrality parameters (NCPs) of the

statistics of all SNPs, which are induced by Linkage Disequilibrium (LD) with the causal

SNPs. Thus, S|Λ ∼ N (Λ,Σ). Since Λ = ΣΛC and LD structure is symmetric (Σ = ΣT ), we

have the following distribution for Λ|C:

(Λ|C) ∼ N (0,ΣΣCΣ) (3.5)

We will now define γ as the probability of a variant being causal, which makes the

causal status for the mth variant a Bernoulli random variable with the following probability

mass function: f(cm; γ) = γcm(1 − γ)1−cm . We assume the causal status for each variant is
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independent of the other variants, leading to the following prior for the our indicator vector:

P (C) =
∏M

m=1 γ
Cm(1− γ)1−Cm . Assuming that each variant has a probability γ of having a

causal effect, the prior can then be written as follows:

P (Λ, C) = P (Λ|C)P (C) = f(Λ, 0,ΣC)
M∏

m=1

γCm(1− γ)1−Cm (3.6)

where f(Λ, 0,ΣC) is the probability density function shown in equation 3.5.

We determine which variants are causal by calculating the posterior probability of each

configuration C∗ ∈ C, where C is the set of all possible configurations, given the set of

summary statistics:

P (C∗|S) = P (S|C∗)P (C∗)∑
c∈C P (S|c)P (c)

=

∫
ΛC∗

P (S|Λ, C∗)P (Λ = ΣΛC∗ , C∗)dΛC∗∑
c∈C

∫
Λc

P (S|Λ, c)P (Λ = ΣΛc, c)dΛc

(3.7)

For us to calculate the posterior probability of C∗ given S, we need to integrate over all

possible values for the non-centrality parameters of the causal variants in Λ in order to get

the values of Λ that makes observing S most probable.

3.4.2 Conjugate priors enable efficient modeling of likelihood functions

The integral above is intractable in the absence of parametric assumptions about the data.

Fortunately, a closed-form solution is available due to the fact that, when a conjugate prior

is multivariate normally distributed, its predictive distribution is also multivariate normal.

As shown above, S|Λ ∼ N (Λ,Σ) and (Λ|C) ∼ N (0,ΣΣCΣ). The predictive form of S is

then

S ∼ N (0,Σ + ΣΣCΣ) (3.8)

However, computing the likelihood of S with this distribution is still computationally

expensive. Consider the multivariate normal probability density function, assuming the
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variable Z below is MVN distributed with mean µ and covariance matrix Σ:

f(Z;µ,Σ) =
1√

(2π)M |Σ|
exp(−1

2
(Z − µ)TΣ−1(Z − µ)) (3.9)

For S, the covariance matrix is Σ+ΣΣCΣ, which has dimension (M×M), where M is the

number of SNPs in each study. Taking the determinant or inverse of this covariance matrix,

as required by the above likelihood function, would take O(M3) time. Here, we demonstrate

how to compute this likelihood efficiently, leveraging insights from several studies that have

explored this topic [13, 25, 94].

We need to compute ST (Σ+ΣΣCΣ)
−1S and |Σ+ΣΣCΣ| (note that our µ is 0). We can

factor out Σ from both of the equations above:

ST (Σ + ΣΣCΣ)
−1S = STΣ−1(I + ΣCΣ)

−1S (3.10)

|Σ + ΣΣCΣ| = |Σ||I + ΣCΣ| (3.11)

Notably, STΣ−1 and |Σ| can be computed once and re-used for every causal configuration

ΣC . Below, we assume Σ is of full-rank; Lozano et. al show how to address the low-rank

case [94].

We use the Woodbury matrix identity to speed up the matrix inversion equation [65]:

(A+ UEV )−1 = A−1 − A−1U(E−1 + V A−1U)−1V A−1 (3.12)

Here, we set A = IM×M , E = IK×K where K is the number of causal SNPs per study, and

UV = ΣCΣ. In particular, U is the (M ×K) matrix of rows corresponding to causal SNPs

in ΣC . We are taking advantage of the fact that rows corresponding to non-causal SNPs

are zeros and thus do not affect the matrix multiplication. Similarly, V is the corresponding

columns of Σ, and is (K ×M). Applying the Woodbury matrix identity to our case, we get:
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(IM×M + ΣCΣ)
−1 = (IM×M + UV )−1

= I−1
M×M − I−1

M×MU(I−1
K×K + V I−1

K×KU)−1V IM×M

= IM×M − U(IK×K + V U)−1V

(3.13)

Crucially, we are now inverting a (K ×K) matrix instead of an (M ×M) matrix, where

K << M since most SNPs are not causal [94]. We use Sylvester’s determinant identity to

speed up the determinant computation as follows [2]:

|IM×M + UV | = |IK×K + V U | (3.14)

Similarly, we are computing the determinant of a (K×K) matrix instead of an (M×M)

matrix. Using these speedups, the computation of the likelihood function of S is reduced from

O(M3) to O(K3) plus some O(MK2) matrix multiplication operations, which is tractable

under the reasonable assumption that each locus has at most K = 3 causal SNPs. In

section 3.4.4, we discuss the computational complexity and the use of these efficient matrix

computations in the multiple study setting.

3.4.3 Fine mapping across multiple studies (MsCAVIAR)

As GWAS continue to grow in size, frequency, and diversity, there is an increasing need

for fine mapping methods that leverage results from multiple studies of the same trait. A

simple approach is to assume that there is one true non-centrality parameter for every variant;

therefore ΛC is identical across studies. This approach is referred to as a fixed effects model.

In this case, the qth study’s ΛCq = ΛC .

While there is evidence that many causal SNPs are shared across populations, the assump-

tion that the true causal non-centrality vector ΛC is the same across studies is unrealistic,

especially when the studies are measured in different ethnic groups [83, 83, 101, 101, 120, 163].
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We relax this assumption by utilizing a random effects model, in which each study q is

allowed to have a different ΛCq. Under this model, a causal SNP m has an overall mean non-

centrality parameter, which we denote with the scalar λCm , from which the non-centrality

parameter for SNPm in each study q, denoted by the scalar λCmq , is drawn with heterogeneity

(variance) τ 2. According to the polygenic model, λCm is distributed as λCm ∼ N (0, σ2);

therefore, λCmq is distributed as λCmq ∼ N (λCm , τ
2). Consequently, the vector ΛCm for this

SNP across all studies will have the following distribution:

ΛCm ∼ N (0, σ211T + τ 2I) (3.15)

where Q is the number of studies, 1 is a (Q×Q) matrix of 1s, and I is the (Q×Q) identity

matrix. Intuitively, since the SNP m was drawn with variance σ2, this variance component

is shared across studies, while the variance component τ 2 is study-specific and therefore it

is only present along the diagonal of the covariance matrix. If a variant is not causal, its

true effect size should be zero. We construct a matrix ΛC of size (MQ×MQ), where M is

the number of SNPs and each row corresponds to the Q-length vector ΛCm corresponding to

SNP m. In practice, we ensure that this matrix is full-rank by drawing the non-causal SNPs

according to ΛCm ∼ N (0, ϵI), where ϵ is a small constant.

From this we will now build out the posterior probability of P (C∗|Sq) similarly to equa-

tion 3.7. Now instead of ΛCq = ΣqΛC for study q, we have to account for Λq = ΣqΛCq where

ΛCq is drawn from a multivariate normal distribution. This means we have to integrate over

the domain-space of ΛCq to as well as ΛC to describe P (C∗|Sq) =
P (Sq |C∗)P (C∗)∑
C∈C P (Sq |C)P (C)

P (C∗|Sq) =

∫
ΛC∗

q

P (Sq|Λq, C
∗)
∫
ΛC∗

P (Λq = ΣqΛC∗
q
|ΛC∗ , C∗)P (ΛC∗ , C∗)dΛC∗dΛC∗

q∑
c∈C P (Sq|Λq, c)

∫
Λcq

P (Sq|Λq, c)
∫
Λc

P (Λq = ΣqΛcq |Λc, c)P (Λc, c)dΛcdΛcq

(3.16)
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3.4.4 Cojugate priors enable efficient meta-analysis of likelihood functions

Now that we have described the distribution of each SNP in our meta-analysis, we show

how to jointly analyze them. We begin by explicitly defining the structure of the covariance

matrix between studies by way of a small example with three SNPs at a locus in two different

studies. Since the covariance of a matrix is undefined, we denote vec(ΛC) as the vectorized

form of the original matrix (ΛC). Concretely:

vec(ΛC) = vec



λC11 λC21

λC12 λC22

λC13 λC23


 =



λC11

λC12

λC13

λC21

λC22

λC23


(3.17)

Assume SNPs 1 and 3 are causal and SNP 2 is not causal. Then the vectorized form of

the non-centrality parameters given the causal statuses has the following multivariate normal

distribution:

(vec(ΛC)|vec(C)) ∼ N





0

0

0

0

0

0



,



σ2 + τ 2 0 0 σ2 0 0

0 ϵ 0 0 0 0

0 0 σ2 + τ 2 0 0 σ2

σ2 0 0 σ2 + τ 2 0 0

0 0 0 0 ϵ 0

0 0 σ2 0 0 σ2 + τ 2





(3.18)
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We call the covariance matrix above ΣC . Viewing ΣC as having a block structure, the

blocks along the diagonal represent SNPs from the same study, while off-diagonal blocks

represent SNPs from different studies. Here ΣC is (3 ∗ 2× 3 ∗ 2) = (6× 6); in general, for M

SNPs and Q studies, ΣC will be (MQ×MQ). In other words, there will be an (Q×Q) grid

of (M ×M) blocks. Within each block, the diagonal represents each SNP’s variance, while

the off-diagonal represents covariation between different SNPs. As SNPs are assumed to be

independent, these are always 0. There are two variance components: the global genetic

variance σ2 from which the global mean non-centrality parameter for a SNP is drawn, and

the heterogeneity between studies τ 2. When a SNP is causal, its variance (its covariance

with itself in the same study) will contain both variance components (τ 2 + σ2), while its

covariance with the same SNP in a different study will be σ2, because they were drawn from

the same overall non-centrality parameter with variance σ2 but were drawn separately with

variance τ 2.

The ΣC above, leaving aside ϵ for now, can alternately be written in the more-compact

form

ΣC =

τ
2 + σ2 σ2

σ2 τ 2 + σ2

⊗



1 0 0

0 0 0

0 0 1


(3.19)

where ⊗ represents the Kronecker product operator. This can be further condensed and

generalized into:

ΣC = (τ 2IQ + σ21Q1
T
Q)⊗ diag(1causal)M (3.20)

where Q is the number of studies, M is the number of SNPs, 1Q1
T
Q is the (Q×Q) matrix

of all 1s, IQ is the (Q×Q) identity matrix, and diag(1causal)M is an (M×M) diagonal matrix

whose diagonal entries are given by the (1×M) indicator vector 1causal whose entries m are
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1 if SNP m is causal and 0 otherwise.

As with CAVIAR, the ϵ entries along the diagonal are small numbers to ensure full rank.

Also note that the CAVIAR model is a specific case of this model, in which there is only one

study and thus there is no τ 2 component. The CAVIAR ΣC has the same structure as the

upper left block in the ΣC above, when there are 3 SNPs and τ 2 is set to 0.

The efficient computation properties for the single-study case also apply to the multiple-

study case. In the latter setting, the matrices that need to be inverted are (MQ × MQ)

instead of (M ×M), where M and Q are the number of SNPs in a locus and the number of

studies, respectively. Consequently, in the Woodbury matrix identity equations, U and V are

(MQ×KQ) and (KQ×MQ), respectively, where K << M is the number of causal SNPs,

and the matrix given by the Woodbury identity is (KQ × KQ). Sylvester’s determinant

identity gives a matrix of this size as well. The computation time is thus reduced from

O(M3Q3) to O(K3Q3).

3.4.5 MsCAVIAR effectively handles low rank LD matrices

The methods described above assume that the Linkage Disequilibrium (LD) matrix is full

rank, in order to invert this matrix in the process of computing the Multivariate Normal

(MVN) likelihood function. In practice, this is often not the case, because SNPs are some-

times in perfect LD. This can even happen when SNPs are not in perfect LD due to many

highly correlated SNPs being a linear function of each other. CAVIAR employs a method

to add a small amount of random noise to the diagonal of the LD matrix to avoid this, but

we found this adjustment to be insufficient to avoid the latter situation when LD matrices

were sufficiently large, especially with blocks of high-LD [68].

Lozano et. al. developed a method for computing the MVN likelihood function when the

LD matrix is low rank [94] . MsCAVIAR implements this method and thereby avoids the

aforementioned low rank issue. We briefly describe the intuition behind the method.

Since the LD matrix Σ is positive semi-definite, it can be eigendecomposed as follows:
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Σ = WΩW T (3.21)

where W is the matrix of eigenvectors, such that the i-th column of W is the i-th

eigenvector of Σ, and Ω is a diagonal matrix that consists of eigenvalues of Σ where the i-th

diagonal element of Σ is the i-th eigenvalue of Σ. Lozano et al. then introduce a new set of

summary statistics S ′ = Ω−1/2W TS which, using some algebra, is shown to have the joint

distribution

S ′ = Ω−1/2W TS ∼ N (0, I +mBΣCB
T ) (3.22)

where I is the identity matrix, m is the number of SNPs, and B = Ω−1/2W T . Since

I + mBΣCB
T is full rank, we can compute the likelihood function for S ′, even when S is

not full rank.

In order to evaluate the likelihood function for our original summary statistics S, we first

transform the original summary statistics S to S ′ via S ′ = Ω−1/2W TS, and then apply the

above procedure to evaluate the likelihood function for S ′. This obviates the need for the ϵ

parameter previously used to ensure full rank in the definition of ΣC , so we now define ΣC

in the single study setting as

ΣC =


0, if i ̸= j or SNP i is not causal.

σ2, if SNP i is causal.

(3.23)

3.4.6 Extending MsCAVIAR to model differing sample sizes

In section 3.4.3, we discussed the MsCAVIAR model, in which the non-centrality parameters

λCmq for SNP m in each study q are drawn around a global mean non-centrality parameter

λCm ∼ N (0, σ2) with variance τ 2, such that λCmq ∼ N (λCm , τ
2). We note that λCm is itself

a function of the non-standardized effect size βm, where λCm = βm

√
N

σe
and βm ∼ N (0, σ2

g).

Thus, λCm and its variance σ are functions of the sample size N . Since the sample size may
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not be consistent across the studies, this λCm is an oversimplification that cannot be used

when different studies have different sample sizes. Below, we show how to model the λCmq

for each study while taking into account possibly different sample sizes.

We will again draw the qth study’s non-centrality parameter for variant m according to

this model. Each study q has its own sample size Nq and environmental component σeq , and

we draw it with heterogeneity parameter τ 2 as previously defined, so

λCmq ∼ N (
βm

σeq

√
Nq, τ

2) (3.24)

We will now operate under the standard assumption that the trait has unit variance and

variance explained by any particular SNP is small, thus σe ≈ 1.

Σ = WΩW T (3.25)

Using our previous definition for a single study, we now have

Λ|C ∼ N (0,ΣC) (3.26)

where

ΣC =


0, if i ̸= j or SNP i is not causal.

σ2, if SNP i is causal.

(3.27)

We now define σ2 more formally to be σ2
gNq for the qth study, in the single study setting.

In the multiple study setting, when we consider our matrix
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ΣC =

τ
2 + σ2 σ2

σ2 τ 2 + σ2

⊗



1 0 0

0 0 0

0 0 1


(3.28)

the σ2 along the diagonal is defined identically to the precise single study definition;

however, when modeling multiple studies, this adjustment changes the covariance between

causal variant for two studies. We now define σ2 =
√

Nq1

√
Nq2σ

2
g for two studies q1 and q2

with population sizes Nq1 and Nq2. Note that if two studies have the same population size

N , we get the original definition of σ2 =
√
N
√
Nσ2

g = Nσ2
g .

3.4.7 Effective parameter setting in practice

Traditionally, the effect size β ∼ N (0, σ2
g) would be derived as a notion of the per-snp

heritability. Here we do not define σ2
g as such, but rather treat it as an abstraction: we

avoid making any assumptions on how heritable the given trait is and how that heritability

is partitioned between loci. The way we set this parameter in practice is as a parameter

for statistical power. If study q1 has the smallest sample size, we set this value such that

σ = σ2
gNq1 = 5.2 for all variants. This value corresponds to the traditional genome-wide

significant z-score of 5.2, for which the two-sided Wald test p-value is 5 × 10−8, which is

considered significant by (conservatively) correcting for multiple testing [117]. Then the

NCP for variant m in the corresponding study q1 is λCq1,m ∼ N (5.2, τ 2). For another study

q2 with larger sample size, its NCP is drawn as λCq2,m ∼ N (5.2
√

Nq2

Nq1
, τ 2).

This value of σ2
g may not represent the actual heritability partitioning, but we set the

parameter this way in our method for the practical purpose of giving MsCAVIAR power to

fine map borderline significant variants in the smallest study. Similarly, we set τ 2 = 0.52

by default, e.g. 10% of the value of σ = σ2
gNq1, with the value chosen to give power to

detect both small and large amounts of heterogeneity. We empirically observed that small
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misspecifications in the heterogeneity parameter do not have a substantial adverse effect (see

Fig 3.6).
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CHAPTER 4

Comprehensive analysis of pan-cancer determinants of

somatic mutational burden with implications for

survival

4.1 Introduction

Cancer is a disease caused by germline polymorphisms, somatic alterations, and the interac-

tion of the two, and the genetic architecture of cancer has been extensively studied through

both lenses [24, 40, 47, 58, 79, 122, 123]. Previous work has elucidated familial cancer risk

genes through linkage studies (e.g. BRCA1, BRCA2) as well as the polygenic, common vari-

ant contribution to cancer susceptibility through GWAS [12, 23, 38, 54, 61, 78, 82, 103, 162].

Separately, the role of somatic cancer drivers has been explored through large-scale tu-

mor sequencing efforts [8, 57, 89, 102, 128, 161]. Through these efforts, individual so-

matic single nucleotide variants (SNVs) as well as the accumulation of somatic SNVs,

tumor mutational burden (TMB), have been shown to be highly variable between cancer

types [3, 21, 138, 170]. Additionally, increased TMB has also been linked to exogenous

factors such as tobacco smoke as well as endogenous defects in DNA mismatch repair and

DNA replication [40, 44, 77, 143, 159]. Recently, TMB has been shown to have a parabolic

relationship with overall survival (OS) with patients at the extrema fairing better than

patients with intermediate-range TMB [130]. It has also been identified as a biomarker

for immune checkpoint inhibitor (ICI) response, likely through the generation of neoanti-

gens [19, 21, 55, 132, 141, 150]. Somatic copy number variants (CNVs) have been separately

linked with cancer outcomes, with focal somatic CNVs linked to proliferation while arm-
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level and chromosome-level aneuploidy were correlated with immune evasion [34]. While

substantial work has been done to understand the genetic underpinning of cancer, limited

work has explored the interplay between germline variants and somatic burden. Here, we

explore the impact of clinical features and polygenic germline features on TMB and somatic

copy number burden (CNB), as well as their downstream influence on patient survival.

Both patient demographics and germline/host variation has been previously shown to

correlate with somatic burden and patient outcomes [29, 30, 31, 35, 41, 64, 86, 87, 148]. Age

and sex have been linked to the somatic landscape of tumors, this includes both mutational

signature and somatic burden. These findings suggest that patient level biological factors

shape tumor evolution such as through declining DNA damage repair which is associated

with increased age [67]. Others have explored the impact of the tumor biopsy site (primary

versus metastatic) on TMB and CNB measurements and found a higher mutational load

in metastatic sites [9, 66, 135, 145, 173]. In addition to these clinical features, researchers

have identified polygenic risk scores (PRS) associated with a number of cancer related phe-

notypes [90, 124, 148]. This includes somatic mutational signature which may indicate a

germline influence on hormone regulation and immune response within cancer [90]. PRS

have also been associated with cancer subtypes, and this association may reflect how de-

pendent the cancer subtype is on an underlying germline background [124]. Lastly, there

have been associations between PRS and TMB, which along with the paper’s other findings,

presents evidence of a polygenic architecture of TMB [148].

While previous studies have shown that clinical and germline features influence the so-

matic profile of tumors, the scope of these discoveries was limited. A particular challenge is

the fact that the largest public cohort of germline and somatic data, The Cancer Genome

Atlas (TCGA), exhibits systematic technical/batch effects for both the germline and somatic

assays, which can lead to spurious associations [16, 28, 81, 127]. Moreover, TCGA samples

were largely collected prior to the “immunotherapy era” and thus cannot be linked directly

to immunotherapy outcomes. While clinical sequencing of tumors has become common and

led to large pan-cancer cohorts, genome-wide germline genotyping is rarely collected for the
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same patients [4, 26]. Ultimately, TCGA, now over a decade old, remains one of the few

cancer cohorts mined for germline-somatic associations to date.

In this study, we generated a large germline-somatic cohort with ¿23,000 patients of Eu-

ropean ancestry spanning 17 common cancers, including 1,415 treated with immunotherapy

(IO). We then explored the impact of clinical features and polygenic germline features on

TMB and CNB. We identified dozens significant associations, many of which were novel

findings. Using 11,973 patients with treatment and survival data available, we showed that

TMB/CNB as well as clinical features were associated with OS. In addition, we implicated

four fine-scale genetic ancestry associations with OS in immunotherapy naive (non-IO) pa-

tients as well as one ancestry-TMB interaction effect. Separately in IO recipients, interaction

analyses identified modifiers of PRS effect on CNB and TMB. Overall, we established that

clinical features, fine-scale genetic ancestry and PRS shape the somatic landscape both pan-

cancer and within specific cancers with implications for survival.

4.2 Results

4.2.1 Data overview

We investigated the impact of clinical and polygenic germline features on the burden of

somatic alterations in two independent pan-cancer cohorts leveraging targeted tumor se-

quencing of > 23, 000 patients. The two cohorts come from different institutional settings

which utilized different sequencing platforms, somatic variant calling pipelines, and had vary-

ing availability of clinical features; both cohorts, however, were processed using the same

bioinformatics pipeline for off-target imputation and analysis (Fig 4.1 sub-figure A).

The primary cohort, Profile, consisted of tumors sequenced during the course of routine

care at Dana-Farber Cancer Institute and had extensive availability of clinical features. Each

tumor was sequenced on one of three versions of the OncoPanel platform which targeted

275, 300, and 447 genes [52]. We restricted the sample to those with European ancestry

(see Fig 4.2 sub-figures A and C). From this subset of samples, we removed individuals with
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Figure 4.1: Overview of pipeline and cohorts. (A) Flowchart outlining the bioinfor-
matics pipeline for off-target imputation and analysis. Each germline, clinical, and somatic
feature is color coded according to their purpose: outcomes (blue), independent variables
(green), and covariates (red). (B) Distribution of somatic burden pan-cancer for both co-
horts, Profile (red) and Tempus (blue). Tumor mutational burden (TMB) is shown on top
and copy number burden (CNB) is depicted in the bottom panel. (C) Final sample sizes for
each cancer as well as pan-cancer in Profile and Tempus with a separate column for Tempus
normal samples.

microsatellite instability and selected the 17 largest cancers with 300 or more patients for a

total of 13, 131 tumors (Fig 4.1 sub-figure C).

The other cohort explored, Tempus, was generated in a commercial setting and contained

tumors originating from multiple institutions. Tumors were sequenced on the Tempus xT

next generation sequencing platform on one of three panel versions which targeted 595, 596,

and 648 genes, respectively [10]. As part of its genomic profiling, Tempus collected normal-

matched samples to improve the accuracy of somatic calling as shown in Fig 4.3 [10, 72].

Due to the impact of normal-matching samples on somatic calling and our non-standard

imputation process, we separately evaluated the associations in Tempus using tumor and

normal samples and reported any inconsistencies. Using the same protocol for inclusion

(European ancestry and microsatellite stability; see Fig 4.2 sub-figures B and D), we selected

14 cancers with 200 or more individuals in a de-identified genomic database from Tempus,

resulting in 10, 294 tumors, 78% of which have a normal-matching sample (Fig 4.1 sub-figure

C).
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Figure 4.2: Continental ancestry and European subset. (A) Inferred continental an-
cestry in Profile, color coded by self-reported race. We restrict the analyses to individuals
within two standard deviations of the mean inferred ancestry of self-reported white individ-
uals with the boundaries shown by the black rectangle. (B) Inferred continental ancestry
of Tempus tumor samples, color coded by self-reported race. A black rectangle shows the
bounds of our cohort which was restricted to individuals within two standard deviations
of the mean inferred ancestry of self-reported white individuals. The correlation coefficient
between the tumor samples and the normal samples inferred ancestry is indicated in the
top-right corner. (C) Zoomed in plot of the black rectangle in sub-figure A of Profile. (D)
Zoomed in plot of Tempus black rectangle which captures European ancestry in sub-figure
B.

We defined two measures of somatic burden (Fig 4.1 sub-figure B): (1) the total number

of somatic single nucleotide variants (SNVs), which we call “TMB” for tumor mutational

burden; (2) the total number of deep somatic copy number gains or losses, which we call

“CNB” for copy number burden. In the Profile cohort, where more detailed copy number

calling was available, we additionally explored a definition of CNB based on all gains or

losses (rather than just deep events) which we call “All CNB”. All somatic burdens were

quantile normalized to adjust for their highly skewed distributions. Lastly, we created a

binary variable “TMB-H” in addition to the continuous TMB phenotype, indicating whether

a patient has TMB ≥ 10; this feature was based on the biomarker threshold for immune

checkpoint inhibitor therapy [99, 100].
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Figure 4.3: Impact of normal-match samples on estimating TMB. For each cancer
in Tempus, we compared the distribution of TMB for individuals with a normal-matching
sample (red) to those with only a tumor sample sequenced (blue).

A by-product of targeted panel sequencing is an abundance of off-target reads, which we

utilized alongside the on-target reads to impute common germline variants from the 1000

Genomes Project haplotype reference panel (see Methods) [1]. With the imputed germline

variants and somatic outcomes called for each individual, we were also able to analyze the

polygenic impact of germline variants on TMB and CNB through PRS and fine-scale genetic

ancestry.

4.2.2 Somatic burden is associated with clinical features

We first explored the association of TMB and CNB with a joint model of the broad demo-

graphic features age, sex, and metastatic status in cancer-specific and pan-cancer analyses to

both provide a positive control and to explore these associations in a large, modern cohort.

In total, we identified 42 significant associations in the Profile cohort at p < 0.05 after Bon-

ferroni correction for multiple tests within each feature, 11 of which have been previously

reported in TCGA (Table 4.1). We were able to test 26 of the 42 significant associations
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Figure 4.4: Clinical features are associated with TMB. (A) Forest plot of the age -
TMB beta and the 95% confidence interval for each cancer and pan-cancer meta-analysis. (*
- nominal significance; *** - Bonferroni significance; ** - significant meta-analysis) (B) Bar
graph indicating the proportion of individuals with TMB-H (TMB ≥ 10) pan-cancer by age
quintile. Significant odds ratios and their p-values are included. (C) Bar graph showing the
proportion of TMB-H patients pan-cancer, stratified by sex with the corresponding significant
odds ratio and p-value. (D) Bar graph of proportion of TMB-H split by metastatic status
with the significant odds ratio and p-value included.

in the Tempus cohort (as there were sufficient samples for the cancer type and feature), of

which 15 were nominally significant (enrichment test p = 1.39 × 10−13) with 9 of the 26

remaining significant after Bonferroni correction.

We observed multiple highly significant associations between age at diagnosis and in-

creased TMB across multiple cancer types in both cohorts. In the pan-cancer meta-analysis,

increased age was highly significantly associated with increased TMB in both cohorts (Pro-

file: β = 0.007, p = 3.68 × 10−25, Tempus: β = 0.006, p = 2.43 × 10−14; Fig 4.4 sub-figure

A). We note that while the effect was extremely significant, the effect size in both cohorts

indicated only a small increase in the normalized TMB with each additional year. Within
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individual cancers, we observed ten significant associations in Profile. For the 8 out of 10

cancer types that were also present in Tempus, 7 out of 8 of the age - TMB associations

were nominally significant, of which three remained significant after Bonferroni correction

(Fig 4.4 sub-figure A). Five of the per-cancer age - TMB associations were novel findings

without prior evidence in the literature; we tested 4 out of 5 in Tempus and found three were

significantly associated (Table 4.1).Overall, older age has long been linked with cancer and

more somatic mutations, both pan-cancer and in individual cancers [3, 21, 87]. In fact, of

the cancers testable in both cohorts, only three (endometrial cancer, glioma, and pancreatic

cancer) did not exhibit at least a nominal positive association between age and TMB.

We observed positive but generally weaker associations between age and CNB in both

cohorts. In the pan-cancer meta-analysis, older patients had more somatic CNVs in both

cohorts (Profile: β = 0.003, p = 4.21 × 10−4, Tempus: β = 0.002, p = 4.33 × 10−2).

Additionally, age was significantly associated with CNB in five cancer types in the Profile

cohort with the positive associations in glioma and ovarian cancer also present in the Tempus

cohort. As CNB based only on deep events has not been previously explored, all five findings

were novel. When considering the alternative definition of somatic CNV burden (All CNB)

the results were consistent with the primary, deep event-based definition, and have been

previously reported (Table 4.1) [86].

Interestingly, we generally observed a protected effect of female sex for TMB and CNB,

but had conflicting significant results in the pan-cancer sex - CNB association across the two

cohorts. For sex - TMB, the well established protective effect in melanoma was significant

in both cohorts (Profile: β = −0.295, p = 1.44 × 10−4; Tempus: β = −0.374, p = 2.77 ×

10−4) [59, 137]. However, the previously reported pan-cancer protective effect of female

sex was not significant in Profile but was significantly associated in Tempus (Profile: β =

−0.034,p = 8.45 × 10−2; Tempus: β = −0.050, p = 2.16 × 10−2). In the pan-cancer sex -

CNB meta-analysis, female sex was significantly associated with lower CNB in the Profile

cohort (β = −0.059, p = 4.04 × 10−3), whereas the association was significant but in the

opposite direction in the Tempus cohort (β = 0.111, p = 1.76 × 10−6); this difference in
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direction of effect is likely due to cohort heterogeneity (see Discussion). Within individual

cancers, we identified a significant association in esophagogastric cancer between both sex

- CNB and sex - All CNB. While the CNB discovery is novel, the All CNB discovery was

previously reported (Table 4.1) [86].

Metastatic status was significantly associated with increased CNB and TMB pan-cancer

for all three definitions of somatic burden (metastatic - TMB β = 0.059, p = 2.55 × 10−3;

metastatic - CNB β = 0.164, p = 7.17 × 10−16; metastatic - All CNB β = 0.200, p =

1.73 × 10−26). While the metastatic - TMB and metastatic - CNB associations were both

tested in Tempus, only the metastatic - TMB association was significant in the tumor sample

(β = 0.045, p = 3.13 × 10−2) but not in the normal sample (p = 7.32 × 10−2). We note,

however, that in Profile, metastasis is defined based on the biopsy site whereas in Tempus

metastasis is defined based on the disease stage even when the primary tumor was sequenced

(see Methods). Within cancers, we observed two significant metastatic - TMB associations

(breast carcinoma and non-small cell lung cancer), with the association in breast carcinoma

being nominally significant in the Tempus cohort (Profile: β = 0.171, p = 9.15 × 10−4;

Tempus: β = 0.119, p = 3.44× 10−2). We also observed four cancers with metastatic - CNB

associations and six metastatic - All CNB associations. Overall, our findings indicate that

metastatic status is correlated with a higher mutational load and that this association was

a result of the tumor site itself. This is to say, it is not a function of disease stage because

the Tempus indicator for advanced stage/metastatic cancer did not reflect these significant

findings [135].

Finally, we conducted additional analyses of the significant age - TMB, sex - TMB, and

metastatic - TMB associations using a logistic regression to test if the clinically relevant

indicator TMB-H (TMB ≥ 10) was also associated with the clinical feature. We found that

pan-cancer, all three clinical features were significantly associated with TMB-H, with the sex

and age associations significant in both cohorts (Fig 4.4 sub-figure C and D). For example,

we observed 1.66 times the odds of TMB-H for patients 72-98 years of age compared to

those aged 18-50 (the two quantile extrema) with a significant increase also observed in
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Tempus (Fig 4.4 sub-figure B). Interestingly, while both increased age and male sex are

associated with an increased probability of having TMB-H, age was more impactful. An

older woman (age 72-97) would have a 12% probability of qualifying for immunotherapy

based on the TMB-H threshold in Profile and a 17% probability in Tempus while a young

man (age 18-50), would have a 6% and 15% probability, respectively. This is a 55% decrease

in Profile and a 17% decrease in Tempus. In addition to the pan-cancer discoveries, we

analyzed the seven significant individual cancer age - TMB associations. We observed three

cancers with a significant age - TMB-H association in Profile with the melanoma and soft

tissue sarcoma associations also significant in Tempus. We also analyzed the sex - TMB

association in melanoma and observed female sex was protective for TMB-H in both cohorts

(Profile: OR = 0.52, p = 2.96 × 10−4; Tempus: OR = 0.47, p = 9.04 × 10−4). Overall, our

findings indicate that sex and age have a clinically meaningful association with TMB and to

a lesser extent CNB across multiple cancer types in both tested cohorts.

4.2.3 Fine-scale European ancestry influences somatic burden

We next explored the association of TMB and CNB with fine-scale genetic ancestry within the

European population, focusing on Northwest/Southeast Europe (NW-SE) as a continuous

cline and Ashkenazi/non-Ashkenazi Jewish (AJ-non AJ) ancestry as a dichotomous feature

(see Methods; Fig 4.5 sub-figure A). We note that while ancestry was estimated based on

germline variation, it additionally reflects lifestyle and other non-genetic factors relevant to

cancer risk, all of which may influence the accumulation of somatic events. To our knowledge,

this is the first examination of fine-scale genetic ancestry on somatic burden.

When considering increased Southeast European ancestry (SE) along the NW-SE cline,

we generally observed an increase in TMB in Profile while Tempus generally lacked sufficient

power for discovery. In the pan-cancer meta-analysis, we observed increased SE was signifi-

cantly associated with increased TMB in both cohorts (Profile: β = 0.107, p = 5.8× 10−35;

Tempus: β = 0.025, p = 6.74 × 10−3). However, we did not observe a significant effect

in the Tempus normal sample likely due to a further decrease in sample size and the nor-
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Figure 4.5: Fine scale ancestry is associated with TMB. (A) Inferred European an-
cestry in Profile, color coded by self-reported religion: Jewish religion (red), non-Jewish
religion (blue), and unknown religious status (green). The x-axis represents the Northwest-
Southeastern cline and the y-axis indicates non-Ashkenazi Jewish versus Ashkenazi Jewish
(AJ) ancestry with a vertical line at y = 1.0 × 10−8 indicating the dichotomous variable
threshold. (B) Inferred European ancestry in Tempus, with all points shown in green as
religion is unknown. The x-axis, y-axis and indicator variable threshold are identical to sub-
figure (A). (C) Forest plots of the two ancestry-TMB associations with the beta and the 95%
confidence interval for each cancer and a pan-cancer meta-analysis for Profile (grey) and Tem-
pus (gold). The left panel shows the AJ indicator results, and the Northwest-Southeastern
cline results are in the right panel. (* - nominal significance; *** - Bonferroni significance;
** - significant meta-analysis). (D) Bar graph indicating the proportion of individuals with
TMB-H (TMB ≥ 10) in non-small cell lung cancer stratified by AJ ancestry with each cohort
in a separate panel. Significant odds ratios and their p-values are included. (E) Violin plot
of TMB in non-small cell lung cancer with Profile in the left panel and Tempus in the right
panel. Each cohort is stratified by AJ ancestry.

mal sample’s own sources of noise (e.g. lower coverage). When considering the effect of

the NW-SE cline on TMB within individual cancers, there were ten significant associations.

While 9 out of 10 cancer types were testable in Tempus, we only saw a nominally significant

effect in ovarian cancer (p = 1.3 × 10−2). For 9 out of 10 significant discoveries in Profile

and the significant pan-cancer association, we observed an increase in TMB with increasing
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SE ancestry. Surprisingly, melanoma was the only cancer showing a significant decrease in

TMB with increasing SE ancestry (β = −0.190, p = 3.21×10−5) though this finding was not

observed in Tempus. When we considered the phenotype TMB-H for the two cancers signifi-

cantly associated in both cohorts, we did not observe any significant associations. Lastly, we

report a positive pan-cancer association between increased SE ancestry and increased CNB

in Profile (β = −0.024, p = 6.75 × 10−3), but the finding was not significant in Tempus

(p = 1.94× 10−1).

Turning to AJ ancestry, we observed a significant decrease in TMB relative to individuals

with non-AJ ancestry. In the pan-cancer meta-analysis, the association with lower TMB was

significant in both cohorts (Profile: β = −0.339, p = 3.19 × 10−28, Tempus: β = −0.156,

p = 9.84×10−3) though the smaller normal sample in Tempus was only borderline significant

(p = 5.14×10−2). When considering individual cancers in Profile, there were four significant

associations. Only the significant association in non-small cell lung cancer was testable in the

Tempus cohort (due to having > 10 AJ ancestry individuals), and we observed a significant

association (Profile: β = −0.416, p = 9.77 × 10−10; Tempus: β = −0413, p = 1.61 × 10−5;

Fig 4.5). We then followed up on the AJ-non AJ - TMB association using the TMB-H

indicator; we observed a significantly lower rate of TMB-H in non-small cell lung cancer in

both cohorts for individuals with Ashkenazi Jewish ancestry with comparable effect sizes

(Profile: OR = 0.51, p = 7.38 × 10−3; Tempus: OR = 0.63, p = 3.62 × 10−2; Fig 4.5

sub-figures D and E). There were no significant associations between AJ ancestry and CNB.

While the pan-cancer associations with TMB were observed in both cohorts, generally

the per-cancer associations in Profile were not significant in Tempus. We, however, did find

that the effect directions were consistent for the significant NW-SE cline discoveries (8/9,

p = 2.00×10−2); this same test could not be performed for the dichotomous AJ-non AJ vari-

able due to only one testable association in Tempus. To better understand the inconsistency

in results, we considered differences between the cohorts. Overall, there were a number of

systemic differences (see Discussion and Supplementary Materials; Supplementary Fig-

ures 8-12), but here we focus on ancestry cline specific differences. In Fig 4.5 sub-figure B,
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we observed a much lower density of individuals along the clines in Tempus, with variance

along both clines in Tempus approximately half of the variance in Profile (NW-SE cline ratio

of variances: 0.64, NW-AJ cline ratio of variances: 0.56). As a result only 4 out of 14 cancers

in Tempus met the threshold for inclusion, ten or more individuals with Ashkenazi ancestry,

for the AJ-non AJ analyses. While this was not the case with the NW-SE cline as it is

continuous, there was a noticeable NW mode. These variance differences in the independent

variable coupled with overall differences between the cohorts limits statistical power.

4.2.4 Germline polygenic risk scores are associated with somatic burden

Figure 4.6: Polygenic risk scores are associated with somatic burden. Forest plots
showing the estimated effect size and the 95% confidence interval in each sub-figure. All
sub-figures are stratified by cohort with Profile on the left and Tempus on the right. Tu-
mor samples are in blue and normal samples in red. (* indicates nominal significance; **
shows Bonferroni significance; ** represents a significant meta-analysis) (A) Forest plot of
Cigarettes Per Day PRS - TMB associations (B) Forest plot of Years of Education PRS -
TMB associations (C) Forest plot of Autoimmune Disease PRS - All CNB associations.

We next examined the germline influence on somatic burden through polygenic risk

scores (PRS). There are numerous known cancer risk factors, many of which have a genetic

underpinning and some of which directly induce somatic mutations; with this in mind, we

88



selected 14 relevant phenotypes, including cigarettes per day, autoimmune disease diagnosis,

and ease of tanning from publicly available GWAS to identify PRS associated with TMB and

CNB [88, 93, 107, 108, 121, 133, 136, 171]. We used a pruning and thresholding approach

to construct eight PRS per phenotype and then conducted an association test between each

PRS and TMB and CNB in the Profile cohort [166]. For each PRS, the most significant

PRS threshold was selected and then brought forward for testing in the Tempus cohort.

We began with an exploration of the associations between PRS and TMB where we

identified nine significant discoveries. There were three pan-cancer associations in Profile:

smoking (cigarettes per day), educational attainment (years of education), and white blood

cell count. Of these, the PRS for cigarettes per day was also significant and positively

associated with TMB in the Tempus cohort (Profile: β = 0.028, p = 1.06 × 10−3; Tempus:

β = 0.019, p = 4.67× 10−2; Fig 4.6). We tested individual cancers separately and identified

six significant PRS - TMB associations of which three were also significant in Tempus:

smoking (cigarettes per day) and education attainment (years of education) in non-small

cell lung cancer and ease of tanning in melanoma. Of the PRS - TMB findings reported,

only the pan-cancer education attainment discovery has previously been reported in TCGA

(Table 4.1) [148].

We next sought to estimate the causal effect of cigarettes per day on the number of

somatic mutations using a Mendelian Randomization approach with the raw (unnormalized)

TMB phenotype (see Methods). Within non-small cell lung cancer, every ten additional

cigarettes resulted in almost two additional somatic mutations (β = 1.88, p = 7.00 × 10−3)

while the pan-cancer regression was not significant (β = 0.26, p = 4.35× 10−1). In addition,

we similarly explored the causal effect of tanning ability and observed that a limited ability

to tan (relative to the ability to tan well/moderately well) resulted in over twelve additional

somatic mutations (β = 12.68, p = 1.07× 10−3).

Another significant discovery was the educational attainment (EA) PRS which was as-

sociated with lower TMB both in non-small cell lung cancer and pan-cancer. The pan-

cancer association has been previously reported but was not significant in Tempus (Profile:
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β = −0.028, p = 1.37 × 10−3; Tempus: β = −0.018, p = 6.99 × 10−2, Table 4.1) [148].

The effect in non-small cell lung cancer, however, was significant in both cohorts (Profile:

β = −0.065, p = 1.35 × 10−3; Tempus: β = −0.056, p = 1.15 × 10−2). In order to deter-

mine whether the genetic effect was mediated by a direct measure of EA, we re-evaluated

the EA PRS - TMB association in non-small cell lung cancer and included an indicator for

graduating college. In this model, the decrease in TMB was significantly associated with

graduating college and was no longer associated with the EA PRS. When considering the

phenotype TMB-H, the EA PRS association was not significant in Profile (p = 3.16× 10−1),

in fact only the tanning PRS in Melanoma was significantly associated with TMB-H in Pro-

file (OR = 1.37, p = 9.28 × 10−4), but it was not significant in Tempus (p = 2.19 × 10−1).

However, when we considered the association between graduating college and TMB-H with-

out including the EA PRS, the effect was significant (OR = 0.708, p = 8.19 × 10−3). To

place this in context, this means that a 66 year old man with a primary tumor (and all other

covariates set to the mean value) who did not graduate college has a 15% probability of

qualifying for immunotherapy based on the TMB-H threshold while that same man would

have a 25% decrease in probability had he graduated from college. While in this scenario

the man who did not graduate college was more likely to qualify for immunotherapy, we

note that lower socioeconomic status (including lower levels of education) are negatively cor-

related with cancer prognosis and aggressiveness in cancer treatment [164]. We, therefore,

decided to directly test whether graduating college influenced TMB both within individual

cancers as well as pan-cancer. We observed a significant effect both pan-cancer (β = −0.084,

p = 1.20 × 10−5) and in two individual cancers (non-small cell lung cancer: β = −0.261,

p = 1.50× 10−9; cancer of unknown primary: β = 0.263, p = 2.96× 10−3). However, when

we considered the phenotype TMB-H, only the effect in non-small cell lung cancer (as shown

above) was significant.

Turning to CNB, we identified only a single association in Profile, EA PRS in melanoma,

which was not significant in the Tempus cohort. For All CNB, there were six significant

associations though they could not be tested in Tempus (differing CNB definitions). We
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note that all findings are novel and highlight the positive effect size of the autoimmune

disease PRS on All CNB for both non-hodgkin’s lymphoma and pan-cancer which may

indicate interesting biology, since previous work has also linked autoimmune disease and

cancer (Fig 4.6) [43, 53]. Finally, we conducted a meta-analysis of three cohorts, the two

main cohorts presented here and TCGA (see below and Methods). We concluded with this

analysis to explore whether there was evidence of polygenic germline influences via PRS on

TMB and CNB that the current sample sizes were ill-powered to identify. In total, we found

19 significant PRS associations (p < 3.57× 10−3) with two significant associations for PRS

- CNB, four for PRS - All CNB, and 13 for PRS - TMB. Of these associations, seven were

significant in Profile after Bonferroni correction. The other 12 findings were only discovered

via the meta-analysis which implies that further exploration in larger cohorts is warranted.

4.2.5 Germline and somatic variants jointly impact overall survival

Figure 4.7: Somatic burden is associated with overall survival. Forest plots showing
the estimated effect size and the 95% confidence interval of somatic burden both immunother-
apy (IO) patients and non-IO patients. Each sub-figure corresponds to a different somatic
burden definition, and within each panel, IO patients are blue and non-IO patients are green.
(A) All CNB - OS association (B) CNB - OS association (C) TMB - OS association.
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Figure 4.8: Clinical features are associated with overall survival. Forest plots show-
ing the estimated effect size and the 95% confidence interval of clinical features for both
immunotherapy (IO) patients and non-IO patients. Each sub-figure corresponds to a differ-
ent clinical feature, and within each sub-figures there is a panel for IO patients and one for
non-IO patients. We condition on various somatic burden types and use a unique symbol
for each definition and use color to indicate the significance of the regression (A) Age - OS
association (B) Sex - OS association (C) Metastatic status - OS association.

Previous work has linked both TMB and CNB as well as clinical features with cancer

outcomes [30, 34, 66, 95, 129, 132, 142, 152, 167]. Here, we sought to further investigate

these effects in a large cohort as well as explore the effect of polygenic germline features

on overall survival (OS). We restrict our analyses to the features significantly associated

with TMB and CNB as reported above to reduce the multiple testing correction. We first

analyzed the direct effect of these features on OS and if significant, tested whether the

effect on OS was mediated by TMB or CNB. We also tested all features for whether the

features and somatic burden had an interaction effect on OS. These analyses were restricted

to 11,973 patients from the Profile cohort who had treatment and survival measurements

92



Figure 4.9: Ashkenazi Jewish ancestry is associated with overall survival. Forest
plots showing the effect size and 95% confidence interval of Ashkenazi Jewish ancestry for
both immunotherapy (IO) patients and non-IO patients. We include the estimate with and
without conditioning on tumor mutational burden (TMB).

readily available. These patients were treated at Dana-Farber Cancer Institute and 1,415 of

these patients were immunotherapy recipients (IO) while the remaining 10,558 patients were

immunotherapy naive (non-IO).

We first explored the influence of TMB and CNB on OS which both confirmed previous

findings in a large cohort as well as explored additional cancers. When we considered only

IO recipients, we observed a pan-cancer protective effect of TMB on OS (HR = 0.903,

p = 6.61 × 10−3) while there was no relationship between CNB and OS or All CNB and

OS. When considering individual cancers only melanoma had a significant protective effect

(HR = 0.675; p = 2.94×10−3) though the effect in non-small cell lung cancer was nominally

significant (HR = 0.878, p = 2.19 × 10−2). We then considered the effect of TMB-H

on OS where we observed an even stronger pan-cancer protective effect for IO recipients

(HR = 0.650, p = 2.99 × 10−4) as well as a protective effect of in melanoma (HR = 0.585,

p = 2.92 × 10−2) and non-small cell lung cancer (HR = 0.626, p = 4.76 × 10−3). We

then analyzed the non-IO patients and saw that both TMB and CNB were associated with
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increased risk (TMB - OS: HR = 1.068, p = 1.52 × 10−6; CNB - OS: HR = 1.170, p =

5.19 × 10−31; All CNB - OS: HR = 1.180, p = 1.63 × 10−30; Fig 4.7). When considering

individual cancers, there were 19 significant associations: five TMB - OS, six CNB - OS,

and eight All CNB - OS. The vast majority of these significant associations aligned with the

pan-cancer results and showed somatic burden conferred increased risk. The one exception

was in endometrial cancer which indicated increased TMB had a protective effect on OS

(HR = 0.736, p = 4.27 × 10−5). When we considered the phenotype TMB-H, we did

not observe a pan-cancer effect but did see TMB-H was protective in endometrial cancer

(HR = 0.374, p = 2.7510−3).

We then turned to the clinical features significantly associated with TMB or CNB in order

to determine how they influence OS as well as whether their effects are mediated by TMB or

CNB. We began with a positive control and saw that consistent with prior work, age, male

sex and metastatic status were associated with poorer survival within multiple individual

cancers as well as pan-cancer [30, 95, 129, 149, 152]. This is true for both IO recipients (age

- OS: HR = 1.010, p = 1.21 × 10−3, sex - OS: HR = 0.810, p = 5.46 × 10−3; metastatic -

OS: HR = 1.173, p = 3.09 × 10−2; Fig 4.8) and non-IO patients (age - OS: HR = 1.017,

p = 7.50 × 10−49; sex - OS: HR = 0.843, p = 8.23 × 10−8; metastatic - OS: HR = 1.969,

p = 2.17× 10−109; Fig 4.8). The one exception was ovarian cancer, where increased age was

significantly protective for IO recipients (HR = 0.945, p = 1.08 × 10−3). We then tested

these associations conditioned on the effect of TMB and CNB separately and did not observe

a mediating effect indicating that while increased age, male sex and metastatic tumor sites

were associated with increased somatic burden, these clinical features have an association

with OS independent of their relationship with TMB or CNB. In fact, when we consider the

age - OS association amongst IO recipients, we saw the effect size was consistent but the

association signal was more significant (age - OS (no somatic burden covariate): HR = 1.010,

p = 1.21×10−3; controlling for All CNB: HR = 1.011, p = 6.62×10−4; controlling for CNB:

HR = 1.011, p = 9.26 × 10−4; controlling for TMB: HR = 1.012, p = 2.26 × 10−4).

Lastly, in addition to controlling for somatic burden, we tested a number of other sources
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of confounding on the protective effect of age in ovarian cancer amongst IO recipients. We

saw it remained after controlling for the cancer subtype (HR = 0.957, p = 3.0 × 10−2). It

was also still significant after accounting for biases from the course of care including: line of

treatment, concurrent treatment with chemotherapy, and whether the patient was sequenced

after treatment began (HR = 0.925, p = 2.5x10−4).

Finally, we considered how the polygenic germline features: PRS and fine-scale ancestry

impacted survival, beginning with IO recipients. We first analyzed their marginal effect

on OS where we observed no significant associations; therefore, we did not test their effect

conditioned on the effect of TMB or CNB. We next tested whether either TMB or CNB

and the polygenic germline features had an interaction effect on OS where we identified

two significant associations. For patients with non-small cell lung cancer, there was an

interaction between TMB and the EA PRS (HR = 0.859, p = 1.13× 10−2). This indicates

that patients with a higher EA PRS and higher TMB fared better though the EA PRS did

not have a significant marginal effect (p = 7.77 × 10−1) and TMB itself had a protective

effect (HR = 0.836, p = 3.02× 10−3). We then included an indicator for graduating college

in the regression where we observed that neither the marginal effects of TMB and EA PRS

nor the interaction effect between TMB and EA PRS were significantly associated with OS

(TMB: p = 1.70 × 10−1; EA PRS: p = 9.44 × 10−1; interaction effect: p = 3.38 × 10−1)

while the indicator for college was significantly associated (HR = 0.656, p = 7.42 × 10−3).

The other significant interaction effect in IO patients was observed in melanoma where

there was a protective interaction between higher All CNB and increased polygenic risk of

developing lung cancer amongst smokers (HR = 0.718, p = 8.74 × 10−3). While neither

All CNB nor the PRS had a marginal effect on OS, this interaction indicates patients with

higher somatic CNV burden and a higher PRS fare better than the baseline. This means

that while CNB correlates with immune evasion which itself is linked with cancer outcomes,

there may also be underlying germline factors interacting with CNB which has a protective

influence on survival [34, 154]. In order to determine whether the risk was related to the

genetic risk of smoking, we re-analyzed the association but included the cigarettes per day
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PRS as an independent variable. We observed no mediating effect of the genetic liability of

cigarettes per day (p = 4.34 × 10−1; interaction between All CNB and PRS: HR = 0.730,

p = 1.30 × 10−2) which implies the interaction is not due to the genetic risk of smoking

cigarettes directly but rather the genetic risk of developing lung cancer.

We now conclude with the PRS and fine-scale ancestry associations with survival in non-

IO patients. When considering their marginal effect, we observed a significant protective

effect of Ashkenazi Jewish (AJ) ancestry in two individual cancers as well as pan-cancer (non-

small cell lung cancer: HR = 0.719, p = 3.47×10−3; leukemia: HR = 0.343, p = 3.40×10−3;

pan-cancer: HR = 0.831, p = 1.93×10−4;Fig 4.9). We then tested whether these associations

were mediated by TMB but found all three effects of AJ ancestry remained significant (non-

small cell lung cancer: p = 1.52 × 10−2; leukemia: p = 1.51 × 10−2; pan-cancer: p =

9.89 × 10−4). We also observed that increased Southeastern (SE) European ancestry was

significantly protective in head and neck carcinoma (HR = 0.634, p = 1.04× 10−3) and that

this effect remained significant after controlling for TMB (p = 6.09× 10−4). We then tested

for significant interaction effects between TMB or CNB and polygenic germline features

and observed one significant effect in non-IO patients. In pancreatic cancer, there was a

protective interaction between increased SE ancestry and increased TMB (HR = 0.860,

p = 4.30 × 10−2). This interaction indicates that while alone SE ancestry is protective and

increased TMB is associated with poorer outcomes, when a patient has more SE ancestry

and higher TMB, some of the negative effect of high TMB is mitigated.

4.2.6 Comparison of our findings to discoveries reported in TCGA

We next examined the cross replication of the 26 novel TMB and CNB associations testable

in The Cancer Genome Atlas (TCGA) as well as 24 previously reported findings, 12 of

the 24 were significant discoveries in Profile (Table 4.1). As our analysis pipeline differs

from previous work, we re-analyzed the previous discoveries. In particular, our analysis

pipeline, unlike previous work is restricted to patients with European ancestry and who

were microsatellite stable to prevent confounding by continental ancestry and race based
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Figure 4.10: Genetic ancestry in TCGA. (A) Inferred continental ancestry in TCGA,
color coded by self-reported race. We restrict the analyses to individuals within two standard
deviations of the mean inferred ancestry of self-reported white individuals with the bound-
aries shown by the black rectangle. (B) Zoomed in plot of the black rectangle in sub-figure
A of TCGA. (C) Inferred European ancestry in TCGA, color coded by self-reported religion:
Jewish religion (red), non-Jewish religion (blue), and unknown religious status (green). The
x-axis represents the Northwest-Southeastern cline and the y-axis indicates non-Ashkenazi
Jewish versus Ashkenazi Jewish ancestry.

biases from inequitable access to care as well as spurious associated due to hypermutability.

We were able to replicate 14 out of 24 findings using our pipeline, 9 of which were among

the 12 significant Profile findings. Of the 27 novel discoveries, we were able to replicate 11

nominally with two events being pan-cancer associations, and 5 of the 26 remained significant

after Bonferroni correction. We note that metastatic status, fine-scale ancestry and survival

analyses were not considered. We excluded metastatic status and survival analyses due to

the limited availability of metastatic tumors and survival measurements in TCGA, and we

forgo replicating ancestry discoveries due to TCGA facing the same limitations as Tempus

while also having less than half of the sample size (Fig 4.10).
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4.3 Discussion

In this chapter, we identified numerous novel significant associations between both clinical

and polygenic germline features and both CNB and TMB as well as replicated many results

from previous studies. We observed that age and sex have a strong effect on TMB and a

weaker effect on CNB across many contexts. While metastatic sites resulted in increased

TMB and CNB, this was in a very context specific way and was directly related to the

site sequenced instead of metastases as a function of disease stage as defined in Tempus.

Additionally, we found that fine-scale genetic ancestry was associated with TMB pan-cancer,

both through the Northwest-Southeast European cline and Ashkenazi Jewish ancestry, and

these novel findings warrant further exploration. We additionally observed that smoking

causally increased TMB by approximately one mutation per pack per day and that the

limited ability to tan causally increased TMB by more than 12 mutations. We were also able

to link many of these significantly associated features with overall survival (OS) and found

that while these features were significantly correlated with somatic burden, their effect on

OS was not mediated by TMB or CNB. In addition to the marginal associations, we observed

three interaction effects between germline genetics and somatic burden on OS. These findings

indicate that not only is there a polygenic germline influence on somatic burden, somatic

and germline genetics jointly impact survival.

Our study has multiple limitations. First, heterogeneity between the Profile and Tempus

cohorts resulted in some findings that were specific to one cohort and may not generalize.

To understand what is contributing to cohort heterogeneity, we first considered the distri-

bution of clinical features across cohorts both pan-cancer and for each individual cancer

(Figs 4.11-4.15). When considering the distribution of age and the proportion of female

patients, we observed consistency both pan-cancer and within cancers. When considering

metastatic status, we observe the pan-cancer proportion of metastasis was nearly identical

in the two cohorts while the proportions within cancers was more variable. Setting aside

cancer of unknown primary, some of the difference in metastatic status between cohorts may

be due to sampling bias; however, it is also influenced by how we defined metastatic status
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in the Tempus cohort. This mislabeling of advanced stage primary sites as metastatic would

introduce noise and thereby reduce generalizability. We also considered the difference be-

tween the distributions of tumor purity which impacts both somatic and germline variants.

Low tumor purity indicates a higher proportion of normal cells in the sample. While this has

previously been shown to have a negligible impact on germline imputation, it makes somatic

variant calling more difficult [60, 80]. While Tempus has a lower tumor purity reported, we

note that the availability of normal-match sampling (78% of samples) mitigates the influence

on somatic calling (Supplementary Figure 2) [10].

When considering additional differences in somatic calling, there was discrepancy in how

somatic events were defined. This is due, in part, to the fact that precise quantification of

TMB and CNB remains an open area of research. While the definitions of TMB were likely

comparable phenotypes, CNB was less consistent between cohorts which would therefore

impact consistency in results with the degree of impact depending on the power to detect that

particular effect size (Supplementary Figures 3-5). While our study shows which findings are

generalizable over different calling strategies, consistent phenotype definitions would enable

increased power to discover associations across multiple cohorts.

In addition to the limitations within the study design, there were a number of broader

considerations. We restricted our analyses to European samples due to sample size, so the

generalizability of our findings to cohorts with different ancestral backgrounds is uncertain.

Further work is needed to not only determine what is consistent across genetic ancestries, but

to explore what is distinct, especially as continental ancestry has been linked with molecular

differences within cancers and tissues [20]. Another concern is that patients were primarily

sequenced while receiving treatments that can influence somatic burden, but granular treat-

ment history was largely unavailable in Profile and not at all in Tempus. It is possible that

some of the cohort heterogeneity between Tempus and Profile in addition to the differences

listed above, may also relate to the timing of treatment relative to sequencing as well as

treatment type. This possibility is especially likely due to patients in Profile belonging to

one institution while Tempus patients originate from multiple institutions which may result
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in more heterogeneity in the course of care. Unfortunately, without detailed treatment his-

tory, we are unable to quantify these effects. Another broader concern for immunotherapy

recipients, is that our analyses cannot rule out reverse causation where patients with TMB

< 10 were approved for immunotherapy due to other mitigating circumstances, such as very

advanced stage disease or progression while receiving other therapies. In this case the impact

of TMB-H on OS may be confounded by systemic differences between who is eligible for im-

munotherapy instead of the direct effect of TMB-H. Lastly, we only explored overall survival

and did not consider treatment response or progression free survival as these measurements

were not available.

While we were not the first to explore many of these associations, the vast majority of

previous findings leveraged The Cancer Genome Atlas (TCGA), a moderately large, pub-

licly available cohort. Unfortunately, TCGA, which is now over a decade old, has a number

of known technical artifacts and biases [16, 28, 81, 127]. This, coupled with it being ap-

proximately half of the size of both of the main cohorts and the inherent heterogeneity in

cancer cohorts led us to restricting the scope of our replication efforts in TCGA. Fortu-

nately, the ability to generate cohorts containing germline and somatic calling via off-target

imputation will result in additional “immunotherapy era” cohorts being generated to aid our

understanding of determinants of somatic burden.

With that, the discoveries presented here further uncover host level determinants to the

otherwise largely stochastic process of accumulating somatic variants. By understanding

the influence of host level features on the somatic landscape of tumors and their joint im-

pact on overall survival, we can move towards personalized oncology that has the ability to

treat based on the patient, their tumor, and the interaction between the two. While these

findings highlight this interplay, further work is essentially to understand the clinical impli-

cations. While previous work has indicated that the TMB-H threshold (TMB ≥ 10) may

not be optimal for all cancers, our work indicates that host level factors may also be rele-

vant for setting the TMB-H threshold [106, 146]. Clear statements regarding this, however,

necessitate follow-up studies and clinical trials.
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In future work, we hope to address the limitations stated above as well as explore new

phenotypes. Here, we present associations with somatic burden defined genome-wide, but

it is possible that gene level events or hotspot mutations are also genetically determined

separately from somatic variant burden. Additionally, clonal and subclonal somatic burden

may be influenced differently by clinical and germline genetics which warrants consideration.

Lastly, we hope to consider the effect of individual germline variants through genome-wide

association studies on a number of somatic variant phenotypes.

4.4 Materials and Methods

4.4.1 Description of the Profile Cohort

Patients receiving routine treatment at Dana-Farber Cancer Institute may consent to partic-

ipate in the Profile prospective clinical sequencing effort. Each consented tumor biopsy is as-

sayed on one of three panel versions of the targeted capture platform (OncoPanel). The three

panel versions target 275, 300, and 447 genes, respectively, and all samples must minimally

have 30X coverage for 80% of targets. A clinical bioinformatics pipeline calls all somatic vari-

ation, such as single nucleotide variants and copy number variation which are then reviewed

by Brigham &Women’s Hospital pathologists [52]. We performed germline imputation across

all samples using STITCH imputation software as previously described [33, 60]. Germline

variants were restricted to those with imputation INFO > 0.4 and minor allele frequency

> 0.01. Continental ancestry was computed using imputed dosages and the PLINK2 ‘–score’

function by projecting each sample into the reference PC space generated by SNPweights

tools in HapMap populations of European, West African (Yoruban) and East Asian (Chi-

nese) ancestry (Supplementary Figure 1 sub-figure A) [22, 125]. We calculated the mean and

standard deviation of both PCs for self-reported white individuals and retain all individuals

within two standard deviations of the mean (PC 1: 1.58 × 10−8(+/ − 1.05 × 10−9), PC2:

−8.14× 10−9(+/− 2.32× 10−9)). We then further restricted to 17 cancers with 300 or more

microsatellite stable (MSS) patients for a total of 13, 131 individuals (Figure 1 sub-figure
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C, Supplementary Figure 1 sub-figure C). Samples were selected and sequenced from pa-

tients who were consented under institutional review board (IRB) approved protocol 11-104

from the Dana-Farber/Partners Cancer Care Office for the Protection of Research Subjects.

Written informed consent was obtained from participants prior to inclusion in this study.

Secondary analyses of previously collected data were performed with approval from the

Dana-Farber IRB (DFCI IRB protocol 19-033 and 19-025; waiver of HIPAA authorization

approved for both protocols).

4.4.2 Description of the Tempus Cohort

A second independent cohort was generated using a representative population selected from

the Tempus genomic database. Each sample was sequenced on one of the three panel versions

of the targeted Tempus xT next-generation sequencing platform which respectively target

the exons of 595, 596, and 648 genes [10]. The germline imputation and continental ancestry

projections were performed in an identical manner as those described above (Supplementary

Figure 1 sub-figure B). We again calculated the mean and standard deviation of both PCs

for self-reported white individuals and retain individuals within two standard deviations of

the mean (PC 1 (tumor): 1.57× 10−8(+/− 1.32× 10−9), PC 1 (normal): 1.54× 10−8(+/−

1.09 × 10−9); PC 2 (tumor): −9.07 × 10−9(+/ − 2.88 × 10−9), PC 2 (normal): −9.77 ×

10−9(+/−2.35×10−9)). We then further restrict to the cancers analyzed in Profile resulting

in 14 cancers with 200 or more microsatellite stable patients. In total, we have a curated

cohort of 10, 294 individuals, the majority of whom (78%) also had a corresponding normal

tissue sample (Figure 1 sub-figure C, Supplementary Figure 1 sub-figure D).

4.4.3 Description of the TCGA Cohort

The Cancer Genome Atlas (TCGA) is a well studied, publicly available cohort which has

thousands of individuals sequenced both on a germline assay and using whole exome sequenc-

ing. We implemented the analysis pipeline used in Profile and Tempus as described above to

compare our results to those previously published. The samples were imputed from the geno-
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typing array using the Michigan imputation server with the Haplotype Reference Consortium

reference panel [105]. Once imputed, we calculated the mean and standard deviation of both

PCs for self-reported white individuals and retained individuals within two standard devia-

tions of the mean (PC 1: 1.99×10−8(+/−1.09×10−9), PC2: −7.93×10−9(+/−2.23×10−9).

We determined microsatellite stability using the publicly reported MSIsensor score and re-

tained individuals with a score < 4 [37, 114]. We also used the consensus tumor purity

previously published [5]. We restrict to 11 cancers with 200 or more patients.

4.4.4 Somatic variant calling and outcome generation

The three outcomes assessed in this study are tumor mutational burden (TMB) which is

the enumeration of somatic single nucleotide variants (SNVs) and two copy number burden

definitions which enumerate somatic copy number variation (CNVs). For TMB, we restrict

somatic SNVs called on the coding region of each gene and show the distribution is com-

parable between cohorts (Figure 1 sub-figure B). We additionally generate the phenotype

TMB-H which is an indicator for high TMB (TMB ≥ 10). When conducting logistic regres-

sions using TMB-H as the phenotype, we only consider cancers with > 10 individuals with

TMB-H. For copy number burden, one definition considers only deep gains or losses while

the other considers all CNVs. For Profile and TCGA, each CNV call indicates whether the

alteration is deep or shallow; therefore, we generate the two outcomes using this information.

The Tempus cohort did not provide an equivalent indicator of CNV depth. Instead a CNV

gain was defined as 8 or more copies detected in 4 consecutive regions or at least 20% of the

gene regions while a CNV loss was defined as 0 copies detected in 4 consecutive regions or

at least 20% of the gene regions; this is most comparable to the deep CNV calls in Profile

(Figure 1 sub-figure B, Supplementary Figure 3-5). For simplicity we will refer to the deep

gains and losses definition solely as CNB and the other definition of copy number burden

which enumerates all gains and losses as “All CNB”. We note that the two definitions are

truly distinct with a correlation of 0.32 in Profile and 0.36 in TCGA with only a negligible

change in the correlation after quantile normalization.
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4.4.5 Association between clinical features and somatic burden

The role of clinical features on somatic burden were tested using a multivariate linear regres-

sion in each respective cancer as well as via a pan-cancer meta-analysis. The independent

variables of interest were age, sex, and metastatic status and the outcomes TMB, CNB,

and All CNB were considered separately. In addition to the features of interest, the model

included panel version, tumor purity, the first 5 in-sample PCs as covariates, and in Tempus

we also included an indicator for whether the tumor sample had a normal-matching sample.

We note that in Profile metastatic status is an indicator variable based on the tumor site

(local recurrent or primary site versus metastatic site) while Tempus approximates this fea-

ture by an indicator variable for whether the cancer description includes “metastatic”. The

5 in-sample PCs were generated using PLINK2 and are described in more detail below [125].

We note that we included the metastatic status indicator in cancer of unknown primary, but

we did not treat this indicator as a feature for discovery. It was included in the model to

account for any noise caused by primary labeling (e.g. different pathologist).

4.4.6 Association between fine-scale ancestry and somatic burden

We used an external reference panel designed to capture the principle components of the

within Europe population structure particularly distinguishing between Northwestern Eu-

rope (NW), Southeastern Europe (SE), and Ashkenazi Jewish (AJ) ancestral populations [22].

We project each sample into the corresponding PC space using PLINK2 ‘–score‘ [125]. As

a sanity check, we confirmed that AJ-non AJ was significantly associated with self-reported

Jewish religion (ρ = 0.69, p < 2.2× 10−16; Figure 3 sub-figure A), acknowledging that these

are not expected to be perfect surrogates. We convert the AJ - non AJ cline to an indicator

with Ashkenazi Jewish ancestry corresponding to a PC value ≥ 1 × 10−8 in both cohorts.

We only considered cancers for testing (and replication) if there were at least 10 individuals

with Ashkenazi Jewish ancestry; while all cancers in Profile met this threshold, only 4 in

Tempus did. We separately test the effect of NW-SE cline and the AJ-non AJ indicator and

exclude AJ individuals from the NW-SE cline regression. We used a linear regression that
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controlled for the effects of sex, age, metastatic status, panel version, and tumor purity, and

a covariate for whether the patient has a normal-match was also included in Tempus.

4.4.7 Association between polygenic risk scores and somatic burden

In addition to the initial restriction on imputed SNPs (MAF > 0.01 and INFO > 0.4), we

further restrict the germline variants to HapMap3 SNPs and then LD-prune this set using

PLINK2 ‘–indep-pairwise 500kb 0.5’ [125]. These independent SNPs are used to calculate

the in-sample principal components (PCs) using PLINK2 ‘–pca approx’ and polygenic risk

score (PRS) using PLINK2 ‘–score’. To generate the PRS, we first chose 14 cancer related

outcomes from a number of large GWAS studies [88, 93, 107, 108, 121, 133, 136, 171]. We set

eight p-value thresholds in the original GWAS beginning with all SNPs and ending with SNPs

with a p-value < 5×10−7 considering each order of magnitude between (i.e. 5×10−X for X ∈

{0, 1, . . . , 7}). At each threshold, we use the intersection between the LD pruned SNPs and

retained discovery GWAS SNPs to generate the projection. Finally, we generated a centered

genetic relatedness matrix (GRM) between individuals using GEMMA and performed a

linear mixed model between the somatic burden outcomes and each PRS controlling for age,

sex, metastatic status, tumor purity, panel version, the GRM, and whether the sample has

a normal-matching sample (in Tempus) and in each analysis. In order to reduce multiple

testing correction, we selected the threshold with the most significant association between

the PRS and somatic outcome per cancer and separately chose the threshold pan-cancer

for each PRS. Using this refined list of PRS, we use a Bonferroni corrected for the number

of PRS (14) for each cancer and outcome pair. After identifying a significantly associated

PRS, the PRS at the same threshold was tested in Tempus, correcting for the number of

significantly associated PRS.

We analyzed two significant PRS associations using a Mendelian Randomization ap-

proach. For the cigarettes per day PRS, the smoking phenotype is defined in terms of bins

of smoking frequency with the difference in means between neighboring bins corresponding

to approximately ten cigarettes per day. For the tanning ability PRS, the tanning pheno-
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type is a binary variable splitting individuals who tan very/moderately easily from those

who mildly/never tan (i.e. burn). For both PRS, we used the most restrictive threshold

5×10−7 and retained the peak SNP in each megabase region. We then conducted a genome-

wide association study on the untransformed TMB using a linear mixed model controlling

for age, sex, metastatic status, tumor purity, panel version and the first 5 in-sample PCs.

We retained the set of SNPs that intersected with the peak SNPs for each PRS. Finally, we

separately regressed the original cigarettes per day GWAS betas and the original tanning

ability GWAS betas onto the TMB GWAS betas.

Survival analyses using cox-proportional hazard model

After conducting associations between the numerous independent features (e.g. age,

ancestry, PRS) and both TMB and CNB, we performed follow-up survival analyses on the

significant associations using a cox-proportional hazard model. All models regardless of

feature of interest include the covariates: age, sex, metastatic status, panel version and tumor

purity; the first 5 PCs were also included except when we analyzed how ancestry impacted

overall survival (OS). We separately analyze patients who received immunotherapy (IO) and

those who did not (non-IO). We began by analyzing the effect of TMB and CNB on OS. We

then separately analyzed the impact of clinical features, fine-scale ancestry, and PRS on OS.

For the significant associations, we then conditioned on the effect of TMB or CNB and chose

the somatic burden based on which was significantly correlated with the feature of interest.

Lastly, we conducted interaction analyses between the somatic burden features (TMB and

CNB) and germline genetic features (fine-scale ancestry and PRS).

4.4.8 Figures depicting cohort heterogeneity

We considered the distribution of the clinical features: age, sex, metastatic status and tumor

purity between Tempus and Profile. We explored these features both pan-cancer and within

each individual cancer and depict their similarities and differences in Figs 4.11-4.15 and

provide a detailed discussion in section 4.3.
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Figure 4.11: Pan-cancer comparison of covariates. (A) Violin plot with a box-plot
overlaid depicting the distribution of age across cancers in Profile (red) and Tempus (blue)
(B) Bar graph of the pan-cancer distribution of sex with purple showing the proportion of
women and green the proportion men in each cohort (C) Violin plot with a box-plot overlaid
depicting the distribution of tumor purity across cancers in Profile (red) and Tempus (blue)
(D) Bar graph of the pan-cancer distribution of metastatic status with red showing the
proportion of metastatic cancers and grey the proportion of non-metastatic cancers in each
cohort
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Cancer Burden
Independent Profile TCGA Tempus (Tumor) Tempus (Normal)

Variable Beta P-value Beta P-value Beta P-value Beta P-value

Breast Carcinoma All CNB Age -0.007 1.97E-04 -0.005 1.23E-01 — — — —

Endometrial Cancer All CNB Age 0.017 7.87E-05 0.024 1.87E-06 — — — —

Esophagogastric Carcinoma All CNB Age 0.006 4.37E-02 0.009 8.24E-02 — — — —

Glioma All CNB Age 0.010 1.60E-07 0.022 1.49E-17 — — — —

Non-Small Cell Lung Cancer All CNB Age 0.002 3.74E-01 -0.009 2.91E-02 — — — —

Ovarian Cancer All CNB Age 0.018 9.85E-10 0.016 2.05E-03 — — — —

Prostate Cancer All CNB Age 0.013 1.09E-02 0.021 1.52E-02 — — — —

Soft Tissue Sarcoma All CNB Age 0.009 6.37E-04 — — — — — —

Pan-Cancer All CNB Age 0.004 4.68E-08 0.006 4.56E-08 — — — —

Esophagogastric Carcinoma All CNB Sex -0.350 2.02E-05 -0.346 5.87E-03 — — — —

Head and Neck Carcinoma All CNB Sex -0.122 2.11E-01 -0.047 6.86E-01 — — — —

Renal Cell Carcinoma All CNB Sex -0.085 3.86E-01 -0.412 1.61E-03 — — — —

Soft Tissue Sarcoma All CNB Sex 0.036 6.45E-01 — — — — — —

Pan-Cancer All CNB Sex -0.051 7.59E-03 -0.042 2.44E-01 — — — —

Breast Carcinoma CNB Age -0.010 7.11E-07 -0.005 1.23E-01 -0.003 1.89E-01 -0.003 2.90E-01

Endometrial Cancer CNB Age 0.015 9.96E-04 0.012 2.56E-02 -0.005 2.72E-01 -0.003 6.03E-01

Glioma CNB Age 0.015 1.08E-14 -0.004 1.62E-01 0.015 8.07E-12 0.015 1.26E-09

Ovarian Cancer CNB Age 0.013 6.47E-05 -0.001 7.96E-01 0.010 1.36E-04 0.009 1.41E-03

Pancreatic Cancer CNB Age 0.013 8.48E-04 — — -0.003 2.47E-01 -0.004 1.71E-01

Pan-Cancer CNB Age 0.003 4.21E-04 -0.002 1.83E-01 0.002 4.33E-02 0.002 4.56E-02

Esophagogastric Carcinoma CNB Sex -0.367 7.28E-05 -0.458 2.06E-04 0.076 5.29E-01 0.119 4.10E-01

Pan-Cancer CNB Sex -0.059 4.04E-03 -0.080 3.25E-02 0.111 1.76E-06 0.113 1.62E-05

Bladder Cancer TMB Age 0.015 3.96E-04 0.002 7.40E-01 0.011 3.60E-02 0.010 1.06E-01

Breast Carcinoma TMB Age 0.007 1.40E-03 0.008 8.14E-03 0.004 4.54E-02 0.006 2.18E-02

Cancer of Unknown Primary TMB Age 0.016 4.96E-06 — — 0.015 1.69E-06 0.015 1.62E-04

Esophagogastric Carcinoma TMB Age 0.010 4.85E-03 0.018 1.78E-03 0.006 1.03E-01 0.006 2.52E-01

Glioma TMB Age -0.002 2.37E-01 0.040 7.29E-62 -0.007 3.69E-04 -0.010 2.58E-05

Head and Neck Carcinoma TMB Age 0.019 2.48E-06 0.020 3.23E-05 0.018 1.03E-04 0.019 4.51E-04

Leukemia TMB Age 0.013 2.05E-04 — — — — — —

Melanoma TMB Age 0.011 6.17E-05 0.006 4.76E-02 0.008 1.39E-02 0.009 3.95E-02

Non-Small Cell Lung Cancer TMB Age 0.008 3.26E-05 -0.012 2.60E-03 -0.001 4.83E-01 -0.002 3.78E-01

Prostate Cancer TMB Age 0.018 2.72E-03 0.038 5.07E-07 0.010 4.68E-02 0.013 1.92E-02

Renal Cell Carcinoma TMB Age 0.021 1.73E-07 0.034 1.48E-12 — — — —

Soft Tissue Sarcoma TMB Age 0.017 1.59E-09 — — 0.013 2.94E-07 0.016 2.09E-05

Pan-Cancer TMB Age 0.007 3.68E-25 0.018 6.20E-60 0.006 2.43E-14 0.006 9.57E-11

Bladder Cancer TMB Sex -0.008 9.38E-01 -0.340 1.55E-02 -0.144 2.50E-01 -0.196 1.90E-01

Glioma TMB Sex 0.097 9.74E-02 0.229 6.46E-04 0.009 8.83E-01 0.020 7.86E-01

Melanoma TMB Sex -0.295 1.44E-04 -0.311 1.46E-03 -0.374 2.77E-04 -0.370 4.18E-03

Renal Cell Carcinoma TMB Sex 0.064 4.96E-01 -0.001 9.94E-01 — — — —

Pan-Cancer TMB Sex -0.034 8.45E-02 -0.044 1.95E-01 -0.050 2.16E-02 -0.048 6.85E-02

Bladder Cancer All CNB Prostate Cancer PRS (5E-5) -0.122 3.13E-03 0.086 1.25E-01 — — — —

Colorectal Cancer All CNB Drinks Per Week PRS (5E-4) -0.083 2.31E-03 -0.108 4.90E-02 — — — —

Endometrial Cancer All CNB Education in Years PRS (5E-3) 0.131 7.43E-04 0.098 7.46E-02 — — — —

Melanoma All CNB Smoker with Lung Cancer PRS (5E-2) -0.160 5.65E-05 0.024 5.21E-01 — — — —

Non-Hodgkin Lymphoma All CNB Autoimmune Disease (5E-6) 0.159 2.61E-03 — — — — — —

Pan-Cancer All CNB Autoimmune Disease (5E-1) 0.026 1.41E-03 -0.008 5.82E-01 — — — —

Melanoma CNB Education in Years PRS (5E-7) -0.137 6.86E-04 -0.025 5.27E-01 0.008 8.74E-01 -0.035 5.35E-01

Breast Carcinoma TMB Renal Cell Carcinoma PRS (5E-3) -0.080 1.82E-03 0.024 5.35E-01 0.007 8.09E-01 0.005 8.63E-01

Melanoma TMB Ease of Tanning PRS (5E-2) 0.168 3.18E-05 -0.003 9.56E-01 0.134 9.40E-03 0.177 4.90E-03

Non-Small Cell Lung Cancer TMB Cigarettes Per Day PRS (5E-1) 0.098 1.54E-06 0.093 1.07E-02 0.054 1.30E-02 0.073 3.05E-03

Non-Small Cell Lung Cancer TMB Smoker with Lung Cancer PRS (5E-7) 0.083 2.24E-05 0.086 1.67E-02 -0.009 6.95E-01 0.020 4.25E-01

Non-Small Cell Lung Cancer TMB Education in Years PRS (5E-1) -0.065 1.35E-03 0.088 1.74E-02 -0.056 1.15E-02 -0.034 1.71E-01

Soft Tissue Sarcoma TMB Drinks Per Week PRS (5E-4) 0.135 1.14E-03 — — 0.053 2.50E-01 0.003 9.65E-01

Pan-Cancer TMB Cigarettes Per Day PRS (5E-1) 0.028 1.06E-03 0.001 9.31E-01 0.019 4.67E-02 0.030 6.10E-03

Pan-Cancer TMB White Blood Cell Count PRS (5E-6) 0.025 3.37E-03 -0.027 4.72E-02 0.002 8.66E-01 0.003 8.03E-01

Pan-Cancer TMB Education in Years PRS (5E-0) -0.028 1.37E-03 0.022 1.10E-01 -0.018 6.99E-02 -0.016 1.42E-01

Table 4.1: Comparison of discoveries to previous findings. All significant discoveries
in Profile for age, sex and PRS are reported here. These associations were then tested in
Tempus and TCGA using our pipeline as long as a sufficient sample size was available. We
also re-analyzed the previously reported discoveries in TCGA using our pipeline in all three
cohorts.
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Figure 4.12: Distribution of age across cancers. Box-plot of the distribution of age for
each cancer in Profile (red) and Tempus (blue). The box represents the interquartile range
with the median value indicated within.

Figure 4.13: Distribution of sex across cancers. Bar graph of the proportion of women
(purple) with each cancer in a separate panel. Within each panel Profile is on the left and
Tempus on the right.
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Figure 4.14: Distribution of tumor purity across cancers. Box-plot of the distribution
of tumor purity for each cancer in Profile (red) and Tempus (blue). The box represents the
interquartile range with the median value indicated within.

Figure 4.15: Distribution of metastatic status across cancers. Bar graph of the
proportion of metastatic patients (red) with each cancer in a separate panel. Within each
panel Profile is on the left and Tempus on the right.
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CHAPTER 5

Conclusions and Future Work

With the continual growth of biobanks and genomic datasets spanning numerous phenotypes

and diverse genetic ancestries, there is a pressing need for both methodological advancements

as well as discoveries via meta-analyses. Here, I present two novel methods for meta-analysis

as well as an exploration of determinants of somatic genetic variant burden pan-cancer.

In chapter 1, I introduced a number of key concepts in the field of quantitative genetics,

including single nucleotide polymorphisms (SNPs), linkage disequilibrium (LD), genome-

wide association studies (GWAS), and fine-mapping. In chapter 2, I introduced a multi-

trait method, PAT, that leverages the covariance structure between traits, particularly how

the covariance matrix can be decomposed into genetic and environmental components. In

chapter 3, I introduced a multi-ancestry method, MsCAVIAR, which utilizes the differing

LD patterns between distinct ancestral backgrounds to refine the set of associated variants

into a subset known as the causal set. In chapter 4, I examined a number of clinical and

polygenic germline determinants of somatic variant burden both within individual cancers

and pan-cancer via a meta-analysis. Through my doctoral work, I was able to contribute

to our understanding of the genetic architecture of complex traits and disease by leveraging

the shared information between data sources.

While my dissertation presents a number of small advancements, there are numerous

future directions each of my contributions could take. One such direction based on chapter 2,

would be to address the assumption that the genetic covariance structure is constant across

the genome. By allowing a different covariance structure for different sets of SNPs, there

could be a significant power increase as modeling local covariance structure better reflects

the covariance structure between summary statistics [46, 139, 140]. Our method, however,
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only considered the global estimate of genetic and environmental correlation between traits

and further work is needed to quantify the impact of such modifications on both power and

false discovery which others have begun to explore [84].

Another future research direction is to alter how the m-value interpretation framework

presented in chapter 2 estimates the number of causal variants for the genetic covariance

matrix. Currently, for association testing the genetic covariance matrix was scaled according

to the polygenic model (i.e. all variants were causal). Once variants were implicated as asso-

ciated, we used grid search to find the genetic covariance matrix scaling that best reflected

the average effect size of independent variants. This in effect was an approximation to the

number of causal variants. Further work is merited to better estimate the number of causal

variants for each trait as well as the number of causal SNPs shared between traits.

For the method presented in chapter 3, MsCAVIAR currently only provides one causal

set which with ρ probability contains all causal SNPs. This is problematic as it is not clear

how many distinct causal signals are contained within the set of variants. Another method,

SuSiE, provides credible sets where each set has ρ probability of containing at least one causal

variant [158]. Further work is merited to extend the CAVIAR/MsCAVIAR framework, so

that the signal within the causal set can be partitioned into credible sets.

Lastly, we could extend the work presented in chapter 4 by exploring further phenotypes

based on somatic variants in cancer. Currently, we have only considered somatic variant

burden defined genome-wide, but it is possible that gene level events or individual hotspot

mutations are also genetically determined separately from somatic variant burden. Addition-

ally, clonal and subclonal somatic variant burden may be influenced differently by clinical

and germline genetics which warrants consideration.
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M. C. Larson, C. Lazaro, N. D. Le, L. Le Marchand, J. W. Lee, S. B. Lele, A. Leminen,

D. Leroux, J. Lester, F. Lesueur, D. A. Levine, D. Liang, C. Liebrich, J. Lilyquist,

L. Lipworth, J. Lissowska, K. H. Lu, J. Lubinński, C. Luccarini, L. Lundvall, P. L.
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