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ORIGINAL RESEARCH—CLINICAL
A Machine Learning Model to Predict Risk for Hepatocellular
Carcinoma in Patients With Metabolic Dysfunction-
Associated Steatotic Liver Disease

Souvik Sarkar,1,* Aniket Alurwar,2,* Carole Ly,2 Cindy Piao,1 Rajiv Donde,2

Christopher J. Wang,2 and Frederick J. Meyers1,2,3
From the 1Divisions of Gastroenterology, Hepatology and Hematology/Oncology, Department of Internal Medicine, University
of California, Davis, Sacramento, California; 2Center for Precision Medicine and Data Sciences, University of California, Davis,
Sacramento, California; and 3UC Davis Comprehensive Cancer Center, University of California, Davis, Sacramento, California
BACKGROUND AND AIMS: Hepatocellular carcinoma (HCC)
incidence is increasing and correlated with metabolic
dysfunction-associated steatotic liver disease (MASLD; formerly
nonalcoholic fatty liver disease), even in patients without
advanced liver fibrosis who are more likely to be diagnosed
with advanced disease stages and shorter survival time, and
less likely to receive a liver transplant. Machine learning (ML)
tools can characterize large datasets and help develop predic-
tive models that can calculate individual HCC risk and guide
selective screening and risk mitigation strategies. METHODS:
Tableau and KNIME Analytics were used for descriptive ana-
lytics and ML tasks. ML models were developed using standard
laboratory and clinical parameters. Sci-kit learn algorithms
were used for model development. Data from University of
California (UC), Davis, were used to develop and train a pilot
predictive model, which was subsequently validated in an in-
dependent dataset from UC San Francisco. MASLD and HCC
patients were identified by International Classification of
Diseases-9/10 codes. RESULTS: Of the patients diagnosed with
MASLD (n ¼ 1561 training; n ¼ 686 validation), HCC developed
in 14% (n ¼ 227) of the UC Davis training cohort and 25% (n ¼
176) of the UC San Francisco validation cohort. Liver fibrosis
determined by the noninvasive Fibrosis-4 score was the
strongest single predictor for HCC in the model. Using the
validation cohort, the model predicted HCC development at
92.06% accuracy with an area under the curve of 0.97, F1-score
of 0.84, 98.34% specificity, and 74.41% sensitivity. CONCLU-
SION:ML models can aid physicians in providing early HCC risk
assessment in patients with MASLD. Further validation will
translate to cost-effective, personalized care of at-risk patients.
*These authors contributed equally.

Abbreviations used in this paper: AUC, area under the curve; AUROC, area
under the receiver operating characteristic curve; DT, decision tree; FIB-4,
Fibrosis-4; GB, gradient boosted; HCC, hepatocellular carcinoma; ICD,
International Classification of Diseases; KNN, K- nearest neighbor;
MASLD, metabolic dysfunction-associated steatotic liver disease; ML,
Keywords: Machine Learning; Hepatocellular Carcinoma; Fatty
Liver Disease; Metabolic Dysfunction-Associated Steatotic Liver
Disease; Artificial Intelligence
machine learning; NAFLD, nonalcoholic fatty liver disease; NB, Naïve
Bayes; OMOP, Observational Medical Outcomes Partnership; PNN,
probabilistic neural network; RF, random forest; UC Davis, University of
California, Davis; USSF, University of California, San Francisco.
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Introduction

Hepatocellular carcinoma (HCC) is the fourth leading
cause of cancer-related deaths worldwide and is

associated with chronic liver diseases of which nonalcoholic
fatty liver disease (NAFLD) is a leading etiology.1–5 Due to
the potential stigma associated with the term and its limita-
tion in capturing the full range of disease etiologies, a new
term—metabolic dysfunction-associated steatotic liver dis-
ease (MASLD)—has recently been proposed to replace
NAFLD.6 The spectrum of MASLD encompasses the often
benign and reversible condition of steatotic liver disease;
and the more serious manifestation of metabolic
dysfunction-associated steatohepatitis characterized by
liver inflammation and damage that may advance to fibrosis,
cirrhosis, and HCC. MASLD reportedly occurs in approxi-
mately 25% of the United States and global population1,7–10

and is becoming the fastest-growing cause of HCC,11,12

driven in part by the rising worldwide prevalence of obesity
and diabetes.1,2,12–15

Typically asymptomatic, MASLD tends to be under-
diagnosed, and its stealthy progression to HCC can go un-
detected until it is too late for intervention.12 MASLD
patients who develop HCC are often diagnosed at more
advanced disease stages and with shorter survival time and
are less likely to receive a liver transplant than patients with
other types of chronic liver disease leading to HCC.4,5,11

Furthermore, although HCC commonly develops in the
presence of advanced fibrosis and cirrhosis, an estimated
20%–50% of all MASLD-related HCC cases arise in non-
cirrhotic livers compared to 14% of HCC cases in other
liver diseases,3,11,12,16 suggesting that the pathogenesis of
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HCC in non-cirrhotic livers occur by factors related to the
pathogenesis of MASLD that are independent of the pro-
gression to advanced fibrosis and cirrhosis.11,12 In fact,
many risk factors for MASLD are also independently asso-
ciated with HCC.11 Currently, guidelines for HCC surveil-
lance are informed primarily by histological evidence of
cirrhosis and occasionally inclusive of level 3 advanced
fibrosis.5,11 There is no consensus on screening or surveil-
ling MASLD patients without advanced fibrosis/cirrhosis4,11

even in the presence of other determinants of HCC risk. The
absence of HCC screening protocols for patients with
MASLD without advanced fibrosis or cirrhosis further con-
tributes to their late diagnosis and disease management.12

While universal biopsy screening for all MASLD patients
is neither feasible nor advised, noninvasive prognostic
models that can selectively identify MASLD patients who are
at significant risk of developing HCC can help enable
personalized screening strategies.17 Such tools could
potentially facilitate cost-effective care and optimize clinical
outcomes through early detection. Machine learning (ML)-
based predictive/prognostic models have to date been used
successfully to identify the likelihood of patients diagnosed
with MASLD to develop non-alcoholic steatohepatitis and
progress to cirrhosis.17–21 Many known risk factors for
MASLD and HCC include demographic details, clinical and
laboratory measures, and comorbidities found in the elec-
tronic medical record (EMR). ML models can be taught to
identify relationships between such variables and discover
the most relevant combination of which to predict a specific
outcome. Recent studies have demonstrated that ML models
developed using common laboratory indicators and de-
mographic information are effective in screening for liver
disease progression20,21 and are even superior to noninva-
sive tests such as Fibrosis-4 (FIB-4) in identifying clinically
significant stages of MASLD and MASLD-related cirrhosis.21

However, more work is needed to develop a model based on
risk factors common to both MASLD and HCC that is capable
of predicting early and even in the absence of fibrosis.

In this study, we aimed to develop a ML model using
EMR data to estimate the risk of HCC for MASLD patients at
any stage of disease, but especially for those without evi-
dence of advanced fibrosis or cirrhosis. Such a model would
help to determine with sufficient accuracy, among millions
of individuals with MASLD, those with high enough risk to
justify further screening and surveillance and lead to more
effective disease management and better outcomes.
Methods
Selection Criteria

The data used in this retrospective cohort study were
drawn from 2 databases compiled from the EMR at 2 University
of California health systems— University of California, Davis
(UC Davis) and UC San Francisco (UCSF). The data were pre-
viously de-identified and standardized according to the
Observational Medical Outcomes Partnership (OMOP) Common
Data model.
The databases were queried using structured query lan-
guage by applying International Classification of Diseases (ICD)
Clinical Modification (CM) codes (Table A1) corresponding to a
clinical diagnosis of MASLD to isolate records for patients with
MASLD and deliberately excluding any codes associated with
alcohol- or hepatitis-related liver disease. We also looked for
alternate etiologies of liver disease to exclude them from our
study, including but not limited to Wilson’s disease, hemo-
chromatosis, autoimmune hepatitis, primary sclerosing chol-
angitis, primary biliary cholangitis, and a1-antitrypsin
deficiency but did not find any in our cohort. We separately
pulled records for patients with HCC diagnosis using the
associated ICD CM codes and subsequently joined them to the
MASLD records to derive a composite dataset of all patients
with MASLD who may or may not have developed HCC. An
additional filter was then added to select only the first complete
set of comorbidities recorded and laboratory values performed
between 15 days before to one year after the recorded date of
the initial MASLD diagnosis. We established this time frame to
account for labs drawn within one year of initial diagnosis as
HCC is a slow progressing disease. Patients lacking a full set of
relevant data values within our specified time range were
excluded from the cohort to avoid introducing bias through
imputing missing values. Our aim is to predict the likelihood
that a patient formally diagnosed with MASLD could progress
to liver cancer based solely on the first set of laboratory values
taken within the first year of the initial diagnosis. As such,
patients with MASLD and comorbid HCC at the time of MASLD
diagnosis were intentionally excluded. Additionally, our cohorts
do not constitute a longitudinal examination of patients with
MASLD but rather represent an isolated, critical time point
from each patient’s record. Clinical notes and pathology and
radiographic reports were not utilized in this analysis.
Study Cohorts
Based on our selection parameters, we identified a cohort of

1561 patients with a confirmed diagnosis of MASLD from the
UC Davis OMOP database, comprising records on patients who
received care at UC Davis Medical Center between 2010 and
2021. This cohort served as the training and initial testing
dataset for teaching the ML algorithms. Using the same selec-
tion criteria, we drew a separate cohort of 686 patients from
UCSF’s Information Commons OMOP database, comprising re-
cords on patients who received care at UCSF Medical Center
between 2010 and 2021, to be used exclusively as a validation
dataset to further validate the preliminary model developed
from the UC Davis cohort. It is important to highlight that both
cohorts are small since patients whose records were incom-
plete were excluded. It is likely that many of those excluded for
incomplete records are considered low risk. Patients consid-
ered low risk for HCC and therefore without advanced fibrosis
or cirrhosis would not undergo surveillance according to the
current standard procedure; thus, a full laboratory mock-up
would not be considered urgent or necessary. As such, our
cohorts are not representative of the general population. Be-
tween the 2 health systems, we derived a total of 2247 patients
with MASLD who had a complete set of laboratory values
completed within one year of initial diagnosis. The 2 datasets
were kept fully separate from each other to ensure that the
model is trained and tested on one dataset and validated pri-
marily on data from a separate population. The cohorts were



Table 1. Patient Characteristics

Characteristics

All
training

Non HCC
training

HCC
training

All
validation

Non HCC
validation

HCC
validation

n ¼ 1561 n ¼ 1334 n ¼ 227 n ¼ 686 n ¼ 510 N ¼ 176

Demographics, n (%)
American Indian/Alaska Native 27 (2%) 23 (2%) 4 (2%) 7 (1%) 5 (1%) 2 (1%)
Asian 211 (14%) 168 (12%) 43 (19%) 169 (25%) 127 (25%) 42 (24%)
Black/African American 99 (6%) 82 (6%) 17 (7%) 57 (8%) 46 (9%) 11 (6%)
Multi-race 26 (2%) 26 (2%) - 0 (0%) 0 (0%) 0 (0%)
Native Hawaiian/Pacific Islander 11 (1%) 10 (1%) 1 (0.4%) 6 (1%) 5 (1%) 1 (1%)
Other 228 (15%) 192 (14%) 36 (16%) 104 (15%) 77(15%) 27 (15%)
Unknown 39 (3%) 37 (3%) 2 (1%) 13 (2%) 11 (2%) 2 (1%)
White 920 (59%) 796 (60%) 124 (55%) 330 (48%) 239 (47%) 91 (52%)

Female, n (%) 742 (48%) 666 (50%) 76 (33%) 272 (40%) 222 (44%) 50 (28%)

Age, mean � SD 68 � 12 67 � 9 72 � 9 70 � 10 70 � 8 72 � 9

Hispanic 261 (17%) 220 (17%) 41 (18%) 110 (16%) 81 (16%) 29 (16%)

Past medical history
Diabetes, n (%) 942 (60%) 814 (61%) 128 (56%) 412 (60%) 312 (61%) 100 (57%)
Hypertension, n (%) 1362 (87%) 1152 (86%) 210 (93%) 646 (94%) 479 (94%) 167 (95%)
Obesity, n (%) 664 (43%) 587 (44%) 77 (34%) 287 (42%) 225 (44%) 62 (35%)

Laboratory (mean � SD)
Alkaline phosphatase, U/L 86.46 � 25.98 85.64 � 25.73 91.31 � 26.64 87.52 � 27.46 85.35 � 26.41 93.85 � 29.23
Creatinine, mg/dL 0.94 � 0.27 0.94 � 0.21 0.94 � 0.29 0.94 � 0.27 0.94 � 0.21 0.95 � 0.30
Blood urea nitrogen, mg/dL 14.77 � 4.89 14.78 � 4.94 14.71 � 4.62 14.79 � 4.20 14.90 � 4.14 14.48 � 4.35
Sodium, mEq/L 137.58 � 2.44 137.55 � 2.47 137.79 � 2.27 138.10 � 2.22 138.11 � 2.32 138.07 � 1.95
Potassium, mEq/L 4.08 � 0.34 4.08 � 0.35 4.11 � 0.33 4.09 � 0.34 4.10 � 0.34 4.09 � 0.34
Prothrombin time/international

normalized ratio
1.35 � 0.17 1.13 � 0.17 1.17 � 0.15 1.13 � 0.15 1.13 � 0.16 1.15 � 0.14

Albumin, g/L 3.67 � 0.46 3.70 � 0.45 3.52 � 0.49 3.73 � 0.45 3.77 � 0.44 3.60 � 0.45
Chloride, mmol/L 103.22 � 3.01 103.09 � 2.99 104.01 � 3.02 103.70 � 2.81 103.59 � 2.8 104.03 � 2.86
Bilirubin, mg/dL 1.07 � 0.51 1.05 � 0.51 1.20 � 0.53 1.10 � 0.53 1.07 � 0.52 1.22 � 0.55
Cholesterol, mg/dL 165.43 � 35.52 166.89 � 35.75 156.88 � 32.90 167.07 � 32.87 169.03 � 33.40 161.37 � 30.50
FIB-4 score, n (%)

0–1.3 251 (16%) 243 (18%) 8 (4%) 73 (11%) 65 (13%) 8 (5%)
1.3–2.67 536 (34%) 484 (36%) 52 (23%) 239 (35%) 200 (39%) 39 (22%)
>2.67 774 (50%) 607 (46%) 167 (74%) 374 (55%) 245 (48%) 129 (73%)
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loaded separately in the KNIME Analytics Platform (KNIME),
and all categorical data points were then encoded for use in
training the ML algorithms. This study was deemed exempt by
the institutional review boards of UC Davis and UCSF.
Clinical Predictors
The data points used for the creation of the model are listed

in Table 1 and include a combination of raw demographic de-
tails, comorbidities, and clinical and laboratory phenotypes
pulled directly from the databases; and a calculated value, the
FIB-4 Index for Liver Fibrosis, using the standard formula: Age
([year] x aspartate aminotransferase [U/L])/((platelet count
[10(9)/L]) x (alanine transaminase [U/L]) (1/2)), where each
numeric score is associated with the risk of advanced fibrosis
specific to MASLD patients. These specific data points were
selected under the expertise of 2 seasoned clinicians of hep-
atology and oncology in collaboration with data science spe-
cialists. This joint effort was important to identify and remove
the obvious outliers (eg, lab error) for each data point, thus
ensuring they are within the standards observed in clinical
practice.
Model Development
Figure 1 shows the stepwise process of developing the HCC

risk prediction model. We randomly split the UC Davis cohort
into training (90%, n ¼ 1404) and initial validation (10%, n ¼
157) sets. To develop the preliminary models, we strategically
chose a combination of tree-based learning algorithms, Naïve
Bayes (NB), stochastic gradient descent classifier, K- nearest
neighbor (KNN), probabilistic neural network (PNN) and
others22 (Figure A1A) due to their unique strengths and com-
plementary attributes, and our familiarity with them. Tree-
based algorithms, such as random forests and gradient boost-
ing, are robust and versatile, capable of capturing complex re-
lationships in the data while mitigating overfitting. Their
ensemble nature allows for improved generalization perfor-
mance and feature importance analysis, enhancing the inter-
pretability of the model. NB, on the other hand, is particularly
effective in handling high-dimensional data and is computa-
tionally efficient, making it suitable for medium-sized datasets.
Its simplicity and assumption of feature independence make it
a valuable choice for binary classification problems. Addition-
ally, the stochastic gradient descent classifier excels at handling
large-scale datasets and is well-suited for binary learning



Figure 1. HCC model development process.
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scenarios. KNN is a simple yet effective ML technique for
classification where prediction is determined by the class of its
KNNs in the feature space. It is a nonparametric and lazy
learning algorithm that does not make explicit assumptions
about the underlying data distribution during the training
phase and defers learning until predictions are required. PNNs
offer several strengths that make them attractive for general
ML tasks. One of the primary advantages is their ability to
provide probabilistic outputs, which means they can quantify
uncertainty in predictions. This is crucial in applications, such
as medical diagnosis, where knowing the model’s confidence or
uncertainty is as important as the prediction itself. PNNs
inherently capture the uncertainty associated with the data,
making them well-suited for real-world scenarios where un-
certainty plays a significant role. Another strength of PNNs lies
in their ability to model complex, nonlinear relationships in the
data.

By using these diverse algorithms, our motivation was to
create a comprehensive and resilient ML model that can
effectively address the intricacies of identifying HCC in patients
with MASLD, providing both accuracy and interpretability. Each
algorithm was taught through the training data to identify and
learn the connections between the variables, independently
and/or in combination, and link them to the known outcome of
HCC among the patients in the cohort.

Overfitting is a common problem in ML that typically occurs
when we try to create a complex model, and the model builds
itself on irrelevant information rather than on the signal from
the data. Whereas noise is the irrelevant information that holds
no significant value to the outcome, the signal is the actual
pattern in the dataset that we wish for the ML model to learn.
An overfitted model performs very well on training data but
poorly on unseen validation data. To avoid this problem, we
employed k-fold cross-validation to iteratively train and vali-
date in 10 folds based only on the training set.

Statistical Analysis
The performance of each of the 9 preliminary models (ie,

how effectively it learned to and could predict HCC risk based
on the relationships among the variables) was evaluated with
the initial validation set from the UC Davis cohort (n ¼ 157).
The key metrics used to evaluate performance were accuracy,
area under the curve (AUC), sensitivity, specificity, Cohen’s
kappa, and F1-score, with specific emphasis on accuracy and
F1-score. The F1-score was also used to covalidate the model as
it encompasses both precision and recall outcomes of a model
in the unbalanced outcome dataset where the number of pa-
tients without HCC outweighs those with HCC. All statistical
analysis was performed on KNIME.

Of the 9 algorithms trained, 5 were shortlisted for perfor-
mance comparison based on their high prediction accuracy and
F1-score against the validation data (Table A2). These 5 models
were subsequently validated with the full UCSF cohort (n ¼
686), representing data held back from the models during the
training process. The deliberate separation of the UC Davis and
UCSF cohorts ensures data independence between the training
and validation phases of the project and prevents bias of each
model toward the validation dataset.
Results
Cohort Demographics

Table 1 details the characteristics of the UC Davis
training (n ¼ 1561) and UCSF validation (n ¼ 686) cohorts,
both in the total cohorts and in the subsets that developed
HCC (n ¼ 227; 176). In the total cohorts, the mean age was
68 (standard deviation [SD] 10) in the training set and 70
(SD 12) in the validation set. The training cohort comprised
48% female, 59% White, 6% African American and 14%
Asian. The validation cohort was more diverse with 40%
female, 48% White, 8% African American, and 25% Asian.
Hispanic ethnicity was present at 17% in the training cohort
and 16% in the validation cohort. Compared to the total
cohorts, among those who developed HCC, there was a
higher percentage of females—33% training and 26%
validation—and a higher mean age at 72 (SD 12) in both



Table 2. Performance of All ML Models for HCC Prediction

Metric

Value by algorithm

GB NB PNN DT RF

Accuracy 92.12 68.08 81.92 87.17 90.29

AUC 0.97 0.64 0.91 0.87 0.97

Specificity 98.24 36.41 100.00 76.47 96.60

Sensitivity 74.42 79.01 29.54 84.31 74.23

NPV 91.76 83.41 80.28 93.38 91.57

PPV 93.92 30.01 91.06 55.27 88.27

Cohen’s kappa 0.78 0.15 0.38 0.64 0.51

F1-score 0.84 0.37 0.46 0.73 0.84

DT, decision tree; GB, gradient boosted; NB, naïve bayes;
NPV, negative predictive value; PNN, probabilistic neural
network; PPV, positive predictive value; RF, random forest.
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cohorts, which is in line with the higher prevalence of HCC
among older male patients.

Scores on the FIB-4 demonstrated that the training
cohort was overall at lower risk for advanced fibrosis based
on the range for MASLD patients. Whereas the training
cohort comprised 16% at low risk and 50% at high risk, the
validation cohort had 11% at low risk and 55% at high risk.
In the subsets of patients who developed HCC, a dramati-
cally higher percentage scored within the range for high risk
for advanced fibrosis; the distribution was also more similar
between training and validation with 4% and 5% low risk
and 74% and 73% high risk, respectively, with 23% and
22% in the indeterminate range. Since our cohorts come
from primary and secondary care centers, the characteris-
tics are more representative of the general population, and
therefore the scores occur in the lower range.

Diabetes, hypertension, and obesity are well-observed in
both cohorts, although there are clear differences in distri-
bution between the total populations and the subsets that
developed HCC. Among those who developed HCC in both
cohorts, 93% and 95% of patients were also diagnosed with
hypertension, 56% and 57% with diabetes, and 34% and
35% with obesity, suggesting a high prevalence of metabolic
syndrome. Expectedly, hypertension was higher in the HCC
subsets than in the total cohorts. However, obesity and
diabetes were lower among those who developed HCC in
both cohorts than in the total cohorts. Mean total cholesterol
was within the normal range of <200 mg/dL between the
training and testing cohorts in both datasets. Compared
with the total cohorts (165.43 mg/dL training; 167.07 mg/
dL testing), the HCC cohorts had lower means (156.88 mg/
dL training; 161.37 mg/dL testing).
HCC Risk Prediction Model
Table 2 lists the accuracy, AUC, specificity, sensitivity,

and Cohen’s kappa for each of the 5 shortlisted models.
Overall, the ensemble tree algorithms (gradient boosted
[GB], decision tree, and random forest)—whose goal is to
combine the predictions of several base estimators or tree
methods to improve generalizability and robustness over a
single estimator—performed better than PNN and NB.
Figure A1B details a sample training process for the GB-
based algorithm. The GB-based model performed with the
highest overall accuracy (92.06%), AUC (0.97), F1-score
(0.84), sensitivity (74.41), specificity (98.34), and Cohen’s
kappa (0.78), which functions as a reliability indicator for a
trained model (Figure 2). Table A3 displays the confusion
matrix for this model, showing a larger proportion of type II
errors but minimal type I errors.

We evaluated the parameters that had the highest
predictive accuracy for the determination of HCC risk. The
variable importance score is an algorithm-based score for
the relative influence of each parameter to the entire
model.23,24 The noninvasive score for liver fibrosis, FIB-4,
was the strongest predictive parameter for the develop-
ment of HCC in the MASLD cohort, with a variable
importance score of 53. Total cholesterol, ALP, bilirubin,
and hypertension were other parameters with high influ-
ence on the model (Figure 3). This model was subse-
quently converted to predictive model markup language
format, an open-source format that makes the model
portable across various EMR systems and platform
diagnostics.25
Discussion
Despite widespread lack of familiarity, ML as a subset of

artificial intelligence is a rapidly evolving technology that is
transforming every walk of life, including health care. In this
study, we utilized a combination of open-source algorithms
and analytical tools to develop our prediction model; and
standardized ML methods and architecture to test all
possible models, data for which we have presented above.

Our model directly predicts the risk of MASLD patients
in developing HCC with strong specificity and sensitivity. As
the model is trained on larger, more diverse, and multi-
centered cohorts, we expect its sensitivity to improve
further. The liver fibrosis stage is the strongest clinical
predictor for the worst clinical outcome in MASLD patients,
including the development of HCC26,27 and that is reflected
in our cohort. The other parameters—cholesterol, ALP, hy-
pertension, and bilirubin—are also linked with a higher risk
of MASLD.28–30 A combination of all these predictors in one
model can thus help in predicting HCC risk.

We envision the model will be applicable in a clinical
setting as a point-of-care tool as well as for population-
level triaging. The tool can be configured to automati-
cally generate a risk prediction score with requisite data
from the EMR. The availability of such a score can help
providers and patients effectively discuss screening stra-
tegies and institute modifiable measures31 to mitigate
risks for the development of HCC. Health systems can also
develop population-level tools using this or a similar
model to establish protocols for effective screening stra-
tegies. Furthermore, reducing the risks for undiagnosed



Figure 2. Area under receiver operating characteristics (AUROC) curve for HCC prediction model for patients with MASLD.
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HCC can not only reduce suffering from progressed HCC
but also minimize the higher costs of treatment for
advanced HCC stages.
Figure 3.Graphical
As we define ML models and their real-world clinical
applications, it is essential to consider the ethical aspects of
such predictive tools. In MASLD patients without advanced
model snapshot.
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fibrosis, a high prediction HCC risk score would be benefi-
cial for clinical management but can generate significant
anxiety in otherwise asymptomatic patients. Additionally, a
high risk score may affect a patient’s future ability to obtain
insurance products. Thus, it is crucial to understand the
clinical benefits and untoward effects when planning pro-
spective studies with ML models that can predict cancer risk
in patients.
Limitations
Our study is one of the earliest to use ML to predict HCC

risk in MASLD patients with promising results, though a few
limitations are worth considering. Our project, while using
data from 2 separate institutions, featured relatively small
cohorts that were limited to a single geographic region of
Northern California. Nonetheless, our study provides a key
foundation from which to build future ML studies. Although
ICD CM codes are highly accessible and reproducible, reli-
ance on their use for cohort and outcome identification can
limit generalizability for patients with MASLD and HCC. Still,
this remains one of the most effective means for large
cohort studies. Furthermore, there is potential to include
other types of liver cancer, although approximately 90% of
primary liver cancer is HCC.2,32 Finally, while our model was
created using several known clinical risk factors that are
independently associated with MASLD and HCC, it did not
incorporate environmental contributors such as evidence of
exposure to fine particulate matter air pollution or genetic
polymorphisms such as patatin-like phospholipase domain-
containing protein 3 gene,11 both of which have been
associated with increased risk of HCC. As we gain access to
genetic data and larger and more varied datasets, the model
can become even more personalized.

The lack of multimodal data is another drawback in our
study. Our current model does not include clinical notes, liver
biopsy results, or non-invasive test records such as ultra-
sound, magnetic resonance imaging, and elastography. We
were also unable to include the NAFLD fibrosis score in our
study as we did not have access to height, weight, and body
mass index information through the de-identified databases to
calculate the metric. The next phase of our project will be
characterized by the inclusion of the NAFLD fibrosis score,
clinical notes, and incrementally adding annotated images. In
combining different modalities into one prediction model, a
physician can be well equipped to be able to identify the
patients who are most in need of additional care.
Conclusions
Use of ML models for predicting risk of future HCC

development can help tailor resources to target screening
and surveillance strategies to those most at risk. The ML
model presented here uses readily available variables for
accurate risk prediction, holding the promise for effective
risk stratification of MASLD patients in the development of
HCC.
Supplementary Materials
Material associated with this article can be found in the

online version at https://doi.org/10.1016/j.gastha.2024.01.
007.
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