
Lawrence Berkeley National Laboratory
LBL Publications

Title
CONVECTION COEFFICIENTS AT BUILDING SURFACES

Permalink
https://escholarship.org/uc/item/4wb5r1n1

Author
Kammerud, R.C.

Publication Date
1982-09-01

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/4wb5r1n1
https://escholarship.org
http://www.cdlib.org/


LBL-14947 

Lawrence Berkeley Laboratory· 
UNIVERSITY OF CALIFORNIA 

ENERGY & 
DIVISION 

U.S. Department of Energy Passive and Hybrid 
Solar Energy Update Meeting, Washington, D.C.; 
September 15-17, 1982 

CONVECTION COEFFICIENTS AT BUILDING SURFACES 

Ronald C. Kammerud, Emmanuel Altmayer, Fred Bauman, 
Ashok Gadgil, and Mark Bohn 

September 1982 

TWO-WEEK LOAN COPY 

Prepared for the U.S. Department of Energy under Contract DE-AC03-76SF00098 

<t -?-



DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



-~ 

.. 

LBL-14947 
September 1982 

CONVECTION COEFFICIENTS AT BUILDING SURFACES* 

Ronald c. Kammerud, Emmanuel Altmayer, Fred Bauman, 
and Ashok Gadgil 

Paasive Research and Development Group 
Lawrence Berkeley Laboratory 

University of California 
Berkeley, California 94720 

Hark Bohn 
Solar Energy Research Institute 

Golden, Colorado 80401 

ABSTRACT 

Correlations relating the rate of heat transfer from the surfaces of rooms to the enclosed air are 
being developed, based on empirical and analytic examinations of convection in enclosures. The correlations 
express the heat transfer rate in terms of boundary conditions relating to room geometry and surface tem­
peratures. Work to date indicates that simple convection coefficient calculation techniques can be 
developed, which significantly improve accuracy of heat transfer predictions in comparison with the standard 
calculations recommended by ASHBAE. 

INTRODUCTION 

Alllong the fundamental heat traasfer processes, convection is the leaat understood. In contraat to con­
duction and radiation, the equations governing convective heat and mass transfer in fluids, the Navier­
Stokes equations, typically do not have closed solutions even under steady-state conditions. As a result, 
convection research has been largely limited to experimental work which is difficult to generalize. 

The influence of convective heat tranafer processes on the energy performance of buildings can be 
described in terma of three 11118chanisma: (1) coupling between room air aDd the surfaces to which it is 
exposed, (2) distribution of thermal energy within and between zonea due to air circulation, and (3) cou­
pling of the· interior air to the external environment through ventilation or infiltration. These processes 
are all significant and are the subjects of ongoing research. The work summarized here consists of analyses 
and experiments under way at Lawrence Berkeley Laboratory and the Solar Energy Research Institute; it is 
directed at understanding the coupling between room air and the room surfaces. The objective is to develop 
simple, accurate, and highly generalized correlations for the surface convection coefficients in enclosures 
typical of rooms in buildings. 

The LBL research consists in developing numerical analysis capabilities for convection in enclosures, 
and execution of small-scale laboratory experiments which produce data used to validate and guide the 
development of the analysis. The numerical analysis is then used to perform "numerical experiments," i.e., 
to produce a numerically-generated data base of heat transfer information from the surfaces of an enclosure 
for a variety of temperature and geometry boundary conditions. The LBL experimental research has concen­
trated on two-dimensional heat transfer in enclosures, which are long enough that the end walls have no 
effect on the internal convection process. The SERI research consists of small-scale laboratory experiments 
where the effect of the third dimension of the enclosure is explicitly examined. Heat transfer data and 
flow visualizations are produced in order to develop a detailed data baae from which heat transfer correla­
tions can be developed, and which can be used to validate the analysis. 

The experimental effort is limited in the number of configurations that can be examined, but provides a 
frame of reference for the analysis and is the ultimate test for the analysis. The "numerical experiments," 
on the other hand, are far more rapidly performed than their physical counterparts. Assuming that carefully 
selected validation experiments are performed in conjunction with the analysis, the "numerical experiments" 
provide a larger amount of accurate data on velocity, fluid temperature, and heat transfer · than the best 
experiments reported in the literature. The two research efforts are highly complementary; the experimental 
work provides depth to the research, while the analysis provides breadth. 

*This work was supported by the Assistant Secretary for Conservation and Renewable Energy, Office of Solar 
Heat Technologies, .Passive and Hybrid Solar Energy Division, of the u.s. Department of Energy under Con­
tract No. DE-AC03-76SF00098 and EG-77-c-Ol-4042. 
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BACKGROUND 

Heat transfer between the surfaces of a room and the enclosed air can be characterized in terms of a 
surface convection coefficient which describes the thermal conductance between the air and the surface. In 
comparison to the conductance of a normally insulated building envelope element, the convection coefficient 
is large and has little influence on the overall thermal resistance of the wall. At windows and other 
highly conductive envelope elements, however, the convection coefficient can represent a·significant portion 
of the total resistance; uncertainty in the coefficient leads to potentially large errors in the calculation 
of conductive gains and losses, i.e., in the thermal load calculation [1]. For this reason, accurate values 
for the surface convection coefficients are necessary, for example, to properly determine the size of the 
passive heating or cooling system and the capacity of the mechanical system. 

Heat transfer between room air and exposed surfaces is normally modeled using the convection coeffi­
cients documented by ASHRAE [2,3]. These coefficients are based on experimental research conducted 40 to SO 
years ago [2,3 and references cited therein) uaing vertical free-standing flat-plate geometries rather than 
boundaries of enclosures which have configurations typical of buildings. As a result, the applicability of 
the reported convection coefficients to building heat transfer calculations is questionable. While these 
pioneering experiments appear to have been carefully conducted, the temperature dependence of the reported 
data (e.g., [4]) disagrees with more recent experimental results [S]. 

More recently there has been extensive research in natural convection in enclosures. Although much of 
this work has dealt with geometries atypical of rooms in buildings ( 6, 7] , there has also been renewed 
interest in convective heat transfer processes in buildings (see (1] for a recent bibliography). Though 
much of the recent research does not focus directly on the evaluation of convection coefficients, the 
research methodology and analysis tools are sufficiently well developed to reconsider past estimates of the 
importance of convective heat transfer processes in buildings. In one of the recent studies (1] by the 
present authors, it was shown that the convection coefficients typically used in building energy calcula­
tions (2] are in substantial disagreement with the coefficients calculated by existing numerical techniques. 
It was further shown that the dynamic variability of convection coefficients can lead to substantial errors 
in the calculation of thermal loads in buildings. Finally, for an example enclosure configuration, it was 
shown that the most commonly used convection coefficients (ASHRAE constants) are in disagreement by at least 
SO% with both the laminar and turbulent temperature dependent correlations also recommended by ASHRAE, and 
differed by about 80% from a prelilllinary correlation developed at LBL from experimental results (Table 1). 

TABLE 1. Convection Coefficient Research Backgrpund 

T11 •23.rc r. • 1a.:rc 

CALCULATION METHOD HOT WALL, W /m 2 

ASHRAE - CONSTANT 23.3 

-TURBULENT 14.0 

-LAMINAR 10.8 

EXPERIMENTAL CORRELATION 13.0 

XBL 829-11607 

The examples cited above clearly demonstrate the need for improved correlations for convection coeffi­
cients. Because of the complexity of the recirculating natural convection flow of room air, which is influ­
enced by the temperature distribution on all the room surfaces, we do not expect that a single set of corre­
lations can be obtained which will accurately predict the convection coefficients for all possible confi­
gurations of surface and air temperatures. The experimental and numerical simulation techniques used at LBL 

'I . 
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and SERI to investigate convection coefficients are described in the following section. 

TECHNICAL APPROACH 

Experiment 

The LBL and SERI natural convection experiments utilize apparatuses scaled down by factors of approxi­
mately ten and twenty, respectively, from typical rooms. The experiments utilize water as the working fluid 
in order to suppress radiative exchange within the enclosure and obtain Rayleigh numbers* typical of build­
ings under enclosure surface temperature boundary conditions that are not so far from ambient .that signifi­
cant heat losses occur from the apparatus. Because the Prandtl** number for air is significantly different 
from that for water at the temperatures of interest, these are not similitude experiments and the measured 
heat transfer rates at a given Rayleigh number are not identical to those obtained in a full-scale, air­
filled enclosure. The measured heat transfer rates in the LBL experiment are approximately 10% higher than 
for the full-scale room [1]. For the data from the two experiments used to validate the numerical analysis, 
the lack of perfect similitude is not a serious disadvantage, because the analysis includes the Prandtl 
number as a variable. However, the experimental data itself cannot be applied directly to building situa­
tions without corrections. The magnitude of the correction is not well understood and will be examined in 
detail in the near future. 

Both experiments allow measurement of enclosure surface temperatures, surface heat fluxes, and tempera­
ture distributions within the working fluid for a variety of surface temperature boundary conditions. Both 
experiments also allow flow visualizations, which are critical to the understanding of the characteristics 
of the convection process, in particular to determining the conditions under which turbulence sets in. 

The LBL apparatus is 15.2 em x 30.5 em in vertical cross section with a plan depth of 83.8 em. The 
depth was selected to ensure that the end walls would not affect the convection process in the central 
region of the enclosure; the measurements therefore correspond to two-dimensional convection processes. One 
vertical wall of the enclosure can be heated and the opposite wall is cooled; all other surfaces are heavily 
insulated and approximately adiabatic. 

The SERI experiment [8] is cubical with edge dimensions of 30.5 em. The geometry was intentionally 
selected to investigate the effects of the third dimension of the enclosure on the heat transfer rates from 
individual surfaces. Furthermore, the apparatus allows the temperature of four of the six surfaces of the 
enclosure to be controlled so that the effect of the third dimension in real enclosures or rooms can be 
thoroughly explored for the cubical geometry. This is a largely unexplored area that will require consider­
able research before the understanding of convection in buildings is placed on equal footing with radiation 
and conduction. 

Numerical Analysis 

Computer programs which solve the full Navier-Stokes equations of motion for air flow in buildings have 
been developed [9-11]. These programs are based on the finite difference method in which the physical 
volume of interest is divided into a large number of subvolumes, and time is divided into discrete steps. 
The time-dependent differential equations are then integrated over the finite number of subvolumes and over 
each time step to obtain a large number of simultaneous algebraic equations, which are solved by matrix 
inversion. Solutions are obtained for a large number of successive time steps until steady-state flow 
fields are obtained. The program methodology is described in detail in [11]. 

The program developed at LBL [11] is suitable for modeling both natural and forced convection in two 
and three dimensions, for internal and external flows. In addition, the program can model obstacles (inter­
nal partitions, furniture), heat sources and sinks (space heating and cooling), and velocity sources and 
sinks (fans, windows). The program can, in principle, simulate both laminar and turbulent flow. The lam­
inar flow calculations have been verified against analysis and detailed experiments performed at LBL and 
elsewhere [12-14]. The turbulence modeling capability has recently been added and is presently undergoing 
testing. This capability is particularly appropriate for the study of wind and fan-driven ventilation and 
other forced convection phenomena • 

In order to use this program, it is necessary to define the problem by specifying the geometric confi­
guration; thermal and velocity boundary conditions, and fluid properties. For example, to obtain the solu­
tion of natural convection of air driven by different wall temperatures in a room, one must specify the room 
geometry, the temperatures of all room surfaces, and the thermophysical properties of air. The air velocity 

*Ra • GrPr • g6·6TH3Pr/v2 , where Gr • Grashof number, g • 
thermal expansion, 6T • characteristic temperature 
number, and v • kinematic viscosity. 

acceleration due to gravity, 6 • coefficient of 
difference, H • height of enclosure, Pr • Prandtl 

**Prandtl number: Pr • v/~, where v • kinematic viscosity and ~ • thermal diffusivity. 
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(or its derivatives) must also be specified on all bounding surfaces of the enclosure, such as at obstacles 
and internal surfaces where the velocity is zero, and at fan outlets where it is specified by the fan param­
eters. The computer simulation predicts the velocities and temperatures throughout the volume of interest 
and also predicts convective heat fluxes on all the surfaces, allowing the calculation of the heat transfer 
coefficients aa a function of position on all the surfaces of the room. 

CORRELATION METHODOLOGY 

The goal of this activity is to develop technically sound and usable expressions for the convection 
coefficient or heat flux at each interior surface of an enclosure. There is not a known functional form for 
the convection coefficients or even assurances that an appropriate expression can be developed. Bence this 
method consists of (1) generation of a heat transfer data base from physical and numerical experiments and 
(2) analysis of the data base to extract functional dependencies of the surface heat fluxes on the variables 
which are expected to influence thea. This approach assumes that the sensitivity of the heat flux to all 
important variables has been examined; if not, the correlation will not be generally applicable. 

It is known that the convective heat flux at any given surface in an enclosure will depend on the tem­
perature of that surface and temperature of the air adjacent to the surface: 

where hi• qi• and Ti are the convection coefficient, heat flux. and temperature. respectively. for surface 
i, and Tadi is tile adjacent air temperature. The adjacent air teaperature will in turn depend somehow on 
the temperatilres of all surfaces in the enclosure and on the enclosure geometry and on internal heat sources 
or sinks; these variables determine the velocity and temperature distributions throughout the volume, in 
particular the air temperature adjacent to the surface in question. The correlation problem is therefore 
equivalent to developing a method for calculating Tadj" In most buUding energy calculations. the adjacent 
air temperature is assumed to be the maan roo• air temperature. 

The experimental portions of the heat transfer data base developed at LBL and SEB.I during the past year 
include two configurations; this is insufficient to allow extraction of the geometric sensitivity of the 
convection coefficient. The correlations froa the experiments therefore explore the sensitivity of the heat 
flux (typica~ly expressed by the Nusselt number*) to the magnitude of the characteristic temperature differ­
ence in the enclosure (typically expressed by the Rayleigh number). Caution must be used when applying 
these correlations to other geometriea. It is noted that the geometry variable is the most difficult to 
access experimentally, since it requires several experimental apparatuses or a highly reconfigurable model. 

In order to supplement the experimental data base, the numerical analysis computer program has been 
used to parfora sensitivity studies, especially in regard to geometric sensitivity. This portion of the 
heat transfer data base includes explicit dependeace on the areas of subsurfaces for a particular two­
dimensional enclosure. The data base has been analyzed to determine the seaaitivity of the heat flux at the 
enclosure surfaces to both geometry and surface temperatures. 

The parametric sensitivity studies were conducted for a two-dimensional room with a height of 2.44 m 
and a length of 3.66 m, and each of its four major surfaces have been divided into three subsurfaces 
(described in detail in [15]). The rooa is shown schematically in Fig. 1; the individual subsurfaces are 
identified numerically in this figure. The enclosure volume was diacretized with an unevenly spaced 20 x 30 
grid with a high deaaity of grid lioas near the surfaces for good resolution of the boundary layers. 

For the first bouadary condition configuration selected, the hottest and coldest surfaces are located 
on opposite vertical walls. Nine simulations were performed to study natural convection under the different 
te11perature boundary conditions displayed in Table 2. The results from these nine simulations have been 
used to develop simplified correlations for convection coefficients for this particular configuration, as 
described in detail in reference [16] and briefly summarized here. 

It was found that subsurfaces 1, 2, 7, and 8 contribute, in moat cases. a very large portion of the 
total heat transfer into or out of the room air, typically on the order of 90%. The data interpretation has 
focused on these four subsurfaces, which have baen·labeled •active• subsurfaces. Successful development of 
correlations for predicting the heat transfer from the active subsurfaces would account for about 90% of the ~ 
total heat transfer for this particular configuration. The remaining subsurfaces. which together contribute 
only about 10% of the total heat transfer between the bounding surfaces on the enclosed air, have not been 
considered in developing correlations; they have been labeled •inactive• subsurfaces. 

When the convection coefficients for the various subsurfaces were calculated with reference to the mean 

*Nusselt number: Nu • q•B/~T·k, where q • surface heat flux, R • height of enclosure, ~T • characteristic 
te11perature difference, and k • thermal conductivity. 
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TABLE 2. Parametric Run Description 

Run 

1 

2 

3 

4 

5 

6 

7 

8 

9 

II 
Tz Ta 

(oC) ("F) (oC) (oF) 

-6.67 20 21.11 70 

-6.67 20 29.45 85 

-6.67 20 37.78 100 

4.45 40 21.11 70 

4.45 40 29.45 85 

4.45 40 37.78 100 

15.56 60 21.11 70 

15.56 60 29.45 85 

15.56 60 37.78 100 

FIG. 1 
PARAMETRIC STUDY 

ENCLOSURE DESCRIPTION 

4 5 6 
3 7 

COLD 
2 8 

~ SUBSURFACE .. r-C\1 
9 

12 11 10 

3..66 m 

HOT 

SUBSURFACE 

XBL 829·11606 

air temperature in the enclosure, large variations were observed, particularly for subsurfaces other than 2 
and 8. Even for these two subsurfaces the convection coefficients vary by nearly 5Q-60%. This variability 
results from the fact that the temperature of air immediately adjacent to a subsurface (Tadj) is often quite 
different • from the mean room air temperature. The convection coefficients calculated with reference to the 
mean air temperature lacked an observable pattern, and would therefore be difficult to predict using a sim­
ple equation. Furthermore, convection coefficients calculated with reference to the mean air temperature 
can have nonphysical negative values. For example, the updraft of warm air leaving subsurface 8 will depo­
sit heat into the cooler subsurface 7 in spite of the-fact that the mean room air temperature is less than 
the temperature of subsurface 7. 

When the convection coefficients were calculated with reference to the adjacent air temperature 
predicted by the numerical analysis, far more consistent results were obtai~ed. For this reason the corre­
lation efforts focused on attempts to obtain an expression for calculating Ti• the air temperature adjacent 
to subsurface i. The first attempt at obtaining such an expression is described below. 

The analysis determined that the adjacent air temperature for all of the active subsurfaces could be 
calculated from 
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(2) 

where K1, K2, K3, K4, aDd Ks are constants, T and A are subsurface temperatures and areas, and subscripts B, 
C, and I refer to the hot, cold, and inactive subsurfaces, respectively. The values of the constants were 
determined by examining the individual dependeace of the calculated adjacent temperature on each of the 
terms in the above equation. The preliminary results are shown in Table 3. 

TABLE 3. Correlation Constants 

Subsurface 
~ ~ K3 K4 Its Number 

2 1.49 1.38 0.89 0 0 
8 1.49 1.38 0.89 0 0 
l o. 76 0.70 0.45 0 0.49 
7 0.76 0.70 o.4s~ 0.49 0 

The convective heat flux (qi,) for each active subsurface can be calculated from 

qi, • 2.42 (T~ - Ti) 

USOLTS 

Experiment 

Data from tha LBL experiments have been published elsewhere (12,17] and are not repeated here. Por­
tions of the data have been used to validate the convection analysis computer program (12]. 

The more recent SERI results (8] hf!e included boia flow visualizations and heat transfer -aaurementa 
for Rayleigh numbers between 0.3 x 10 and 6.0 x 10 • Flow visualizations have revealed the peraistenee 
of a relatively inactive central region of the enclosure for four combinations of heated and cooled vertical 
walla (the horizontal walla are adiabatic), which is qualitatively similar to the observations made in pre­
vious two-dimensional enclosure esperimenta. Fluid temperature measurements indicated that linear stratifi­
cation profiles extended through the core region with deviations from linearity near the upper and lower 
surfaces where hot (top) or cold (bottom) fluid flowed in boundary layer type flows between the hot and cold 
vertical surfaces. These horizontal boundary layers dominate the heat transfer mechanisms between the tea­
perature controlled surfaces·; the core region playa only a small role at the Rayleigh numbers and boundary 
conditions explored to date. Finally! the beginnings of transition to turbulence in the boundary layers 
were observed at a lla llWIIber of 3.6 x 10 °. These observations, too, are very consistent with those made 
previously for two-dimensional flow. 

The heat transfer data fr011 the SERI experiment baa been analyzed aDd a correlation developed. Regres­
sion analysis of .. veral hundred data points, representing all four hot sad cold wall combinations, yielded 
aa expression: 

Nu • o.620(Ra)0 •250 (4)0 

'J 

for Rayleigh numbers between 0.3 x 1010 and 6.0 x 1010 for a water filled eacloaure. Experimental, numeri­
cal, and analytic results from various researchers for two-dimensional enclosure flows are compared with 
this correlation in Fig. 2. For comparison purposes, all the Nu values ia Fig. 2 are based oa the hot-to­
cold wall temperature difference. Considering the differences between the SERl three-dimensional experiment 
and previous two-dimenaioaal experiments, there 1a excellent agreement among the data. This is one 
extremely important result in that it lends credibility to the applicability of the past two-dimensional 
experiments and analyses to three-dimens.ional situations, but it is emphasized that considerably more 
three-dimensional work is necessary in order to fully understand this relationship. V 

*2.42 (V/m2-°C) represents the beat flow weighted average of the convection coefficients on subsurfaces 2 
and 8, calculated using the temperature difference between the mean room air and the subsurface for the 
nine simulations shown in Table 2. 

INu in Eq. (4) is baaed on the difference between the bulk fluid temperature and the surface temperature. 
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FIG. 2 

COMPILATION OF TWO-DIMENSIONAL HIGH RAYLEIGH NUMBER DATA AND COMPARISON WITH PRESENT RESULTS 

::1 z 

,.._.,!~' .... ~~ 
Nu • 0.392 Ra.,.. [14)~- ~~~ .... --r---f!'- ~ 

-""'0 _,-
.. -- [_...... Nu = 0.044 Ra"' (14) 

J7 --~ 0 ----r --- Nu • 0.310Ra.-___ ,, (PreeantR"ults) - ~--~~~···~ 

.:~ Nu • 0.048 Ra"' [81 

Ra 

{This figure taken in its entirety from [8), including reference numbers in the figure and the key.) 

KEY 

Analysis 

0 

• • 

Raithby laminar b. 1. theory [14], A•.5, Fr=3.5 
Raithby turbulent b. 1. theory [14], A=.5, Pr=3.5 
Gadgil numerical analysis [26], A=l, Pr=.7 
Gadgil numerical analysis [21], A•-.2, Pr=l 
Gadgil numerical analysis [21], A•.l, Pr=l 
MacGregor and Emery [9] 
Bauman, et al. [18], A=l, Pr=.7 
Nansteel. and Greif [25], A•.5, Pr•3.5 
Burnay, et al. [18], A•l, Pr-.7 

The heat flux predictions for all four "active" subsurfaces calculated from Eq. {3) are compared 
against the results of the numerical simulations in Fig. 3. The solid 45° line represents the line of per­
fect agreement between the two calculation techniques. Calculations based on the present correlation are 
seen from this figure to compare well with the numerical predictions of the convection program for all four 
"active" subsurfaces. The points plotted on Fig. 3 have· a root mean square deviation from the 45° line of 
only 2.5 W/m2. The relative errors in heat flux predictions are observed to be large only in cases when the 
temperature differences between "inactive" and "active" subsurfaces are small. 

Two methods* of calculating convective heat flux recommended by ASHRAE are compared with the numeri­
cally obtained results, in Figs. 4 and 5. Both methods relate the convection coefficient to 6T s• the 
difference in the mean enclosure air temperature and surface temperature. The convective heat fluxes fn Fig. 
4 are calculated using the ASHRAE constant convection coefficients according to the following equation: 

(5) 

where h • 3.08 {W/m2-°C) for vertical surfaces 

IJ *The ASHRAE constant convection coefficient for a vertical· surface is derived from Table 1, page 23.12, 1981 
Handbook of Fundamentals, by subtracting out the radiative component of the total surface heat transfer 
coefficient7 The radiative component is based on a 5.6°C (10°F) surface-to-surroundings temperature differ­
ence, which is not always typical for real buildings. In addition, it is extremely surprising to notice 
that the constant convection coefficient is representative of a 13°C (23°F) surface-to-air temperature 
difference in order to be consistent with the ASHRAE temperature dependent convection coefficient for tur­
bulent flow. The ASHRAE temperature dependent convection coefficient for turbulent flow is recommended for 
use with large plates (typical for buildings) and is taken from Table 5, page 2.12, 1981 Handbook of~­
mentals. 

:~ 
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FIG. 3 
LBL HEAT FLUX CORRELATION 

Compariaon with Numarical Calculations 

• 
60 0 cOA : 2.42(.0.T) 

.... .. AT = T~IA • TsuAFACE 
E 40 .. 
! .. 
:I ... ... 20 ,;:" .. 
c ... 
:z: 
Q ... 

0 .. 
c 
5 

/ u ... SYMBOL SURFACE c 
u -20 HOT ,.. • • ... ... • 2 COLO c 
u #" • a: 7 ... 
::11 
i ., 

-40 -20 0 20 40 60 eo 
~EDICTID HEAT FLUX (0COR'Wim1J 

• 4.04 (W/m2-0 c) for horizontal surfaces with heat flow upwards 

• 0.95 (W/m2-0 c) for horizontal surfaces with heat flow downwards. 

The convective heat fluxes ia Fig. 5 are calculated using the ASBRAE correlations for turbulent convection 
coefficients accordins to the followins equation: 

qA2 • h • t:. Tas 

where h • (1.31)(ATas>0 •33 for vertical surfaces 

• (1.52)(ATas>0 •33 for horizontal surfaces with heat flow upwards. 

For horizontal surfaces with heat flow downwards, ao expression for h is given for turbulent convection. 
The laminar correlation given by ASHRA! is used herein: 

h 

A Q,25 
... Tas 

• 0.51--
L 

where L is the characteristic length of the surface. Both of the ASRRAE correlations roughly approximate 
the heat flow to the room air from the cold and hot subsurfaces, 2 and 8, and have large errors for the 
other two active subsurfaces, 1 and 7. The ASHRAE correlations, in fact, often predict the wrong direction 
of heat flow for subsur~ace 7. The r~ot mean square (RMS) deviations of the points in Figs. 4 and 5, from 
the 45° line are 13.3 W/m and 15.8 W/m respectively. These numbers are of the same order of magnitude as 
the heat fluxes on moat subsurfaces. By comparins Figs. 3, 4 and 5, it is clear that the predictions from 
Eq. (3) show substantially better agreement than do the ASHRAE calculations. 

For one of the nine numerical analyses the net imbalance in total convective flux from all surfaces has 
been calculated for each of the two ASHRAE recommendations for the correlations. Using Eq. (3), an imbal­
ance of approximately 2% was observed. The two ASHRAE methods produced imbalances of -11% and +50% for the 
constant and temperature-dependent coefficients, respectively. 

"' 
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FIG. 4 
ASH RAE CONSTANT COEFFICIENT CORRELATION 

COMPARISON WITH NUMERICAL CALCULATIONS 

Q A I = 3.08(6T) 

boT= T AIR- TSURFACE 

Symbol Surface 

• 8 HOI 

(b) 

• 2 

't! •• ..... • 
• 

PREDICTED HEAT FLUX (Q A 1 ,Wtml) 

FIG. 5 
ASHRAE TURBULENT CORRELATION 

COMPARISON WITH NUMERICAL CALCULATIONS 

aT= T AIR- TSURFACE 

Symbol Surtece 

• 8 HOI 

e 2 Cold 

• 
• 

20 40 60 

PREDICTED HEAT FLUX (0 A2 ,Wtml) 

Cold 

80 
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XBL 829·11621 

100 
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CORRELATION SENSITIVITY 

A number of additional simulations have been performed in order to test the generality of the correla­
tion by examining its ability to properly predict convection coefficients for configurations other than 
those on which it is based. For each sensitivity configuration the "active" subsurface heat fluxes were 
recalculated using the correlations and then compared with the results computed by the convection program. 
The parameters varied in the sensitivity studies were: 

o Area of hot subsurface, A8 • 

o Area of cold subsurface, A2• 

o Temperature of "inactive" subsurfaces, TI. 

If the accuracy of the correlation is strongly affected by any of the above parameters, then caution 
must be exercised in extrapolating the present correlations to parameter values beyond the range of this 
study. Results from each of these sensitivity studies are presented below. 

Figure 6 presents "active"· subsurface heat f!uxes for three different areas of the hot subsurf~ce. 'The 
hot subsurface area was varied from 41% (1.01 m ) of the total vertical wall area to 100% (2.44 m ) of the 
total vertical wall area. The area and location of the hot subsurface for each sensitivity run is shown in 
the accompanying diagrams. Despite the wide range of hot subsurface areas, the results of the present 
correlation all agree quite well with the numerical predictions of the convection program. The !oot mean 
square (RMS) error for the correlation results shown in Fig. 6 was calculated to be only 2.30 (W/m ). 
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Figure 7 presents "active" subsurface heat fluxes for three different areas 
shown in the ac~ompanying diagrams. For these sensitivity runs, ~he area of the 
from 52% (1.26 m ) of the total vertical wall area to 100% (2.44 m ) of the total 
the correlation results are reasonably insensitive to this parameter with the RMS 

of the cold subsurface, 
cold subsurface was varied 
vertical wall area. ~gain 
error being 3.22 (W/m ). 

In Figure 8 the results are shown for three different values of "inactive" surface temperatures: the 
reference value of 20°C, and plus and minus 2.8°C from the reference value (22.8°C and 17.2°C). The accu­
racy of the present correlations over this range of "inactive" surface tempera~ures is seen to be of the 
same order as the other sensitivity runs, with the RMS error being 3.82 W/m • Part of this insensitivity 
may be due to the small magnitude of the "inactive" subsurface temperature variations (5.6°C) relative to 
the maximum temperature difference in the room (44.4°C). 

The results for all three of the above sensitivity runs indicate that the present correlations can 
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provide the same level of accuracy (lo-15%) over a wider range of configurations than the particular one for 
which the correlation was originally developed. Future sensitivity analyses will concentrate on other 
parameters and configurations. 
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CONCLUSIONS 

Convection coefficient correlations have been obtained by analyzing results from numerical simulations 
of the natural convection process in an enclosure described by a two-dimensional configuration with the hot­
test and coldest surfaces on opposite vertical walls. The correlations allow prediction of the dominant 
convective heat fluxes in configurations approximating the one that has been analyzed. The correlations 
presented apply for a variety of subsurface temperatures and areas. The correlations are a significant 
improvement over the standard techniques for calculating convective heat fluxes from room surfaces for this 
particular configuration. Of course, the validity of the present correlations is limited to the particular 
configuration for which the numerical simulations were performed. However, the methodology presented in 
this report is quite general and can be applied to other configurations of hot and cold surface positions, 
as well as to three-dimensional situations. The correlations obtained for other configurations may not be 
identical in form to those presented here. 

An area needing careful consideration in the future is the prescription for identifying a given real 
situation with the single most appropriate configuration from the complete set of configurations for which 
correlations will be published. It is evident that in each and every case, one may not be able to identify 
one hottest and one coldest subsurface; all the subsurfaces may have temperatures close to one another. In 
this case, all the different applicable correlations will predict similar results. In other words, the 
correlations, if properly formulated, should (and must) give predictions that continuously and smoothly vary 
over all the possible variations of subsurface temperatures, even as one ranges from one configuration to 
another. 

The numerical analysis technique used in this study has been compared with experimentally obtained flow 
patterns, temperature fields, and heat flows at the walls for enclosure geometries similar to the one con­
sidered in this report. These comparisons have shown agreement usually within a few percent, giving one 
confidence in using the computer program as a fast device for performing ·numerical experiments" for a 
variety of conditions within the domain of this configuration. It would be desirable, in proceeding to 
obtain correlations for significantly different configurations, to reconfirm the validity of the computer 
program in each case, using experimental data for that configuration. 

Several cautions are in order relating to the use of the preliminary correlation reported here. In 
particular, it should be pointed out that experimental evidence exists showing steady, laminar flow in 
enclosures for the present configuration, even at the high Ra number values that we have considered. How­
ever, almost all the experiments in this regard have used fluids in the Pr range of 2.5 and higher. Since it 
is known that the Ra number for the onset of turbulence is decreased for lower Pr number fluids (Pr of air 
at room temperature is 0.71), the assumption of steady laminar flow needs to be carefully examined experi­
mentally. Similarly, the Ra number for the onset of turbulence is influenced by the configuration (i.e., 
the temperature distribution on the subsurfaces), and this again needs careful experimentation. The com­
puter program is unable to determine the Ra number for the onset of turbulence, and this information must be 
experimentally obtained for each configuration. 

The importance of the three dimensionality of the flow must be determined. This effect is known to 
exist, but has not been sufficiently studied and quantified in the literature to assert that the present 
correlations, obtained from two-dimensional simulations, are satisfactory approximations to the three­
dimensional conditions that almost always exist in real buildings. Experimental results obtained to date 
imply that the two-dimensional results are valid in that the primary features of the convection process in 
enclosures at Rayleigh numbers of interest herein are consistent between two and three dimensions. This 
similarity persists for (1) the inactivity of the core region, (2) dominance of boundary layer flow in the 
heat transfer process, and (3) transition to turbulence. 

The results presented in this report indicate that the problem of predicting convective heat transfer 
in rooms using simple correlations is not a hopeless task. The success achieved for the one case considered 
is encouraging, and leads one to expect that a similar approach will yield successful predictions in other 
cases as well. 

REFERENCES 

1. F. Bauman, A. Gadgil, and R. Kammerud, with E. Altmayer and H. Nansteel, "Convective Heat Transfer in 
Buildings: Recent Research Results,· submitted for presentation at the ASHRAE Society Meeting in 
Atlantic City, N.J., 23-27 January 1983. Lawrence Berkeley Laboratory Report LBL-13883, to be pub­
lished. 

2. Handbook of Fundamentals, American Society of Heating, Refrigerating, and Air Conditioning Engineers, 
New York, 1981. 

3. H. Lokmanhekim, ed., Procedure for Determining Heating and Cooling Loads for Computerized Energy Cal­
culations, ASHRAE, New York, 1976. 



n 
:1 

-13-

4. G.B. Wilkes and C.M.F. Peterson, "Radiation and Convection from Surfaces in Various Positions," ASHVE 
~- 44, 513 (1938). 

5. 

6. 

7. 

8. 

9. 

10. 

ll. 

12. 

J.P. Holman,~ Transfer, McGraw-Hill, 1976, P• 255. 

S. Ostrach, "Natural Convection in Enclosures," in Advances in Heat Transfer, !• 1972. 

I. Catton, "Natural Convection in Enclosures," in Proceedings, Sixth Int. Heat Transfer Conference, 
Toronto. (1978). 

M.S. Bohn, D.A. Olson, and A.T. Kirkpatrick, "Natural Convection in a Cubical Enclosure," submitted 
for presentation at the ASME-JSME Thermal Engineering Joint Conference, March 20-24, 1983, Honolulu. 

N.C. Markatos and M.R. Malin, "Mathematical Modeling of Buoyancy-Induced Smoke Flow in Enclosures," 
Int • .:!.· Heat & Mass Transf. 25(_!_), 63-75 (1982). 

A.D. Gosman, P.V. Nielsen, A. Restivo, and J.H. Whitelaw, "The Flow Properties of Rooms with Small 
Ventilation Openings,"~· ASME, .:!.· Fluids Engrg. 102, 316-323 (Sept. 1980). 

A. Gadgil, "On Convective Heat Transfer in Building Energy Analysis," Ph.D. Thesis, Department of Phy­
sics, UC Berkeley (1979). Lawrence Berkeley Laboratory Report LBL-10900 (1980). 

F. Bauman, A. Gad gil, R. Kammerud, and R. Greif, "Buoyancy Driven Convection in Rectangular Enclo­
sures: Experimental Results and Numerical Calculations,'' ASME Paper No. 80-HT-66, presented at the 
19th National Heat Transfer Conference, 27-30 July 1980, Orlando, Florida. Lawrence Berkeley Labora­
tory Report LBL-10257 (1980). 

13. G. Shiralkar, A. Gadgil, and C.L. Tien, "High Rayleigh Number Convection in Shallow Enclosures with 
Different End Temperatures,"~·.:!.· Heat & ~ Transf. 24(10), 1621-1629 (1981). 

14. J. Tichy atld A. Gad gil, "High Rayleigh Number Laminar. Convection in Low Aspect Ratio Enclosures with 
Adiabatic Horizontal Walls and Differentially Heated Vertical Walls," Trans. ASME, J. Heat Transfer, 

15. 

104, 103-110 (1982). -- -- - --

A. Gadgil, F. Bauman, and R. Kammerud, "Natural Convection in Passive Solar Buildings: Experiments, 
Analysis and Results," Passive ~ Journal, .!_(.!_), ( 1982). Lawrence Berkeley Laboratory Report LBL-
9297. 

16. E. Altmayer, A. Gadgil, F. Bauman, and R. Kammerud, "Correlations for Convective Heat Transfer from 
Room Surfaces," Lawrence Berkeley Laboratory Report LBL-14893, to be published. 

17. M. Nansteel and R. Greif, "Natural Convection in Undivided and Partially Divided Rectangular Enclo­
sures,"~· ASME, .:!.· ~Trans£. 103, 623-629 (Nov. 1981). 



fli 

This report was done with support from the 
Department of Energy. Any conclusions or opinions 
expressed in this report represent solely those of the 
author(s) and not necessarily those of The Regents of 
the University of California, the Lawrence Berkeley 
Laboratory or the Department of Energy. 

Reference to a company or product name does 
not imply approval or recommendation of the 
product by the University of California or the U.S. 
Department of Energy to the exclusion of others that 
may be suitable. 



- ., 
·~__......)"-~ 

TECHNICAL INFORMATION DEPARTMENT 

LAWRENCE BERKELEY LABORATORY 

UNIVERSITY OF CALIFORNIA 

BERKELEY, CALIFORNIA 94720 

~· -" ~.·~·~ 




