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Design Considerations for 400 GHz

InP/InGaAs Heterojunction Bipolar Transistors

by

James Chingwei Li
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The relatively wide bandgap, high low-field mobility, and high peak velocity of
many compound semiconductors are inherent material advantages treasured by device
engineers. For these reasons, InP and InGaAs compounds have emerged as the dominant
semiconductor material system for Heterojunction Bipolar Transistors (HBTs) whose fr
and fy4x exceeds 400GHz. High performance has been achieved through a combination
of bandgap engineering and geometry scaling to delay the onset of Kirk effect and to
reduce parasitic elements, respectively. This dissertation investigates the performance
limitations of existing InP/InGaAs HBTs fabricated using a traditional mesa process and

presents two methods to enhance performance.
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Increases in the collector current density without sufficiently aggressive emitter
area and voltage scaling have resulted in a rapid increase in the thermal resistance (R7x)
and junction temperature (7;) of state-of-the-art InP/InGaAs HBTs. Measurements in this
dissertation show a fr increase of 8-10% with a 75°C decrease in 7,,,,. Estimations of 7;
using measured Ry values show >75°C rise over 7, due to self-heating at peak fr,
indicating that 10% or more improvement in f7 is possible if self-heating were minimized
or eliminated. A 3-D thermal model has been developed to explore the thermal
optimization of HBT design and predict Ryy in an IC environment. A new experimental
method to thermally de-embed the effects of the test environment has also been
developed.

Velocity overshoot and quasi-ballistic transport, phenomena that occur readily in
III-V materials, are expected to play a dominant role in device performance.
Experimental data indicate that the electron velocity exceeds the steady-state velocity by
a factor of two or more. A 2-D electro-thermal model was developed to explore the
nature of carrier transport through these devices. Several critical modifications to the
device simulator and proper calibration of material parameters are discussed.

Finally, an adaptation of the Selective Implanted Collector, used in silicon bipolar
transistors, is presented for InP/InGaAs HBTs. The new HBT structure, designated
Selectively Implanted Buried Sub-collector (SIBS), is used to simultaneously reduce the
collector transit time and base-collector capacitance. The electrical properties and

scalability of SIBS is studied through a series of DC, CV, and RF measurements.
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1. INTRODUCTION

1.0 Motivation

Research and development of InP-based HBTs have been active areas for
several decades, but the pace of this development has increased recently due to the
rapid growth of the internet and other communications systems. The ability of InP-
based HBTs to achieve both superior speed and voltage handling capability (up to
output swings of 11.0 V at 45 Gbps data rates [1-1]), provides unique opportunities for
device and circuit designers. Few semiconductor materials have the ability to be used
for high-performance digital, mixed-signal, and analog ICs with little change in the
device design. Since the existing markets for InP-based HBTs emphasize superior
performance over cost and integration, there is a persistent need to comprehend and
model the electro-thermal properties of each generation of InP-based HBTs. The
newest generations of devices with fr and fi.x values on the order of 400 GHz have
aggressively scaled device geometries deep into the sub-micron regime, but the
emitter area scaling has not kept pace with the increase in operating current density.
The resulting rise in power density represents a potential barrier to the utilization of
existing devices in ICs and the further improvement of device performance. This
dissertation explores performance limits both through experiment and simulation and

presents a set of guidelines for the design of 400 GHz InP-based HBTs.



1.1 Compound Semiconductor Materials

Many in the semiconductor industry consider InP and InGaAs compounds as exotic
materials, but these two semiconductors offer several key advantages over the most
widely used semiconductor, silicon. Table 1-1 compares several material properties of
InP; Ing s3Gaga7As, which is lattice matched to InP; and silicon. It is clear that both InP
and Ings3Gag47As provide a significant advantage in electron effective mass, peak
velocity, and low-field mobility. With low-field electron mobility that ranges from 4X to
8.75X greater than silicon, parasitic resistances throughout an electron device can be
significantly reduced. This advantage also extends to the high-field regime where the
electron peak velocity is 2.0X to 2.5X greater than silicon. For an electron traversing a
drift region (collector of a bipolar transistor or the drain-side channel of a FET), the
overall transit time can be 50% or less than the comparable silicon device. In compound
semiconductor devices, both high performance Hetero-junction Bipolar Transistors
(HBTs) and Field Effect Transistors (FETs), these material advantages have been

leveraged to produce the fastest transistors in the world.

Table 1-1: Summary of key material parameters for InP, Inys5;Gay 4;As, and Si at T =300 K. All
values are taken from [1-2].

Material Property at T = 300K Units InP Ing 53Gag47AS Si
Bandgap eV 1.35 0.75 1.12
Thermal Conductivity W/em'K 0.68 0.05 1.5
Electron effective mass m, 0.078 0.041 0.98/0.19
Electron peak velocity x107cm/s 2.5 3 1
Electron mobility (N = 1x10'” cm™) cm?/V's 3200 7000 800

Despite the overwhelming advantages of compound semiconductors in electron
transport, silicon does hold two critical advantages in addition to a high quality oxide and

oxide interfaces over most compound semiconductors, thermal conductivity and Density



Of States (DOS). In general, the higher thermal conductivity of silicon allows greater
power and higher transistor densities to be achieved. Conversely, the high thermal
conductivity reduces self-heating and any of its negative consequences on performance
and robustness. The higher electron effective mass corresponds to a higher conduction
band DOS, which allows a higher donor concentration to be used before the onset of high
doping effects e.g. degeneracy and band filling. These two deficiencies have plagued
compound semiconductor devices and may impede future advancements in performance.
For the device engineer, it is not the individual properties of any one semiconductor
that are important, but the variety of material properties from which to choose. The
narrow bandgap and high low-field mobility of Ings3Gag47As is frequently paired with
the wider bandgap and higher thermal conductivity InP to provide the best compromise
of electrical properties. In addition to InGaAs, InAlAs and GaAsSb compounds can also
be grown lattice matched or strained on InP. These materials have differing carrier
transport properties as well as bandgap and electron affinities. Figure 1-1 illustrates the
numerous material choices and hetero-interfaces that are available to device engineers
working in the InP material system. The silicon industry has adopted the use of Silicon-
Germanium alloys, which has introduced a narrower bandgap material to device
engineers, but the deviation from silicon is relative small. The freedom to choose a
material based on the desired electrical properties, and the ability to integrate it with
others into the layer structure of an electron device forms the cornerstone of bandgap

engineering. This is the one true advantage of compound semiconductors over silicon.
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Figure 1-1: Bandgap and band line-ups of InP and its related materials.

1.2 HBT Structure

The fabrication of InP-based HBTs is relatively simple compared to any of the

commercially available SiGe HBT process technologies. Molecular Beam Epitaxy



(MBE) or Metal-Organic Chemical Vapor Deposition (MOCVD) is used to grow the
device layers on a semi-insulating InP substrate. For the fabrication of 400 GHz InP-
based HBTs, MBE is the preferred means of growth due to its precision at depositing
layers thinner than 5 nm. All device layers are typically grown prior to any wafer
processing, and the subsequent processing steps only remove the unwanted material.

The ability to perform bandgap engineering allows the emphasis to be placed on
material growth and not wafer processing. Figure 1-2 shows the basic structure and the
common layers of a conventional triple-mesa compound semiconductor HBT. The
emitter, base-collector, and sub-collector layers form the three mesas, and metal contacts
are deposited on each. This structure is common to nearly all compound semiconductor
HBTs, and it is the selection of materials for each of these layers that determines the HBT
type and electrical characteristics. Common to all compound semiconductor HBTs is the
presence of a hetero-junction between a narrower bandgap base and a wider bandgap
emitter. However, HBTs are further sub-divided into two categories based on the
material selection in the collector. A Single Heterojunction Bipolar Transistor (SHBT)
has one hetero-interface at the base-emitter junction and the Double Heterojunction
Bipolar Transistor (DHBT) has an additional hetero-interface at the base-collector
junction. Table 1-2 lists the typical materials used for InP-based SHBTs and DHBTs.
The proper material selection for each layer for optimum electrical characteristics can be

found in [1-3].
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Figure 1-2: Schematic cross-section of a canonical triple-mesa HBT structure.

Table 1-2: Typical materials selection for the layers of a InP-based HBT.

Layer Type SHBT DHBT
Emitter Cap N+ InGaAs InGaAs
Emitter N- InAlAs or InP InAlAs or InP
Base P+ InGaAs InGaAs
Collector N- InGaAs InP
Sub-collector N+ InGaAs or InP InGaAs or InP
Substrate S.I. InP InP

1.3 HBT Performance

Many different factors must be considered in the design of a high performance
HBT, but for the purposes of this discussion, the performance of an HBT will be
narrowly judged by two small-signal figures of merit, fr and fyx. fr is defined as the
frequency at which unity current gain is achieved, and fj;.x is defined similarly as the
frequency at which unity power gain is achieved. Although materials selection plays an
important role, the doping concentrations and geometry for each layer are equally
important in determining HBT performance. The selection of these physical properties
can be divided into three categories of scaling: vertical, horizontal, and power. Each

category has a single relation that dominates the design process, but the interaction of



these different relations is not straight forward. It is the task of the device designer to

balance the concerns of one category against the remaining two.

1.3.1 Vertical Scaling

The effect of vertical scaling on the high speed performance of the ideal Bipolar
Junction Transistor (BJT) is governed by the following relation [1-3],

1 kT
Jr :2”1_ :nql (CBE+CBC)+(RE+RC)CBC+TB+TC (1-1)
ec C

where Rg and R¢ are the emitter and collector resistances, respectively; Cpz and Cpc are
the base-emitter and base-collector capacitances, respectively; and /¢ is the collector
current. The reduction of the base and collector thicknesses reduces the time required to
transit these regions, 7z and zc. However, thinning the base increases the lateral sheet
resistance of this layer and the total base resistance, Rz. The thinning of the collector is
balanced by an increase in the base-collector capacitance, Cgc. From Equation (1-1), the
need to optimize Rg, Rc, Cpg, and Ic in order to realize an increase in f7 due to reduced 73

and 7¢ is evident.

1.3.2 Horizontal Scaling

The effect of horizontal scaling on high speed performance is governed by the

following deceptively simple relation [1-3],

_ fr (1-2)
Soax 87R,C,.

where f7 is defined by Equation (1-1). The trade-offs involved in collector design for

high fy4x are not self-evident. Cpc appears directly in Equation (1-2), but the collector



thickness and indirectly Cpc affect fr as well. Any increases in Rz and Cpc from vertical
scaling can be offset by the reduction of the base contact to emitter mesa spacing and the
total base-collector junction area as seen in Figure 1-2. However, both of these actions
demand improvements in wafer processing, and horizontal geometry reductions cannot

be so aggressive that process variation dominates device performance.

1.3.3 Power Scaling

If the BJT collector current, /¢, is increased, the first term on the right hand side of
Equation (1-1) decreases, and the theoretical maximum value of f is determined by the
remaining three terms. In reality, fr begins to decrease well before this theoretical
maximum is reached, and the roll-off of fr is a result of the Kirk effect [1-4].
Qualitatively, the Kirk effect describes the condition where the free-electrons entering the
collector are so numerous that they begin to screen the collector space charge. Once this
occurs, the applied collector voltage is shielded from the base-collector junction; the
electric field in the collector changes rapidly; and carrier transport is disrupted resulting
in the breakdown of Equation (1-1) and the roll-off of f7. The critical current density

where the f7 roll-off occurs is defined by the following relation [1-5],

2gc(VCB + Vi )} (1-3)

JKirk = Vsat {qNC +
where v, is the carrier saturation velocity; &c is the collector dielectric constant; Vg is
the applied collector-base voltage; and V}; is the base-collector built-in potential. By

increasing the collector doping, N, and decreasing the collector thickness, #¢, Jxi can be

increased, and the device can be allowed to more closely approach the maximum



theoretical fr described by Equation (1-1). However, the rules that govern vertical and
horizontal scaling do not allow #¢ to be blindly reduced. In addition, increasing N¢ will
usually result in an increase in Cpc unless #¢ is small enough to allow the collector to
remain fully-depleted. It is the task of the device designer to increase Jk; so that the
BIJT can reach the maximum theoretical fr described by Equation (1-1) without reducing
the maximum theoretical fr. Equation (1-3) is a general relation derived for long,
uniformly doped collectors. The study of Kirk effect in modern devices requires a more

generalized form of Equation (1-3) and is thoroughly discussed in [1-5].

1.4 Outline of the Dissertation

The work presented in this dissertation includes simulations and experiments
designed to uncover the performance limitations and establish guidelines for the design of
400 GHz InP/InGaAs HBTs. The rapid evolution of these devices in the last four years
has significantly altered the balance between various device parameters. It is this shift in
balance that has forced previously insignificant factors into the limelight. Each chapter
of this dissertation provides extensive background on its own subject matter as well as its
relation to the overall dissertation. In most instances, each chapter also corresponds to a
distinct journal publication.

Chapter 2 introduces the current state-of-the-art InP/InGaAs HBTs and their
electrical behavior. Using well established methods of parameter extraction, key device
parameters are quantified and compared for various emitter geometries.  The
measurements and analysis are then performed over a series of ambient temperatures

(Tamp) In order to determine the components of the forward delay time that are
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responsible for the observed fr variation. These measurements also establish the degree
of fr improvement that can be expected if self-heating is minimized or eliminated through
optimal thermal management.

Armed with this information, Chapter 3 presents the initial design study of the
thermal optimization of InP-based HBTs. The impact of various materials, device
geometries, and device layout variations on Ry are explored. These simulation results
were used as a guideline for the devices presented in Chapter 2 and subsequent
fabrication runs. When compared to the previous generation of 1.0 pm wide emitter InP-
based HBTs, the preliminary model showed reasonable agreement with experimental
data, but several deficiencies were identified. Chapter 4 presents an improved 3-D
thermal model and a comparison to the devices presented in Chapter 2. The addition of
several features to better represent the fabricated HBT structure and collector heat source
improved the correlation to experimental data significantly. Experimental methods to
determine Ry are limited to low dissipated powers, but the simulation is unencumbered
by this limit. Additional results are presented showing the utility of the model by
predicting the power dependence of Ryy; the effect of process variations on Ryy;
thermally de-embedding the pads; and estimating the effective Rz in an IC environment.
To reinforce the simulation results presented in Chapters 3 and 4 as well as to illustrate
the importance of test structure design on Ryy measurements, Chapter 5 presents an
experimental method to de-embed the effects of probe pads.

With a good understanding of the thermal properties of InP-based HBTs, Chapter
6 explores the electro-thermal behavior of these devices. Appendix C follows with the

modifications necessary for the proper modeling of degenerately doped InP and InGaAs
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thin films, which are needed to fabricate HBTs capable of 400 GHz performance. An
introduction to hydrodynamic simulations and device modeling is presented in Appendix
D. Using the methodology presented in these appendices, Chapter 6 discusses the
calibration of high-field transport models used to simulate velocity overshoot and
ballistic transport. The high electron velocities and capacitance cancellation observed in
Chapter 2 can be predicted, allowing the impact of many subtle aspects of device design
to be explored through simulation.

The final contribution to this dissertation is the discussion of a new adaptation of
the Selective Implanted Collector (SIC) from silicon bipolar transistors to InP HBTs,
known as a Selectively Implanted Buried Sub-collector (SIBS). This device structure
allows the simultaneous reduction of Cpc and 7c. The implementation of SIBS requires
the use of ion implantation and sub-micron fabrication techniques, which is introduced in
Chapter 7. Chapter 8 presents a detailed investigation of the electrical properties and
scalability of SIBS and its impact on device performance.

Chapter 9 summarizes the key findings in each of the preceding chapters, and
emphasizes the design considerations established by this dissertation. This work shows
that both thermal and electro-thermal behavior must be considered in the quest for
ultimate performance. At the same time, new, as yet unanswered questions are raised,

and suggestions for future research and design opportunities are discussed.
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2. REDUCED TEMPERATURE S-PARAMETER
MEASUREMENTS OF 400+ GHZ SUB-MICRON INP
DHBTS

2.0 Abstract

The high operating power density and aggressively scaled geometries associated
with 400+ GHz InP-Based DHBTSs present a new challenge in device design and thermal
management. In order to assess the effects of self-heating on the RF performance, S-
parameters of six InP DHBTs with varying emitter dimensions were measured over a 75
°C ambient temperature range. An 8-10% increase in peak fr is observed as the
temperature is reduced. Data analysis indicates that reductions in the base and collector
transit times and the base-emitter charging times are responsible for the peak fr
improvement. The calculated electron velocities exceed 6x10” cm/s, indicating velocity
overshoot plays a critical role in the reduction of the transit times. When emitter scaling
are considered, the total transit time variation is directly correlated to the rise in junction
temperature. Using previously measured thermal resistance values, a 77 °C to 116 °C
minimum junction temperature rise is estimated from self-heating. Therefore, the 8-10%
increase in peak fr is a reasonable estimate of the performance to be recovered by
minimizing self-heating. Improved intra-device thermal management through device
design is an important supplement to geometry scaling as a means to enhance device

performance.
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2.1 Introduction

The fr of InP-based Single Hetero-junction HBTs (SHBTSs) has been reported to
exceed 500 GHz [2-1],[2-2] and more recently, InP-based Double Hetero-junction HBTs
(DHBTS) have crossed the 400 GHz barrier [2-3],[2-4]. In order for HBTs to achieve this
level of RF performance, the device dimensions must be aggressively scaled to reduce
parasitic resistances and capacitances [2-5], and the onset of Kirk effect must be delayed
to allow the device to operate at higher current densities [2-6]. Although dimensional
scaling increases the device thermal resistance (Rry), the total device power generally
decreases due to the reduced emitter area (4z). However, RF performance continues to
drive the collector current density (J¢) higher, and at present, J¢ exceeds 5 mA/um” and
approaches 10 mA/um’. In addition, the bandgaps of lattice matched materials in the InP
system have not allowed Vg or Vg to be reduced significantly below 1.0 V. As a result,
the total power density currently exceeds 7.5 mW/um? and will soon reach 15 mW/um?’.
Unfortunately, dimensional scaling has not yet been adequately aggressive to reduce or
even maintain constant power dissipation.

Although SHBTSs have achieved the highest fr values, the poor thermal conductivity
and narrow bandgap of InGaAs have prevented SHBTs from gaining wider acceptance in
ultra-high performance and high power applications. InP has nearly twice the bandgap of
InGaAs and over ten times the thermal conductivity [2-7]. These properties make InP the
logical choice over InGaAs for the collector [2-8],[2-9]. In order to build upon these
material advantages, 3D thermal simulations have been used to study the impact of

DHBT device design on Ryy [2-10].  Although these simulations have driven



15

improvements in DHBT design, thermal effects continue to play a significant role in
400+ GHz devices, and the cooperative heating, resulting from densely packing devices
in a circuit, only magnifies the thermal management problem. To the authors’
knowledge, this work presents the first quantitative data, on >400 GHz sub-micron
emitter InP DHBTSs, showing the degree of performance degradation due to self-heating
and other thermal effects. S-parameter measurements of DHBTs with emitter widths of
250 nm and 400 nm and emitter lengths of 2, 4, 6, and 8 um show as much as a 10%
increase in the unity current gain cutoff frequency (f7) as the ambient temperature (7,,.»)
decreased by 75 “C. Using this data, critical device parameters are extracted to diagnose
the device quantity responsible for the observed performance improvement. Previously
presented measured and simulated Ryy values [2-11] are then used to estimate the
junction temperature rise (A7}) and the RF performance in the case when all self-heating

1s minimized or even eliminated.

2.2 Device Structure and Fabrication

Molecular Beam Epitaxy is used to grow all device layers on a <100> semi-
insulating InP substrate prior to device processing. The composite n+ sub-collector is
comprised of 300 nm InP and 25 nm Ings53Gag47As layers to minimize both collector
sheet and contact resistance. A 120 nm InP collector and base-collector grade is lightly
doped n-type to ensure that the collector is fully depleted at zero base-collector voltage.
The p+ base is a 35 nm InGaAs layer and is compositionally graded to improve both base

transit time and DC current gain. An abrupt n/n+ 90 nm InP emitter, and a composite n+
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75 nm Ings53Gag47As and pseudo-morphic InAs emitter cap complete the device layer
structure.

Fabrication of these sub-micron DHBTs utilized a combination of Electron Beam
Lithography (EBL) and optical lithography. The emitter metal was patterned using EBL
and lift-off, and the emitter mesa was etched using a combination of dry and wet
techniques to provide the necessary anisotropy and selectivity necessary to produce 250
nm wide emitter fingers. The base metal was also defined by EBL in order to minimize
the total base-collector capacitance (Cpc). The remaining front-end processing steps
were typical for a triple mesa HBT process, and the devices were passivated using a low-

K dielectric. Two levels of interconnect, where each metal level is 0.8 um thick and the

inter-level spacing is 1.0 um, were utilized for electrical contacts to the device.

2.3 Measurements at Reduced 7,

In order to investigate the performance loss due to self-heating, high performance
DHBTSs were characterized at T,,,, from —50 °C to +25 °C in 25 °C increments. Over this
limited temperature range, the reduction in 7,,, should correspond to a comparable
decrease in 7;. DC and RF measurements were performed on DHBTSs with six different
emitter areas, 0.25x4 pm?% 0.25x6 um?, 0.25x8 pm?, 0.40x2 pm?® 0.40x4 pm’, and
0.40x6 umz, in order to verify proper transistor operation. Using GGB Industries Inc.
Ground-Signal-Ground (GSG) RF probes and HP11612B force-sense bias networks to
prevent oscillation, both forward Gummel and common emitter IV curves were taken
with a HP4142B mainframe. Figure 2-1 and Figure 2-2 show the representative DC

characteristics of A4z = 0.40x4 um? and Az = 0.25x4 pm” DHBTS, respectively. Devices
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with an emitter width (Wg) of 250 nm exhibit a peak DC current gain (f) equal to or

greater than 70 at 7,,, = +25 °C while devices with a Wy = 400 nm exhibit a peak f

exceeding 100.
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Figure 2-1: Forward Gummel curves of an A¢ = 0.40x4 p,m2 DHBT (top) at 7,,,;, = +25 °C, 0 °C, -25
°C, -50 °C and an A = 0.25x4 umz DHBT (bottom) at 7, = +25 °C, -25 °C, -50 °C.
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Figure 2-2: Common emitter I-V curves for an Az = 0.40x4 pm* DHBT (top) and A; = 0.25x4 pm’
(bottom) at 7, = +25 °C.

S-parameter measurements were performed with a HP8510C network analyzer over
a frequency range from 0.4 GHz to 40.4 GHz. After using a Short-Open-Load-Thru off-
wafer calibration, on-wafer open and short circuit pad structures were measured to de-

embed the associated pad parasitics from the device measurements [2-12]. The unity
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current gain cutoff frequency (fr) and the unity power gain cutoff frequency (fy4x) are
determined from —20 dB/dec extrapolations of |A,;| and U, respectively. The top portion
of Figure 2-3 shows the small signal current gain, |4,;|, and the unilateral power gain, U,
versus frequency of an Az = 0.40x4.0 pm” DHBT biased near peak f7 at T, = 25 °C and
Vee = 1.4 V. The bottom portion of Figure 2-3 shows the significant increase in fr versus
I for the same A = 0.40x4 umz DHBT biased at a Vg = 1.4 V. Due to the measurement
time required to complete a full frequency sweep, the fr values from the bottom portion
of Figure 2-3 and other f7 versus /¢ curves are determined from a single frequency point
at 40 GHz. Over this 75 °C temperature range from 7,,,, = +25 "C to T, = -50 °C, peak
frincreases from 438 GHz to 480 GHz, but the /- at which peak f7 occurs is unchanged.
Similar data illustrating the same trend for an Az = 0.25x4 pm® DHBT have been

previously published [2-11].
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current gain cutoff frequency, fr, versus collector current, I, (bottom) for an A, = 0.40x4 um’ device.

2.4 Parameter Determination

Due to the large quantity of data, discussions concerning parameter determination

will be focused on the 4z = 0.25x4 pm” and Az = 0.40x4 um’® devices. The remaining
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four devices are used to illustrate trends in the emitter length (Lz) and Wy scaling. Using

the following equation from [2-13],

1 kT
=7, =T (C, +Co) T, + T+ (R, +R)C e (2-1)
27f; ql

device data are analyzed here to determine the component of the forward transit time, .,
responsible for the increase in peak fr with decreasing 7,,,. By plotting 7. = 1/2nfr
versus 1/I¢ and extrapolating 7. to the 1//c = 0 condition, the contribution of the base-
emitter charging term, . = (MkT/qlc)*(CpetCpc), can be eliminated from z.. The y-
intercept from this extrapolation yields the extrapolated forward transit time (zp), which
is composed of the base transit time (zp); collector transit time (z¢); and the base-collector
charging time (7, = (Rg+Rc)Cpc). With the determination of the emitter resistance (Rg);
collector resistance (R¢); and the base-collector capacitance (Cpc), the collector charging
time can be separated from the transit times. The separation of .. into three components,
base-emitter charging time, base-collector charging time, and the transit times will
identify the device parameter responsible for the 7,,,, dependence. It is important to note
that this analysis assumes 7, 7¢, and 73¢ to be independent of /¢ in order to partition the
various delay times. Otherwise, the interpretation of 73z and its dependence over 7, is

less than straight-forward.

2.4.1 Base Resistance (Rjp)

From Pelke [2-14] and Spiegel [2-15], Rz can be determined directly from S-
parameter measurements by plotting the Re{Z;;-Z,,} over frequency and bias. For the

devices under investigation, some variation in Re{Z;;-Z,,} is observed over the 0.4 GHz



22

to 40.4 GHz S-parameter measurement range, as shown in Figure 2-4. Rp is determined
from a least squares fit to the data between 1 GHz and 10 GHz. Although some variation
in Rp is anticipated over the /¢ and Vg range, a nominal value near peak fr is sufficient to
understand the trends in fy4x and Rg over T, Table 2-1 summarizes the Rp values
extracted from Z-parameters at Verp = 1.2 V and various Ty,,. All but the shortest
devices, the Az = 0.25x4 um” and Az = 0.40x2 um?, show less than a 1.0 Q variation in
Rp over the complete range of 7,,,. Such a small variation in resistance is within the
repeatability error of the measurement; therefore, Rp is treated as a constant over
temperature. For the two shortest and therefore smallest Az devices, the Rp variation is
more likely to be a reflection of the measurement difficulty associated with high input
impedance, low power devices than any true trend with respect to temperature. It may be
noted that the Ry variation for the A = 0.25x4 um2 device is only 1.3 Q, but the much
higher input impedance Az = 0.40x2 pm® device shows a 3.0 Q variation. Given the
relatively temperature independent manner of Rjp, the change in fyx can only be

attributed to fr and/or Cpc.



Table 2-1: R values extracted from Re{Z;;-Z,;,} at Vz=1.2 V and various T,,,;.

W (nm) Lg (pm) Tums (C) Jr (GHz) JSuax (GHz) Rg ()
+25 413 396 14.9
4.0 0 423 410 15.0
-25 436 411 154
-50 446 427 16.2
+25 419 374 11.8
0 433 388 12.1
250 6.0 -25 446 397 12.3
-50 460 404 12.4
+25 419 357 10.5
8.0 0 437 367 10.6
-25 443 375 10.6
-50 458 383 10.6
+25 425 327 41.7
20 0 438 320 41.3
-25 450 325 40.1
-50 460 339 39.1
+25 432 368 17.4
0 447 377 17.1
400 4.0 -25 458 381 17.2
-50 467 391 17.6
+25 431 356 13.3
6.0 0 444 368 13.5
-25 456 372 13.5
-50 463 373 13.4
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Figure 2-4: Frequency dependence of the extracted R and Ry of an A, = 0.25x4 um’ biased near
peak fr (Vg =12V, Ic=8.33 mA).
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2.4.2 Emitter Resistance (Rf)

R is determined from the inverse trans-conductance, 1/g,, method, using the

following expression where finite Rz and frare considered.

+1
L :77k_T+&+ ﬂf RE (2_2)
g, 49l ﬂf b

The method applied to S-parameter data requires the inverse of the small signal g,
Re{Y. 21(0)0)}'1, to be plotted against 1/Ic. The lowest V¢ value of 1.0 V was selected in
order to minimize self-heating and its impact on the Ry extraction procedure. Since
Re{Y>/(m,)} " is constant over frequency as shown by Figure 2-4, @, = 40 GHz is used to
determine Rz. By extrapolating the resulting curves to the 1//c = 0 condition, the y-
intercept yields Rgz. The y-intercept generated from the Y-parameter data requires the
removal of the Rp/f term and the (5 +1)/f factor before Rr can be determined. Most
high-performance HBTs have sufficiently high fr and low Rjp that these correction terms
are small. Table 2-2 lists the extracted Rg values for the devices under investigation. A
slight decrease in Rg is observed with decreasing 7, from Table 2-2, but the change in

R 1s at a maximum of 7%.

Table 2-2: Summary of extracted Ry values at V¢ = 1.0 V over T,,,.

Re ()
Wymm) L,(um) +25C _0°C _ 25C -50C
4 6.6 6.3 6.3 6.2
250 6 4.7 4.5 4.5 4.4
8 3.7 3.6 3.5 3.5
2 11.6 11.3 11.2 11.2
400 4 5.8 5.7 5.7 5.7
6 4.2 4.1 4.1 4.2
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2.4.3 Collector Resistance (R()

The determination of R¢ poses the greatest challenge of all the device parameters
found in Equation (2-1), because of the limited number of methods for the direct
extraction of this parameter. The inverse trans-conductance method, presented
previously for Rg determination, cannot be applied to the reverse Gummel with equal
success, because Rj is significantly higher than R¢ and £, is less than unity. At the same
time, a reverse Gummel forces the base-collector junction into forward bias and base-
collector depletion reduces in thickness. The reduction in the depletion region thickness
reveals the low doped collector, which will contribute significantly to the total R¢
measured. Other DC methods, such as Flyback, are susceptible to the same phenomena
and likely to over-estimate R¢ during normal device operation. Pelke [2-14] presents a
similar method to extract R¢c from Re{Z,,-Z,;} at high frequencies, but the presence of
extrinsic Cpc complicates the extraction procedure [2-15]. For the devices in this
investigation, the measured data is scattered over the S-parameter frequency range and
lacks an asymptotic value required for R¢ determination.

In order to obtain some measure of R¢ directly from measured data, large area TLM
structures and the drawn device dimensions can be used to estimate Rc. The following

expression is used to estimate the unit collector resistance, R¢’,

: R 1 W, W, 1 w
Rc = RCLC,CON =— 4 _RC,SH O+ RC,SH = _RC,SH( e j (2-3)
nWecon 3 n n 3 2n

where Rccoy and Rc sy are the measured quantities corresponding to the sub-collector
specific contact resistance and the sheet resistance, respectively. The collector contact

length, width, and multiplicity are represented by Lc.con, Wecon, and n, respectively.
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Wiep 1s the distance between the collector contact and base-collector mesa and W, 1s the
base-collector mesa width. Equation (2-3) assumes that the transfer length is equal to or
greater than W¢ con; neglects the distributed resistance of the collector metal; and
neglects the non-scalable portion of R¢ associated with access to high levels of
metallization. Therefore, all variables in Equation (2-3) are identical between the W =
250 nm and Wg = 400 nm devices, except for a 150 nm difference in W,,,. Based on a
Resy =12 Q/U1 and a Recoy = 20 Q- umz, the calculated R¢’ is approximately 16 Q-pum
for both Wy =250 nm and Wz = 400 nm devices. Since the sub-collector doping and
materials are nearly identical to the emitter cap, minimal variation of Rc with T, is

anticipated.

2.4.4 Base-Collector Capacitance (Cgc)

With the value of Rz and R¢ determined, the last parameter required to determine
e 1S Cpe. By plotting Imag{-Y;,(w)}/2nf, the frequency and bias dependence of Cp¢ can
be observed from RF measurements. Figure 2-5 shows the relatively constant behavior
of Cpc over the measured frequency range for an Az = 0.25x4 um? at T, = +25 °C and
the various Vg, Both Vg and Vg are forced to zero for the curve labeled “Zero-Bias™.
For the remainder of the curves in Figure 2-5, Vg is forced to the value indicated, but the
device is biased near peak fr by forcing Iz. For the same Az and T,,,», Figure 2-6 shows
the dependence of Cpc with I for various Veg. At a fixed Vg and low ¢, Vg is large
and positive, and all the Cpc curves converge to the fully depleted dielectric capacitance.
Despite the lower Vg at higher /¢, Figure 2-6 also shows Cpc decreasing for all Vg and

it continues to decrease until the onset of Kirk effect, after which an increase in Cgc is
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observed. The reduction in Cpc is attributed to the screening of the collector space
charge by free electrons entering the collector from the base. The remaining five devices

under investigation show similar behavior with variations in V¢ and /.
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Figure 2-5: Frequency dependence of Cpc for an Ar = 0.25x4 },Lm2 device at T,,,, = +25 °C for various
bias conditions. For the curve labeled “Zero-Bias”, both Vg and Vg are zero. For the remaining
curves, Vg is held constant at the value shown, and the device is biased near peak fr by forcing I.
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Figure 2-6: I dependence of Cyc for an A = 0.25x4 um2 device at T,,,, = +25 °C and various V.



28

Table 2-3 summarizes the extracted Cpc values for all six HBTs under investigation
over all measured V¢g and T,,, values. The zero-bias Cgc, shown as Vg = 0.0 V in
Table 2-3, for all devices show some reduction with decreasing 7, but the variation is
less than 1.0 fF. The Cpc variation with 7, drops to 0.2 fF or less once the device is
biased at a higher V¢r and an /¢ near peak fr. Under normal operating conditions, Cpc
can be considered a constant over the 7, range and is not the source of the f7 increase
with reduced T,,,,s.

Table 2-3: Dependence of Cyc, extracted from a complete frequency sweep at a single forced I, with
Vce and T, for all six HBTs investigated.

Ag = 0.25x4 pm’ Ag = 0.40x2 pm®

Vee(V)  25°C 0°C_ -25°C_ -50°C Vee(V)  25°C 0°C_ -25°C_ -50°C
0.0 6.4 6.3 6.2 6.1 0.0 45 45 4.4 43
1.0 6.2 6.2 6.1 6.0 1.0 4.4 43 42 42
1.1 5.8 5.8 5.7 5.7 1.1 4.1 4.1 4.0 4.0
1.2 5.6 5.5 5.5 5.5 1.2 3.9 3.9 3.9 3.9
1.3 5.4 5.4 5.3 5.3 1.3 3.8 3.8 3.8 3.7
1.4 5.3 5.2 5.2 5.2 1.4 3.7 3.7 3.7 3.7

Ap = 0.25x6 pm’ Ap = 0.40x4 pm’

Vee(V) 25°C 0°C -25°C -50°C Vee(V) 25°C 0°C -25°C -50°C
0.0 8.9 8.7 8.6 8.4 0.0 7.5 7.4 7.3 7.2
1.0 8.5 8.4 8.4 8.3 1.0 7.2 7.1 7.2 7.1
1.1 8.0 7.9 7.9 7.9 1.1 6.7 6.7 6.7 6.6
1.2 7.6 7.6 7.6 7.5 1.2 6.4 6.4 6.4 6.3
1.3 7.4 7.3 7.3 7.3 1.3 6.2 6.2 6.2 6.1
1.4 7.2 7.1 7.1 7.1 1.4 6.1 6.0 6.0 6.0

Ag = 0.25x8 pm’ A = 0.40x6 pm*

Vee(V)  25°C 0°C -25°C -50°C Vee(V)  25°C 0°C -25°C -50°C
0.0 1.3 1.1 109 107 0.0 104 102 100 9.8
1.0 107 107 107 106 1.0 9.9 9.7 9.6 9.7
1.1 100 10.0 10.0  10.0 1.1 9.2 9.1 9.1 9.1
1.2 9.6 9.5 9.6 9.5 1.2 8.8 8.7 8.7 8.7
1.3 9.3 9.2 9.3 9.2 1.3 8.5 8.4 8.4 8.4

14 9.1 9.0 9.0 9.0 14 8.3 8.2 8.2 8.2
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2.4.5 Base-Emitter Capacitance (Cgg)

To understand the temperature dependence of 7., the temperature dependence of
both Cpr and Cpe must be determined. Cpg 1s extracted from the Imag{Y;;(w)*+Y;:(®)}/ @
and similar to Cpc, it is found to be independent of frequency. Table 2-4 shows the
extracted Cpr values for all six devices under investigation over all measured V¢y and
T,m». For each table entry, the DHBT is biased at a fixed /z while a complete frequency
sweep is performed. Little variation and no trend in Cpg are observed with increasing Vg
due to the minimal change in /¢ with increasing Vcg. An equally small variation and lack
of trend is observed with decreasing 7,,». The observed variations in Cpg at various 7,
are caused by the small variations in /¢ resulting from the fixed /z used to drive each
device. If Iz were tuned to yield the same /¢ for each Vg and T, the variations in Cpg

would likely be eliminated.
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Table 2-4: Dependence of Cgg, extracted from a complete frequency sweep at a single forced I, with

Vce and T, for all six HBTs investigated.

Ag = 0.25x4 pm’

Ag = 0.40x2 pm’

Vee(V)  25°C 0°C_ -25°C_ -50°C
0.0 43 4.2 43 43
1.0 28.1 294 291 299
1.1 27.7 289 287 289
1.2 272 281 281 282
1.3 27.6 281 279 279
1.4 27.5 282 28.0 284

Ap = 0.25x6 pm’

Vee(V)  25°C 0°C_ -25°C_ -50°C
0.0 5.8 5.7 6.0 5.7
1.0 425 420 424 428
1.1 41.6  41.1 418 415
1.2 41.1 408 411 411
1.3 41.1 409 412 411
1.4 41.0  41.0 409  41.1

Ap = 0.25x8 pm’

Vee(V)  25°C 0°C -25°C -50°C
0.0 7.9 7.5 7.5 7.4
1.0 544 552 558 568
1.1 533 543 547 552
1.2 528 536 53.8 544
1.3 528 532 536 539
1.4 529 532 536 539

Vee(V)  25°C 0°C_ -25°C_ -50°C
0.0 35 32 3.1 3.1
1.0 225 224 214 210
1.1 219 217 21.0 207
1.2 21,5 214 207 203
1.3 21.7  21.1 206 206
1.4 21.8 209 203 207

Ap = 0.40x4 pm’

Vee(V)  25°C 0°C_ -25°C_ -50°C
0.0 5.5 5.1 5.1 54
1.0 409  40.0 412 409
1.1 40.6  39.0 40.6 398
1.2 39.8 388  39.8  39.6
1.3 39.7 389 397 392
1.4 39.8 395 39.7 393

Ar = 0.40x6 pm’

Vee(V)  25°C 0°C -25°C -50°C
0.0 8.8 8.2 8.3 7.7
1.0 598 590 577 592
1.1 585 577 561 575
1.2 575 570 560  56.9
1.3 577 568 559 565
1.4 58.0 570 560  56.7

2.4.6 Delay Times (7., Tper T+ 7¢)

Applying the method described at the beginning of Section 2.4, plotting 1/2nfr

versus 1//c and extrapolating to the 1//c = 0 condition, 7 is determined. Table 2-5

summarizes the values of 7y extracted for an Az = 0.25x4 um’ and 4z = 0.40x4 pm’

device over the available Vg and T, values. The determination of 7 necessitates the

use of S-parameter over a large range of /¢, but 7. and 7, can be calculated at any

number of frequencies and at any number of /c. The values of 7. and 7. shown in Table

2-5 are calculated from a complete frequency sweep measured at an /¢ near peak f7. The

additional frequency points allow for a more accurate estimation of the transit times
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(75t 7c) and hence the average ensemble electron velocity, v, .., through the base and
collector. Table 2-5 also shows values for 7. resulting from the measured Ry in Section
2.4.2, measured Cpc in Section 2.4.4, and the estimated Rc in Section 2.4.3. The
measured temperature dependencies of R and Cpc are small, and R¢ is expected to have
an equally small variation in temperature. The result is a 7, with 5 fs or less variation
over the T, range for any given device and Vg, Therefore, any change in zp over Ty

can be assumed to be a result of the temperature dependence of 75+ 7¢.
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Table 2-5: Partitioning of delay times between the base-emitter charging time (7;,.), base-collector
charging time (7;.), and the transit times (7z+7¢) determined from a complete frequency sweep at a
single forced Iz and various 7,,,, and V¢g.

Ap = 0.25x4 pm’

Vee (V) Tams 7,. (fs) T (£5) Ty (£5) T (F5) 747 (fS)  Vew. (x107 cm/s)

+25 397 300 97 65 235 6.61

10 0 394 293 101 64 229 6.77
' -25 379 282 97 63 220 7.06
-50 374 281 93 61 220 7.05

+25 385 298 87 61 237 6.53

11 0 379 289 90 60 230 6.75
' -25 368 278 90 58 220 7.04
-50 363 281 82 58 223 6.96

+25 385 299 86 59 240 6.46

13 0 376 292 84 57 236 6.58
' -25 365 281 84 56 226 6.86
-50 357 277 80 56 221 7.01

+25 385 300 85 57 243 6.37

13 0 375 292 83 56 237 6.55
-25 363 281 82 54 227 6.82

-50 355 278 77 54 225 6.90

+25 388 302 86 56 245 6.32

L4 0 375 294 81 54 240 6.47
-25 359 283 76 53 230 6.74

-50 355 278 77 53 225 6.88

Ar = 0.40x4 pm*
Vee V) Tams T (f5) 7 (fs) % (f5) T (£) 77 (f) Ve (107 cm/s)

+25 381 284 97 70 214 7.25

10 0 368 281 87 69 213 7.28
-25 363 273 90 70 203 7.64

-50 352 265 87 69 196 7.91

+25 370 288 82 64 224 6.93

11 0 359 279 80 64 216 7.18
-25 351 272 79 63 209 7.42

-50 342 265 77 62 203 7.63

+25 368 285 83 61 224 6.93

12 0 356 280 76 60 220 7.04
' -25 348 269 79 60 209 7.40
-50 341 267 74 58 209 7.42

+25 369 287 82 59 228 6.81

13 0 356 281 75 58 223 6.96
' -25 348 272 76 58 214 7.24
-50 338 267 71 56 211 7.36

+25 371 291 80 59 232 6.68

14 0 361 283 78 57 226 6.86
' -25 346 274 72 56 218 7.10
-50 337 270 67 55 215 7.22
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Veave can be calculated from the zzt+7c values in Table 2-5 and the combined
thickness of the base and collector of 155 nm given in Section 2.2. It may be noted that
the estimates of v, 4. are significantly higher than the steady state saturation velocity of
InP and Ing 53Gag 47As, which is approximately 1x10” cm/s for both materials. Due to the
aggressive base grade and the high peak electron velocity at low electric field of InGaAs
alloys, there is a significant drift component of the electron transport across the base. It is
expected that 7z is reduced significantly compared to a non-graded base, and 7z does not
dominate the total transit time. For a given V¢ and decreasing 7T,,, there is a general
decrease in the transit times and hence an increase in Vv.,.. This is consistent with
reduced scattering mechanisms and higher overall mobility at reduced temperatures. In
the presence of a 25 kV/cm electric field, the steady-state electron saturation velocity,
Vesar» Of INP is expected to increase 1.3x10° cm/s for a 75 K reduction in 7, umb [2-7]. For
the same 75 K T, reduction in Ings3Gaga7As, Vs 1S only expected to increase by
0.4x10° cm/s [2-7]. According to Table 2-5, a 4.3-5.5x10° cm/s and a 4.9-7.0x10° cm/s
increase is observed for the Az = 0.25x4 pm? and Az = 0.40x4 pm’ device, respectively.
Compared to the published temperature dependence of v, s, in InP and Ing 53Gag 47As, the
extracted v, .. has a significantly greater dependence on temperature. Since v, gy 1S
significantly greater than v, ., non-equilibrium transport (velocity overshoot and ballistic
carriers) is expected to play a prominent role in these devices, and the temperature
dependence of v, 4. is not expected to correlate well to v, s,,. Comparing the v, ... values
for the different emitter geometries, the Wy = 400 nm devices exhibit a larger change

over T,.», highlighting the potential impact of self-heating on the wider Wy devices.
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Higher absolute values of v .. are also observed for the Wz = 400 nm devices. The
narrower Wy devices suffer from increased /¢ spreading, which increases the effective
distance traveled by an electron crossing the collector and decreases the perceived ve e
[2-6]. A less pronounced trend of increasing transit times with increasing Vg for a given
T,m» 1s observed, which is consistent with the negative differential mobility exhibited by
many compound semiconductors as well as with expectations from self-heating.

Figure 2-7 and Figure 2-8 show the 7, and Vg dependencies of 7y and 7, for an
Ap = 0.25x4 pm” and Az = 0.40x4 pm’ device, respectively, biased at peak f7. Since the
data in these two figures is determined from single frequency point fr extrapolations,
some measurement variation is expected and the more subtle trends may not be observed.
For 1y, the approximate 20 fs reduction with decreasing 7, is apparent for both devices,
and the transit times have been previously shown to be responsible for this behavior. At
the same time, 7, shows an 8-17 fs reduction with increasing Vg and a 2-10 fs reduction
with decreasing 7,,». A portion of the 7, reduction with increasing V¢ can be attributed
to the 15-20% reductions in Cgc with increased Vg as shown in Table 2-3, but it is
weighted against the larger values of Cgr shown in Table 2-4. The majority of the 7,
reduction with increasing Vg is a result of the 8-35% increase in /¢ at peak fr, which is
offset by a smaller increase in 7; as a result of the increased Pgy. The reader may note
that the 7, of the A = 0.40x4 umz device shows a larger variation with 7, than the Az
= 0.25x4 pum’ device. For both devices, the position of peak f; with respect to I¢ is
unchanged over 7,5, and the Cpgt+Cpc sum has been shown to be unchanged over 7.

Therefore, the greater variation of 7, = (NkT/qlc)*(CpetCpc) observed with the Ag =
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0.40x4 pm” device is attributed to a greater difference in temperature experienced by that
device. The only source of this temperature difference is the difference in self-heating
between the narrower A = 0.25x4 pm2 device and the wider 4 = 0.40x4 ;,Lm2 device.
When comparing the 7, of a single device over 7, the fractional decrease in 7, should
equal the ratio of T, (273+25)/(273-50) or ~1.34, but the fractional decrease observed
from Figure 2-7 and Figure 2-8 is less than 1.16. This behavior is a result of the collector
current ideality factor, 7, dependence on 7,,,. Numerical analysis of the forward
Gummels in Figure 2-1 show that 7 increases with decreasing 7,.,. Since the
InP/InGaAs base-emitter junction is described as abrupt in Section 2.2, barrier tunneling
is expected to be significant and the resulting increase in 7 with decreasing T, is

sufficient to moderate the change in 7,.
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Figure 2-7: Extrapolated forward transit time (z) and base-emitter charging time (7,.) dependence
on V¢g and T,,;, for an A, = 0.25x4 pmz biased at peak f7r.
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Figure 2-8: Extrapolated forward transit time (z;) and base-emitter charging time (7;.) dependence
on V¢g and T, for an A = 0.40x4 umz biased at peak f7.

In order to examine the impact of both Wy and Lg on the delay time components,
the geometry independent terms, zp-7,. = 73+ 7c and 7, are plotted in Figure 2-9 for all
six devices under investigation over all measured 7. The highest Vg value of 1.4 V is

selected to highlight the impact of self-heating, and all data shown is extracted from a
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forced Ip condition near peak f7. In general, the larger Ly and Wy devices suffer from a
larger variation of transit times over 7,,, which can be attributed to self-heating. The
extracted values for 7., shown in the bottom of Figure 2-9, show a less obvious trend
over Ly and Wy Device to device comparisons are complicated by the less favorable
intrinsic to extrinsic capacitance ratio of the smaller Wy and Lz devices. The larger Wg
and Ly devices have a marginally greater variation in 7, over 7,,,. However, the direct
comparison of 7, of various different devices at the same 7, is difficult due to the small

variation, as little as 1.0 fs, that separates many of the devices.
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Figure 2-9: Temperature dependence of 77y, mq and 7, for all six HBTs under investigation at a

VCE =14 V.

2.4.7 Thermal Resistance (Rrz)

In order to explain many of the phenomena observed in the DC and RF

measurements, any differences in self-heating among the six devices under investigation

must be identified. Measured Ry values for the devices under investigation, obtained
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using the Vpr method of Dawson et al [2-16] at a Jo = 1 mA/ umz, have already been
presented in [2-11] and are summarized in Table 2-6. Since the measurement method
does not allow for the determination of Ry at high J¢ (near or at peak f7) and the thermal
conductivity of materials is known to decrease with increasing temperature, it is expected
that the measured Ry values represent a lower limit to the actual Ryy at higher Jo. In
addition, the measured Ry also includes the beneficial heat spreading properties of large
RF probe pads, which would otherwise not be present in a dense IC. A 3-D thermal
model has been used to predict Ryy at higher J¢ and to thermally de-embed the pad
thermal impedance [2-11]. For the purposes of this investigation, the measured Ryy
values are adequate to establish trends in 7;.

To illustrate the greatest degree of self-heating, P, values corresponding to /¢
values at peak fr and a Vg = 1.4 V are shown in Table 2-6. The lowest and highest A7
are experienced by the 4z = 0.25x4 pm® and Ag = 0.40x6 pum® devices, respectively.
Even the A = 0.40x4 ;,Lm2 device shows 23 °C more self-heating than the Az = 0.25x4
um® device, illustrating the significant impact of Wz on T;. Comparing the AT; values in
Table 2-6 with the 7j-7,. values in Figure 2-9, there is a direct correlation between A7
and the transit time. At the same time, the non-linear increase of Rry and hence 7; at
higher P and 75, will magnify the changes in 7; for the larger devices, resulting in the
greater variation of 7, observed over 7,,,. The behavior of f7 and f),4x over temperature
and across different Az can be observed from Table 2-1, and further discussion on the
trends can be found in [2-11]. However, the net impact is an 8-10% increase in peak fr

for a 75 °C reduction in 7,,. Such a large reduction in 7,,, may have seemed
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unreasonable, but the smallest A7; shown in Table 2-6 is 77 °C. Therefore, the fr
improvement observed in this investigation is a realistic estimate of the performance to
be recovered with improved device design and thermal management resulting in reduced
T;. In addition, the observed fr improvement with reduced 7., 1s comparable to the
results obtained by additional vertical or lateral scaling of the device geometry. Readers

are encouraged to refer to [2-10] for a detailed discussion of the thermal design of InP

HBTs.
Table 2-6: Summary of measured Ry and other self-heating related values at 7, = +25 °C and Vg
=14V.
Wg(mm) Lg(um) Rpy (C/mW) Ic,pear (MA) P jiss (mW) AT; (CO)
4 6.3% 8.7 12.2 77
250 6 4.9% 13.9 19.5 96
8 4.1%* 17.8 24.9 102
2 8.5% 7.5 10.5 89
400 4 5.7* 12.5 17.5 100
6 4.5% 18.4 25.8 116

* Denotes values taken from [2-11]

2.5 Summary

Recent efforts to aggressively scale the device dimensions [2-1],[2-2],[2-3],[2-4]
have produced sub-micron 400+ GHz InP HBTs, but scaling has not limited or reduced
the power density. In order to assess the impact of increasing power density, six different
Ap devices with f7 greater than 400 GHz were characterized, and it was found that peak f7
could be increased by 8-10% for a 75 °C reduction in 7,,,. Subsequent analysis of the
RF data indicate that the peak fr improvement is due to reductions in transit times ( 73+ 7¢)
and the base-emitter charging time (7;.), but the balance between these two time delays
depends on the particular device. When the Rry and hence T; is considered, the wider Wy

and longer Lg devices experience significantly more self-heating. The significant
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variation in 7ptzc across devices and 7y, was found to be directly correlated to 7.
However, 7, showed a weaker dependence on 7,,,;, but a much stronger V¢ dependence
due to variations in /¢ and Cpc at peak fr. The estimated amount of self-heating ranges
from 77 °C to 116 °C across all six devices at a Ve = 1.4 V and T,,, = +25 °C.
Therefore, the 8-10% peak fr improvement over a 75 °C change in T, is a realistic
estimate of the performance that could be recovered with reduced 7;, emphasizing the

importance of minimizing 7; in device design.
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3. EFFECTS OF DEVICE DESIGN ON THE THERMAL
PROPERTIES OF INP-BASED HBTS

3.0 Abstract

Thermal management is of critical concern in high performance InP-based HBTs,
because enhancements in RF performance are typically obtained with increased current
density and aggressive device scaling. The resulting increase in junction temperature can
degrade carrier transport and negatively affect overall device reliability. This paper
reports an investigation of thermal resistance in InP-based HBTs with various vertical
and lateral designs. Three-dimensional simulations and experimental results illustrate that
significant differences in thermal resistance can arise with relatively small changes in

device structure.

© 2003 IEEE. Reprinted, with permission, from the Post-Conference Proceedings of the
2003 International Symposium on Compound Semiconductors, pp. 138-143, August

2003.
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3.1 Introduction

Device designers have focused their efforts on two primary methods of improving
the RF performance of InP-based HBTs: (1) delaying the onset of Kirk effect and (2)
reducing parasitic resistances and capacitances. The onset of Kirk effect can be tailored
to the technology specification by altering the collector doping profile [3-1]. However, in
order to improve RF performance, Kirk effect must be delayed, and the HBT must be
allowed to operate at greater current densities. Today, InP-based HBTs are being
operated at current densities exceeding 5 mA/um?® [3-2],[3-3]. Although this method is
effective at increasing RF performance, it dramatically increases the power dissipated by
the HBT.

In order to counteract the increasing current density, the emitter area must be scaled
proportionally to maintain constant or reduced total power dissipation. Simultaneously,
the remainder of the device must be scaled in order to maintain or increase RF
performance [3-4]. However, device scaling generally degrades the thermal resistance
(Rry). Scaling without regard to Ryy may neither yield the desired RF performance, due
to degraded carrier transport, nor the necessary device lifetime, due to high junction
temperatures (77). Since aggressive scaling of InP-based HBTs has only recently been
explored [3-5], much of the thermal design considerations are not yet known. Utilizing
existing device data, this paper investigates the trade-off between device scaling and the

device Ry for next generation InP-based HBTs.
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3.2 Simulations and Model Setup

The ISE TCAD v8.5 software simulation suite are used to simulate the thermal
properties of InP-based HBTs. Due to aggressive scaling and an increasingly complex
fabrication process, a 3-D mesh is required to accurately represent next generation InP-
based HBTs. Using the TCL scripting language interface to the MDRAW structure
generation tool, the mesh can be defined parametrically, allowing the user considerable
freedom in altering the device geometry, materials, and bias conditions. Despite the
computational burden of 3-D simulations, high performance Intel Pentium 4 based
workstations running Redhat Linux 9.0 were able to complete the majority of simulations
under one hour.

In order to ease the computational burden, three simplifications were utilized.
First, due to geometric symmetry along the XZ and YZ planes, only a quarter of each
HBT was simulated. This simplification allows the number of vertices to be limited to
50,000. Figure 3-1 shows a typical HBT structure generated for thermal simulations.
Second, a Laplacian model is used to model bulk heat transport, but heat transport due to
mobile carriers and other phenomena are ignored. Dissipated power is injected into the
device structure through a plane, whose footprint is equal to that of the intrinsic base-
emitter junction area, located in the collector. The Z-axis position of the heat generation
plane is placed at a location that best represents the electrical bias condition. Finally, the

thermal conductivity of each material is assumed to be constant versus temperature.
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T

Figure 3-1: (A) The HBT structure is composed of various cuboids, and (B) a wire-frame image
shows the mesh and vertices configuration.

In addition to the device, the InP substrate and surrounding Inter-Level Dielectric
(ILD) play critical roles during simulation. For an isolated device, a 50 um cube of InP is

placed under the device to simulate the substrate. The four XZ and YZ faces of this cube



50

are perfect reflecting boundaries, while the bottom XY plane is treated as an ideal
thermal contact to an isothermal 300 K heat sink. Devices with substrate cubes as large
as 200 um were simulated; however, the simulated lattice temperatures and calculated
Ry deviated less than 1% from the 50 um substrate cube case. The ILD material is used
to fill all volume up to the top surface of the emitter metallization. The top surface of the
emitter metallization and ILD is a perfect reflecting boundary. Additional cases where

the above assumptions are not adequate are explored in later sections.

3.3 Ry Calculation and Model Calibration

Since the HBT lattice temperature is expected to vary considerably over its 3-D
volume, shown in Figure 3-2A, the determination of 7; will have considerable impact on
the Rzy calculation. In order to correlate experimental and simulated Rzy values, 7; was
calculated from five candidate locations. They are the point of maximum temperature;
center point of the planar heat source; center point of the base-collector junction; center
point of the base-emitter junction; and a planar average of the base-emitter junction.
Figure 3-2B shows the variation of Rz from the five calculated 7; values. In order to
determine which Ryy calculation method best correlates to measurement, the simulated
Ry is compared to published Ryy values [3-6],[3-7]. It is determined that a planar
average of the base-emitter junction temperature correlates best to the measured data.

Figure 3-3 show the reasonable model to hardware correlation.



a0o

480

460

erature

I
I
L

-atticaTernp
S

—400

380

A 3EBD

1.6

1.5
14
1.3
1.2

1.1

Normalized Ry

1.0

0.9

08 C

B

Max Temp Heat Source BC Center

Location

BE Center

BE 2D Ave

51

Figure 3-2: (A) The Z-axis temperature variation from sub-collector at left to emitter at right, and

(B) Ryy values from various 7; extraction methods.
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3.4 Simulation Results

This section outlines several variations in device materials, device geometry, and
thermal management strategies that have been considered for high performance InP-

based HBTs.
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3.4.1 Material Variations

Both InP and InGaAs are commonly used in HBT design; however, their use in the
collector and sub-collector plays a critical role in determining both the RF performance
and Ryy. InP is preferred due to its over 10X advantage in thermal conductivity; nearly
2X advantage in bandgap; and larger inter-valley energy spacing when compared to
InGaAs. However, inferior electron mobility and a large conduction band offset to an
InGaAs base balance out these benefits. Due to its poor thermal conductivity, an InGaAs
collector can significantly increase the collector temperature beyond 7;. A high collector
temperature can potentially increase the base-collector diode leakage; increase the HBT
offset voltage; and degrade the HBT reliability. It is also important to note that thinner,
20 nm or less, layers of InGaAs can be used as etch stops, but less severely impact Ryy.
Figure 3-4 illustrates the effects of InP and InGaAs in both the collector and sub-

collector.
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Figure 3-4: Ry values for a 0.25x2.00 umz emitter HBT are shown with (A) 250 nm InP sub-
collector, and (B) 150 nm InP collector.
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3.4.2 Device Layout

In the past, the triple mesa HBT structure has allowed base-collector capacitance
reduction through various etching methods. From left to right, the first four cases shown
in Figure 3-5A show the effect of gradually increasing the collector under-cut. The Field
C value represents the un-etched collector case, while the Full C Undercut value
represents the case where the extrinsic collector has been completely removed and
replaced with the ILD material. The final two values, Field SC and Partial SC Undercut,
represent the un-etched sub-collector, but etched collector case, and the over-etched sub-
collector case, respectively. In addition, the spacing and width of the base and collector
metals play a role in the Ryy. Figure 3-5B shows the effects of the base metal.
Variations in the collector metal are not shown, but have less of an impact than the base

metal.



30

N
(6}
T

N
o
T

Ry, (°CImW)
3 &

o L1

A Field C

Std Mesa

Undercut

Partial C

Full C

Undercut

Field SC Partial SC
Undercut

Normalized Ry
=532
S (o)) oo o

50nm Spacing B 100nm Spacing [ 200nm Spacing

B

150

200

Base Metal Width (nm)

250

56

Figure 3-5: The impact of (A) collector and sub-collector etching, and (B) base metal spacing and
width are shown on a HBT with a 0.25x2.00 um2 emitter, 150 nm InP collector, and 250 nm InP sub-

collector.
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3.4.3 Thermal Management

Although R7y can be minimized through device design, methods external to the
HBT should not be neglected. InP and InGaAs layers in the collector and sub-collector
impact substrate heat conduction, but emitter metallization and ILD affect the top-side
heat conduction. Figure 3-6A shows the effects of a M7 bar, a 10 pm Metal 1 extension
of the emitter metal; Heat Shunt, a gold via from the emitter metal through a Metal 1 bar
to the InP substrate spaced 2 um from the device edge; and Heat Spreader, a large 50 um
square Metal 1 plate connected to the emitter metal. Although Metal 1 is an effective
means of reducing Rry, variations in the Metal 1 placement and size significantly affect
the Ry

A more effective way of minimizing Ry is the replacement of BCB, Polyimide,
and other traditional dielectrics with a high thermal conductivity ILD like Diamond Like
Carbon (DLC). Figure 3-6A also shows the effect of replacing BCB with DLC for
various Metal 1 configurations. The use of a high thermal conductivity ILD negates any
of the metallization dependence of Ryy present with BCB. However, a high quality DLC
is not required to reduce Ryy. Figure 3-6B shows that once the ILD thermal conductivity
becomes comparable to that of the HBT, heat generated within the HBT can

preferentially exit the device, and significant reductions in Rz can be realized.
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3.4.4 Transistor Density

Although the previous scenarios provide valuable insight, thermal simulations of
an isolated device are not an accurate indication of acceptable 7; or Rry in a circuit. In
order to reproduce the thermal environment in a circuit, the substrate geometry is altered
from a cube to a column. Symmetric reduction of the X and Y extents represents a
regular 2-D array of devices, but an asymmetric reduction corresponds to a row or
column of devices. By moving the reflecting boundary conditions of the XZ and YZ
planes closer to the intrinsic device, heat generated by the HBT is reflected back into the
device. This serves to mimic the heat contribution from devices directly adjacent to the
original device. Although this method is computationally favorable, it can only assess
the case where all devices in the densely packed array, column, or row are both
structurally and operationally identical. Figure 3-7A shows the effects of device spacing

and substrate thickness for a regular 2-D array of HBTs.
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3.4.5 Temperature Dependence

The final refinement to the thermal model of InP-based HBTs is the temperature
dependence of thermal conductivity. For computational simplicity, the majority of
simulations ignored this phenomenon, but some cases require a more rigorous thermal
conductivity model. As expected, Figure 3-7B shows the increasing deviation between

temperature independent and dependent with increasing dissipated power.

3.5 Summary

A 3-D thermal model was developed and calibrated for InP-based HBTs with the
ISE TCAD simulation suite. This model allows for the accurate estimation of Rry values
for aggressively scaled, next generation HBTs. The effects of device design, materials,
and thermal management are explored. Figure 3-8 contrast the temperature profile of a

poorly and properly designed HBT, respectively.
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Figure 3-8: The lattice temperature is shown for a (A) poorly and (B) properly thermal designed
HBT with a 0.25x2.00 pm’ emitter.
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4. CHARACTERIZATION AND MODELING OF THERMAL
EFFECTS IN SUB-MICRON INP DHBTS

4.0 Abstract

S-parameter measurements performed on 400 GHz InP DHBTs, with 250 nm and
400 nm wide emitters, show that an 8-10% increase in peak fr can be achieved when the
ambient temperature is reduced from +25 °C to -50 °C. This strong temperature
dependence of device performance indicates that thermal modeling will play a critical
role in device and circuit design. Using the Synopsys® DESSIS simulator, a 3D thermal
model was calibrated to these sub-micron 400 GHz InP DHBTs for use in technology
development. The 3D model is sufficiently complex to allow the thermal de-embedding
of pads; projection of Ry to higher dissipated powers; and estimates of cooperative
heating. These three features allow the 3D model to go beyond the data that can be
acquired by direct measurement, and lead to a more accurate value of Ryy for compact

models.

© 2005 IEEE. Reprinted, with permission, from the Technical Digest of the 2005

Compound Semiconductor IC Symposium, pp. 65-68, October 2005.
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4.1 Introduction

Several groups have reported InP DHBTSs with f7 and fj,4x values that exceed 400
GHz [4-1],[4-2],[4-3]. To achieve this level of performance, the device geometry has
been scaled aggressively into the sub-micron regime and collector current density, J¢, has
been increased by delaying the onset of Kirk effect [4-4]. Associated with these changes
has been a substantial increase in the power density, Pp, since the collector-emitter
voltage, Vg, has not been scaled down sufficiently. Furthermore, due to the bandgaps
and conduction band offsets of materials in the InP system, it is unlikely that Vg will
scale below 1.0 V if maximum small signal RF performance is to be obtained. At the
same time, the actual scaling of the emitter area, 4g, has not kept pace with the increase
in Pp leading to an increase in the overall power per transistor. Scaling also causes
increased device mismatch due to local and global process variations [4-5], and the
thermal mismatch due to device placement; metal routing; and process variations will
only magnify mismatch concerns [4-6]. As a result, the junction temperature, 7j, rise
associated with the increase in Pp and mismatch can be expected to be a significant issue
in sub-micron InP DHBTs.

By quantifying the 7 rise in sub-micron InP DHBTSs and illustrating its effect on
device performance, the data presented in this paper indicates that the increasing Pp and
hence 7; is becoming an increasing barrier to higher performance devices.
Comprehensive 3D thermal modeling has been used to capture and predict the thermal
properties of sub-micron InP DHBTs. These simulated thermal properties can then be

represented in compact models and aid in the IC design process.
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4.2 RF Measurements at Reduced 7 4,5

The rise of 7; over the ambient temperature, 7,5, can be defined as the product of
the thermal resistance, Ry, and the dissipated power, P, as shown in (4-1). P 1S
defined as the sum of the products of the terminal currents and voltages, as shown in
(4-2).

T, =Ry Py +T,

amb

(4-1)
=1 Vg + 1V (4'2)

diss

L
To demonstrate the effect of self-heating on device performance, InP DHBTSs, whose
emitter widths are 250 nm and 400 nm and emitter lengths are 2, 4, 6, and 8 um, were
characterized from a 7, of -50 °C to +25 °C. Using a HP8510C network analyzer, S-
parameter measurements were taken over a frequency range from 400 MHz to 40.4 GHz.
The frequency of unity current gain and power gain, fr and fjs4x, are determined from —20
dB/dec extrapolations of the small signal current gain, |Ay;|, and Mason’s gain, U,
respectively. A Short-Open-Load-Thru (SOLT) off wafer calibration was first used, and
on-wafer open and short pad structures, whose dimensions are identical to the device
under test (DUT), were used to de-embed the associated pad parasitics from the DUT
measurement. Figure 4-1 shows the de-embedded |4,;| and U curves at peak fr and a
Tymp = +25 °C, corresponding to an /¢ = 8.3 mA and Vg = 1.4V, for an A = 0.25x4.0
um” device. Figure 4-2 shows the f7 versus I¢ at various Ty,,. Over this 75 °C range, the
peak fr increases from 421 GHz to 455 GHz, a full 8% increase from 7,,, = +25 °C.

Figure 4-3 and Figure 4-4 show how the peak fr evolves for the 250 nm and 400 nm wide

emitter DHBTs with various emitter lengths and Vg values, respectively [4-7]. By
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comparing peak fr values of a variety of emitter widths and lengths, we find that proper
thermal design could improve RF performance by as much as 10%. When examining the
peak fr with increasing Vg, the reduced 7,,, not only increases the absolute peak fr
value, but also allows peak fr to continue to increase with higher V. The additional
performance gained through lowering 7; can be used to reduce the demands of scaling.
The net impact of similar devices in digital circuits can be gauged by the temperature

dependence of ring oscillator stage delay previously published in [4-8].
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Figure 4-1: Small signal current gain, |/1;|, and Mason’s gain, U, curves for an A, = 0.25x4.0 pm* InP
DHBT at Ic=8.3 mA, V=14V, and T,,, = +25 °C.
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Figure 4-2: Unity current gain frequency, f7, versus collector current, I, curves over a 7,,, range
from —50 °C to +25 °C for an A, = 0.25x4.0 um’ InP DHBT.
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Figure 4-4: Peak f; for an Az = 0.4x4.0 pm”> DHBT (left) and an A = 0.25x4.0 pm’ (right) DHBT at
various Vg and T,,,.

4.3 Ry Measurements

T.m» can be varied to produce relative changes in 7}, but values of Ry are required
to determine the absolute change in 7;. Using the base-emitter voltage, Vg, method of
Dawson et al [4-9], the Ry was measured for InP DHBTs with 250 nm and 400 nm wide
and 2, 4, 6, and 8 um long emitters. Figure 4-5 shows the measured Ryy for 250 nm and
400 nm wide emitters at Jo = 1 mA/ ;,Lm2 and a T, of 25 °C [4-7]. At the bias condition
of maximum f7, it is estimated that there is an 80-110 °C increase in 7; with respect to
Tump. Therefore, the selection of 7,,, in Section 4.2 was reasonable, and it can be
inferred that a 75 °C increase in 7; due to self-heating results in approximately 40 GHz
reduction in peak f7. It is important to note that Rz is temperature dependent and hence,
a power dependent parameter. Since the Vzz method of Dawson et al must be performed

at low J¢ to avoid the influence of series resistances and hetero-interfaces, the measured
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Rri may not be representative of the Rry at peak fr. It is expected that Ryy will increase
with increasing Pp, because of the increase in material thermal resistivities. Therefore,

the measured Ry should be viewed as a lower bound of the high power Rzy.
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Figure 4-5: Measured Ry versus emitter length for 250 nm (squares) and 400 nm (diamonds) wide
emitter InP DHBTSs.

4.4 3D Thermal Model

Using the Synopsys® tool, DESSIS, a 3D thermal model of sub-micron DHBTSs
was constructed. Due to the computational demands of a 3D electro-thermal simulation,
only the heat equation was solved to produce the temperature distribution throughout the
lattice. Further reductions in computational demands were achieved by using device
symmetry, simulating a quarter of the whole HBT, to reduce the mesh complexity.
Figure 4-6 shows the layers of the canonical HBT structure. The numerous device layers
are essential to properly model the various epitaxial layers that allow >400 GHz peak f7;

device layout schemes; process variations; and heat source locations. To simulate heat
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transport out of the top of the HBT, the first metal level and surrounding dielectric was
also included. Likewise, to simulate heat transport out of the bottom of the HBT, no less
than 50 pum per side cube of InP was used to represent the substrate. The temperature
dependence of the thermal conductivity is included for materials used in the 3D thermal
model. The results of an earlier version of this model have been previously published in
[4-6] and allowed the initial examination of material and device design on the thermal
properties of sub-micron InP DHBTs. The enhanced 3D thermal model presented in this

work accounts for the details associated with sub-micron devices.

Metal 1 Planar Matl )

.1 Emitter Metal Planar MatD

Emitter Planar Matl )

Base Planar Matl )

Figure 4-6: Canonical HBT representation in the 3D thermal model.

Figure 4-7 and Figure 4-8 show the reasonable correlation between measured and
simulated Ry for 400 nm and 250 nm wide emitter devices, respectively, at a constant Pp
= 1.5 mW/um’. Process variations can also impact Ryy, and as an example, Figure 4-8
also shows the measured and simulated Ry of 250 nm wide emitter DHBTS, where some

emitters were reproduced as drawn and some had been undercut by 1 um. The 8.0 um

long DHBT suffers a ~40% increase in Ryy, but the shortest, 2.0 um DHBT suffers a
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~70% increase in Ryy. Based on previous simulations [4-6], variations in epitaxial layers;
collector mesa etching; and base metal width and spacing are also expected to produce

significant Ry variations.
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Figure 4-7: Measured (Part B, Part D, Part E) and simulated (Sim) Ry for 400 nm wide emitter InP
DHBTs.
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Figure 4-8: Measured (Part B, Part D, Part E) and simulated Ry for 250 nm wide emitter DHBTSs
with (Sim4) and without (Sim3) a 1 pm emitter undercut.
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4.5 Compact Modeling

The 3D thermal model is a flexible tool that can also predict how Rz depends on
the IC environment. For example, the measurement of Ryy requires large probe pads that
make both low impedance electrical and thermal contact to a relatively high impedance
device. When the HBT is placed into an IC, only a small mass of metal remains attached
to the emitter. Figure 4-9 shows the effect of thermally de-embedding the probe pads
from the measured Ryy of 250 nm wide emitter DHBTs. The relatively large 4z =
0.25x8.0 pm* DHBT suffers a 14% increase, but as the emitter length is scaled to 2.0 pm,
a 25% increase in Ryy, over the measured Rry, is observed. The impact of thermal de-
embedding is analogous to the electrical de-embedding required to remove pad parasitics

for an S-parameter measurement.

—With Pads =— :Pads De-Embedded

Emitter Length (um)

Figure 4-9: Simulated Ry for 250 nm wide emitter InP DHBT s of various emitter lengths with (solid)
and without (dashed) probe pads.

The large differences in measured and de-embedded Ry values would indicate

significant heat removal through the emitter. Using Fourier’s Law and a parallel network
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of Ryy values, it is estimated that 12-20% of the total Py, is removed through the emitter
of the 250 nm wide DHBTSs, while the remainder is removed through the sub-collector.
Variations in the metals attached to the emitter, not only the emitter (Figure 4-8), are
expected to produce variations in effective Ryy.

In addition to the thermal de-embedding of the pads, the Rz measurement requires
a relatively low J¢, as described in Section 4.3. As a result, the Ry measurement bias
condition is unlike the actual IC operating conditions. Simulation can be used to predict
Rry at higher Jg and hence Pp. Figure 4-10 shows an Ag = 0.25x4.0 umz DHBT with and
without thermal de-embedding over a large range of Pp. Thermal de-embedding has not
only increased the absolute value of Rzy, but it has changed the Pp dependence. At Pp =
12 mW/ umz, the bias condition at peak f7, Rry has increased by 30% over the Pp = 1.5

mW/um” condition of the R7;; measurement.
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Figure 4-10: Simulated power density dependence of Ry, for an A, = 0.25x4.0 um” InP DHBT with
(solid) and without (dashed) probe pads.
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The third condition that cannot be easily measured is the increase in effective Ryy
due to cooperative heating. By altering the substrate, metallization, and dielectric
boundaries, the 3D thermal model can be used to predict the temperature profile of a
uniformly spaced 1D or 2D array of identical HBTs. Figure 4-11 shows the effective
increase in Ry, normalized to the isolated HBT case, with respect to emitter-to-emitter
spacing and substrate thickness. For a 2D array of Az = 0.25x2.0 um® DHBTS, with a 10
pm emitter-to-emitter spacing and a 100 um thick substrate, simulations predict a 3X
increase in effective Rry. Although a 2D array of identical devices is unlikely to be used,
the results provide a reasonable guideline for the layout of large transistor count ICs.
These three aspects of the 3D model, thermal de-embedding, Pp dependence, and
cooperative heating, provide a distinct advantage over Ry measurements alone. A more
representative value of Rz can be selected for use in a compact model, such as VBIC or
HICUM. Given the large variations in peak fr shown in Section 4.2, the improved
accuracy of Ry will be imperative to achieving first pass design success for high

performance InP based ICs.
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Figure 4-11: Ry increase for an A = 0.25x2.0 },Lm2 InP DHBT, normalized to the isolated DHBT
case, as a function of emitter spacing and substrate thickness.

4.6 Conclusions

An 8-10% increase in peak fr can be achieved for a 75 °C reduction in T,
demonstrating the strong temperature dependence of these 400+ GHz InP DHBTs and the
potential for improved device thermal design. A refined model, calibrated to this new
generation of sub-micron 400 GHz InP DHBTs, is used to investigate the impact of
process variations. An important benefit of this 3D model is that it can be extended
beyond technology development and correlation to Ry measurements. The 3D model is
also used to thermally de-embed the pads from the measured Ryy; predict the Pp
dependence of Ryy; and predict the effective increase of Rry due to cooperative heating.
All three of these capabilities improve the accuracy of the Ry compact model parameter

and hence, improve the accuracy of circuit simulations.
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5. EXPERIMENTAL METHOD TO THERMALLY DE-EMBED
PADS FROM Ry MEASUREMENTS

5.0 Abstract

Both compound semiconductor and silicon-based BJTs or HBTs require the
efficient removal of heat in order to achieve a maximum level of performance and
reliability. In order to satisfy both of these criteria, the electro-thermal behavior of each
device must be captured in a compact model. The model parameter that determines the
junction temperature is Ry, the thermal resistance. Experimental methods to determine
Ry often require a relatively small device with a large Ryy to be attached to a set of
relatively large metal pads with a low Ryy. The pads act as a thermal shunt to the
substrate and artificially lower the measured Rry. In order to obtain a suitable Ry value
for a device located in an IC, the pads must be de-embedded from the measured data,
much like pad de-embedding for an S-parameter measurement. Test structures with
various width metal traces between the emitter pad and device’s emitter have been
fabricated in a 200 GHz InP DHBT process. A method of using the measured Rz of
these structures and a simple resistive network model to de-embed the pads is presented.
It is shown that de-embedded values can be as much as 30% higher than the measured

Rrm.
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5.1 Introduction

The efficient removal of heat from compound semiconductor HBTs is imperative to
achieve the performance and reliability needed for ICs. In the past, thermal management
has typically been focused on large signal applications such as power amplifiers [5-1].
However, recent advances in SiGe and InP HBTs have pushed fr and fj4x past 400 GHz
and simultaneously, the dissipated power density past 10 mW/um® [5-2],[5-3],[5-4],
making thermal management also important for digital applications. For either
application, it is imperative to capture the electro-thermal behavior resulting from self-
heating and temperature variations in a compact model. One of the critical parameters
needed for such a compact model is the thermal resistance (Rzy). For compound
semiconductors, whose thermal conductivities can be significantly lower than that of
silicon, the Ry parameter is particularly crucial.

Although the vast majority of the heat is generated in the collector, it is the average
temperature at the base-emitter junction (7}) which is indirectly observable through DC
electrical measurements. Most methods to experimentally determine Rz rely on the shift
of the base-emitter voltage, Vzg, with respect to ambient temperature (7,,,) and
dissipated power (Pg;ss) [5-5],[5-6]. All of the methods involve the electrical connection
of large plates of metal to the emitter, base, and collector of an individual device. Given
the high thermal conductivity of most metals compared to compound semiconductors and
passivation dielectrics, the metals contacting the device could in principle, serve as a low
thermal impedance path to thermal ground. In particular, the close proximity of the

emitter metal to the base-emitter junction may serve as an effective heat sink. Previous
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work on heat shunts [5-1],[5-7] have indicated that proper heat sinking of the emitter can
be beneficial to power devices. In addition, 3D thermal simulation results quantifying the
impact of pads on the effective Ryy, have been previously presented [5-8],[5-9].
Therefore, the measured value of Ry would likely represent a lower limit to the actual
Rry of the individual device.

This paper presents an experimental method to quantify and de-embed the impact
of emitter metallization on measured Rry values. Rry measurements are described here
for a series of identical InP DHBTS, optimized for microwave power amplifiers and with
different emitter metal contact schemes. A lumped element model is then presented and
used to gain insight into the partitioning of the various thermal resistances of the system.
Despite the selection of InP power devices for this work, the described method can be
applied to any compound semiconductor HBT or silicon BJT with the proper test
structures. To the authors’ knowledge, this is the first study of the thermal de-embedding

of pads from Rry measurements.

5.2 HBTSs and Test Structures

The necessary test structures are fabricated in a 200 GHz InP DHBT technology
using Selectively Implanted Buried Sub-Collector (SIBS) optimized for power amplifier
applications, previously presented in [5-10]. The increased collector current (/¢) and
hence dissipated power at peak fr and fi.x offered by SIBS technology makes it a
particularly good candidate for this method. The fabricated DHBTSs are symmetric about
the emitter length’s centerline, and a half cross-section of a DHBT using SIBS

technology is shown (Figure 5-1 bottom). Electrical and thermal contact to the DHBT
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emitter is made through the first level of global interconnect, designated as M/ (Figure
5-1 top). The gold plate labeled M1 BAR in Figure 5-1 completely covers the emitter
metal and serves to connect the emitter to the generic pad structure shown in Figure 5-2.
The emitter, base, and collector pads shown in Figure 5-2 utilize both levels of global
interconnect and are designed for Ground-Signal-Ground (GSG) RF probes with a 100
pum probe pitch. The majority of the area under these pads is also in intimate contact with
the semi-insulating InP substrate, and the emitter pad alone has over 3x10* pm?” of metal-
substrate contact area. Therefore, it can be assumed that these pads have a large thermal
mass and a low thermal resistance to the substrate.

Several DHBTSs with a constant emitter area (4g) of 1x10 umz, but with five M1
BAR widths of 1 pm, 3 um, 5 um, 8 um, and 10 um, were used for all the measurements
presented in Sections 5.3 and 5.5. The M/ BAR width is taken to be in the y-axis
dimension shown in Figure 5-1 and Figure 5-2. By decreasing the width of the M1 BAR
from the full emitter length of 10 pm to the minimum allowed M/ width of 1 pm, heat
flow from the DHBT emitter through the M/ BAR to the emitter pads can be greatly
reduced. This should result in an increased measured R7y and an increase in magnitude
of other self-heating effects. The 625 pum thick wafer on which the DHBTs have been

fabricated has not been thinned or scribed.
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Figure 5-2: Diagram of the generic pad structure used for DHBT measurements.

5.3 R;y Measurements

To perform electrical measurements at various 7,5, a Cascade Summit 12K wafer
prober with a 200 mm nickel plated chuck surface and TP3010B thermal chuck system
was used. Device oscillation was suppressed using GSG RF probes and high frequency
bias networks. A HP4142B mainframe with a HP41421B medium power SMU driving
the base and a HP41422A high current SMU driving the collector were used for all DC
measurements. A test procedure similar to the Vpz method of Dawson et al [5-6] was
used to measure the Rry of the structures described in Section 5.2. For each structure, a

forward Gummel curve where the base emitter voltage (Vzz) is swept from 0.2 V to 0.9 V
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in 2 mV steps, and the collector-emitter voltage (V¢g) is swept from 0.8 V to 1.6 V in 200
mV steps. This large quantity of data exceeds that required for the Ryy measurement
alone and allows a more general investigation of self-heating and temperature on these
DHBTs. These measurements are then repeated at a 7,,,, of 25 °C, 35 °C, 45 °C, 55 °C,
and 65 °C with a minimum of 15 minutes soak time at each temperature to ensure that the

chuck and wafer reach thermal equilibrium.
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Figure 5-3: Forward Gummel curves of an 4 = 1x10 p,m2 DHBT with a 10 um wide M1 BAR at T,,,;
=25 °C (dashed) and 65 °C (solid).

In order to determine Rry, an emitter current density (Jg) must be selected such that
the Vg shift is indicative of the intrinsic base-emitter junction and linear versus Py and
Tymp- The Jp must be high enough to avoid the influences of leakage or recombination,
but Jr must be low enough to avoid the influence of any series resistance or
heterojunctions in the emitter cap. Figure 5-3 shows the forward Gummel of an 4z =
1x10 ;,Lm2 DHBT with a 10 um wide M1 BAR at T,,,, = 25 °C and 65 °C. Since a wide

range of Vg values are required to provide sufficient variation in Py, the higher Veg
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values does result in some base-collector junction leakage current driving the base
current, Iz, negative at low Vg where Vg is at its maximum. The effects of leakage
current can be observed even at Vpz values as high as 0.6 V. At Jz = 0.05 mA/um’, the
Vsr shift is influenced by a non-ideal /z component attributed to recombination. While at
Jg greater than 1.00 mA/ ;,Lmz, a rapid increase in both /¢ and /5 is observed which could
be the result of both conventional self-heating and an effective decrease in the emitter
resistance due to a heterojunction in the emitter cap. A complete discussion of both the
low and high current effects is beyond the scope of this work. Figure 5-4 shows the
measured Ry for an A = 1x10 umz DHBT with a 10 um wide M1 BAR at various T
and biased at various Jg. For the purposes of Ryy determination and subsequent
discussions, both low Vgg and high /¢ regions should be avoided, and the measured Ryy
values at a J; = 0.5 mA/um” has been used for this work. Figure 5-5 shows the measured
Ryy values for the five M1 BAR widths at the five T,,, for DHBTs with an Az = 1x10
um’ biased at a Jz = 0.5 mA/um”. Figure 5-6 shows the same Ryy data as Figure 5-5
plotted against the inverse of the M1 BAR width. The significance of the M1 BAR width
and hence the heat sinking capabilities of the emitter pads is clearly shown in both Figure

5-5 and Figure 5-6.
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5.4 Lumped Element Model

In order understand the components that comprise the total measured Ry, the
lumped element model shown in Figure 5-7 is used. The DC current source with
magnitude Py, represents the total power dissipated by the DHBT and is computed from
the terminal current-voltage product of the base and collector. The node B represents the
base-emitter junction, and the voltage computed at this node represents 7;. The resistor
Ry sy 1s the component of the total Ryy that represents heat dissipation through the
substrate. In the absence of any heat sinking through the emitter, Ry sy represents the
only means of heat dissipation for the DHBT and the maximum obtainable R7y. The
resistor Ryy g represents the vertical Ry component through the emitter, emitter cap, and
emitter metal of the DHBT. Ryyp is likely to be large compared to the remaining

components, because of the small cross-sectional area equal to 4z and the high thermal
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resistivities of the ternaries, Ings3Gags7As and IngspAlgagAs. Accurate estimations of
Ry g are difficult due to the lack of published data concerning the thermal properties of
In; <AlxAs alloys, which comprise a large portion of the emitter and emitter cap of these
DHBTs. Finally, Rrypar and Ryy pap represents the Ry components due to the M1 BAR
and emitter pads, respectively. It is assumed that the passivation and inter-level
dielectrics that surround the DHBT have such a low thermal conductivity that they
negligibly reduce the measured R7y. The ground terminal shown in Figure 5-7 represents

the isothermal boundary condition maintained by the thermal chuck top surface.

Figure 5-7: Lumped element R;; model for the DHBT and pad system.

It may be noted that sufficient experimental data does not exist to uniquely
determine all four Rry components. Since various M1 BAR widths exist, the dependence
of Rrypar on M1 BAR width (dRypyp4r/dW) can be determined uniquely. Under the
condition when Ryy g4z becomes infinite i.e. the M1 BAR width goes to zero, Ryy sy can
be determined uniquely and represents the fully de-embedded Ry for the DHBT. At the
other extreme where Ryyp4r becomes zero i.e. the M1 BAR width goes to infinity, the
parallel combination of Rrysy with the series combination Ryyr and Rpypsp can be
determined. However, only the sum of Rryr and Ry psp can be determined uniquely
once Rrusx 1s known. Given the high thermal conductivity of gold, the relatively large

size of the emitter pads, and the large contact area of the pads with the substrate, it is



92

reasonable to assume that Ry psp is small compared to Ry . If the DHBT is to be used
in sparsely packed MMIC with ample heat sinking, any one of the measured Ry values,
which includes heat sinking from the pads, may be a reasonable value to use in a compact
model. However, Ry sy is likely to be the best compact model value to use if the DHBT
is to be placed in a densely packed digital IC. The inclusion of the layout dependence of
Ry in compact modeling will become increasingly practical as more compact models
offer a user accessible thermal node.

Although five M1 BAR widths were measured, there are still an insufficient
quantity of M1 BAR widths near zero and infinity in order to directly extrapolate Rry sy
from Figure 5-5 and RyygtRrmpsp from Figure 5-6. Using the measured Ry values
presented in Figure 5-5 and a least squares fit to the lumped R7y model, parameter values
of Rrysy, Rrupar, and RpyetRrypap can be calculated for each 7,,,. Table 5-1
summarizes the parameter values obtained, and the fitted model is plotted against the
measured data in Figure 5-8. The calculated values of Rrysy are well behaved and
monotonically increase with increasing 7,», but there is less well behaved variation in
dR7r par/dW and Rry p+Rry pap. The fully de-embedded value, Ry sy, represents as much
as a 30% increase over the measured Rry values, corresponding to a 30% increase in 7;
for a given Py,. Using a thermal conductivity value of 250 W/m'K for a 1.0 um thick
gold thin film [5-11], a two sided M1 BAR of approximately 17 um in length would have
a theoretical dRrypsr/dW  value of 34.0 mW/°C-um. When compared to the

experimental data, the fitted model parameters which range from 32.6 mW/°C-um to 42.8

mW?/°C-um appear to be reasonable. The variation in dRzyp4r/dW is likely to decrease if
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a large number of M1 BAR widths are available for test. Concerning the variation of the
Ry e+Rri pap values, the existing method does not allow for the separation of these two

terms so the source of the variation will require further study.

Table 5-1: Summary of measured Ryy values and extracted parameter values for the lumped Ry

model.
Tamb RTH,SX dRTH,BAR/dW RTH,E+RTH,PAD Measured RTH
(CC/mW)  (C/mW-um)  (CC/mW) (“C/mW)
25°C 2.45 32.57 5.79 1.93-2.30
35°C 2.53 38.87 5.38 1.98-2.40
45°C 2.61 42.80 5.08 2.04-2.48
55°C 2.74 34.46 5.79 2.11-2.57
65°C 2.83 39.11 5.65 2.18-2.67
30

O Tamb= 25

A Tamb= 35

<& Tamb= 45

O Tamb= 55

X Tamb= 65
— Tamb= 25 Fit
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M1 BAR Width (um)

Figure 5-8: Measured Ryy plotted against a fitted lumped element model for various 7,,,;.

5.5 Other Manifestations of Self-Heating

The variation of Ry as the M1 BAR width is varied has a direct impact on several
HBT characteristics. From Figure 5-5, there is a 16% reduction in measured Rry when
the M1 BAR width is increased from 1 um to 10 um at a 7,,,, =25 °C. Fora Vg =2.0V

and an Ic = 25 mA at peak f7, the 50 mW of total dissipated power results in an
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approximate 7; difference of 19 °C between M1 BAR widths of 1 pm and 10 pm. Figure
5-9 shows the high /¢ regime of the forward Gummels at a constant V¢ = 1.6 V and the
increased self-heating due to narrower M1 BAR widths is significant. Similarly, Figure
5-10 shows the common emitter [-V curves for a forced Vzz = 0.83 V. Both figures show
that with decreasing M/ BAR width, there is a corresponding increase in /- despite

increasing emitter pad resistance.

I%K-1um—E|-3um—®-5um—A-8um—@-10um
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Figure 5-9: High current behavior of forward Gummels at a constant V¢z = 1.6 V showing the
increased self-heating for narrower M1 BAR widths.
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Figure 5-10: Common emitter I-V curves at a forced Vzz = 0.83 V for M1 BAR widths of 1 um to 10
um.

5.6 Summary

Test structures with 1 um, 3 um, 5 um, 8 um, and 10 um wide M1 BAR, gold traces
that connect the DHBT emitter to the emitter pad, were fabricated in a 200 GHz InP
DHBT process using SIBS. The Ryy of each of these structures was measured using the
Dawson Vg method at a T, from 25 °C to 65 °C. It was found that there was a
significant increase, 16% at a T, = 25 °C, in measured Ryy with decreasing M1 BAR
width. The change in measured Ryy is attributed to the change in the heat flow through
the M1 BAR to the emitter pads, which act as a heat sink or shunt to the substrate. A
simple model consisting of a resistor network is used to explain the various components
of the measured R7y. Using the measured Ryy values from these test structures, values
for the various model components have been determined, and the fully de-embedded Ry

value, Ry sx, was obtained.
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6. INVESTIGATION OF BALLISTIC CARRIER TRANSPORT
IN 400 GHZ INPDHBTS

6.0 Abstract

The physical phenomena of velocity overshoot have been observed in InP HBTs
with fr as low as 100 GHz. With the aggressive scaling currently being untaken to
develop 400 GHz InP HBTs, velocity overshoot and ballistic transport are expected to
play a key role in device engineering. This work investigates the numerical simulation of
these two phenomena using the commercial device simulator, DESSIS, by Synopsys™.
Negative differential mobility, characteristic of many compound semiconductors, is
modeled using the built-in transferred-electron high-field mobility model, and reasonable
agreement to published data is achieved. Velocity overshoot is simulated using the
hydro-dynamic transport equations. The energy relaxation time and the Peltier
coefficient are energy dependent and can be calibrated to existing Monte Carlo
simulation results. However, liberal use of the Boltzmann form of the Einstein relation to
interchange diffusivity and mobility proves to be the greatest limitation to the existing
implementation. Under ballistic conditions, the diffusive terms are significantly over-
estimated, resulting in a DC current gain under-estimated by 65%. The anisotropic
mobility models are found to provide a limited correction to this deficiency, and the

resulting simulations agree reasonably with measured data.
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6.1 Introduction

The long energy and momentum relaxation times associated with many compound
semiconductors such as GaAs, InGaAs alloys, and InP allow for the physical phenomena
of velocity overshoot to occur. Velocity overshoot is the condition when a free-carrier,
most commonly electrons, exceeds the steady-state carrier saturation velocity, vy,(E).
Due to differences in phonon scattering processes, compound semiconductors do not
exhibit velocity overshoot until electrons transfer into the higher m.* satellite valleys [6-
1]. This requires an applied electric field that is above a minimum threshold value, E7y,
which corresponds to the electric field required to achieve peak vy, (FE) and the onset of
negative differential mobility. The initial overshoot of vy,(E) is governed by the
momentum relaxation time, 7,, but the return to v(E) is controlled by the energy
relaxation time, 7z,. For InP, it has been speculated that the average electron drift
velocity, ve(E), can approach 1.13x10® cm/s if the electric field undergoes a sufficiently
large transient in either space or time [6-2]. Even a moderate 25 kV/cm electric field can
produce v.(E) values exceeding 4x10” cm/s over a 250 nm distance [6-1]. If the traversed
distances are sufficiently short, a significant fraction of the overshot electrons may not
relax to vy,(E), leading to quasi-ballistic transport [6-3]. Compared to the peak vy, (E) of
~2.5x107 cm/s, the vo(E) under velocity overshoot or quasi-ballistic conditions can be
extra-ordinarily high and the resulting transit time is significantly reduced. For GaAs and

InP HBTs, the result is a reduced collector transit time, 7, and even a reduced base

transit time, 7z, if the device is properly engineered [6-4]. The reduced 7. and 7, can be
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observed through the small signal figures of merit, f7 and fjs4x, and the DC current gain,
p.

The development of InP HBTs whose f7 and fy.x both exceed 400 GHz will not
only rely on device scaling [6-5], but also an understanding on how to maximize velocity
overshoot and even ballistic transport [6-4]. These phenomena have already been
observed in InP/InGaAs single-HBTs with a 400 nm collector and a 50 nm thick base
yielding a fr and fi4x of 100 GHz and 83 GHz, respectively [6-6]. If this generation of
devices is already impacted, velocity overshoot will be a critical aspect of device design
at 400 GHz. This work is not intended as a rigorous discussion on the theoretical basis of
these transport mechanisms, but more as a guide to simulate the advanced transport
properties of InP HBTs. The calibration of a high field mobility model which includes
negative differential mobility and the transport equations which include velocity
overshoot is presented. All simulations are performed in an industry-standard device
simulator, Synopsys DESSIS, without modification. Although some aspects of the
implementation are expected to be DESSIS specific, most concepts will be portable to

any other device simulator with similar capabilities.

6.2 Simulation Environment

Several commercial, off-the-shelf device simulators are available to the device
engineer to aid in the design of high-performance InP HBTs. Many of these simulators
were originally designed for use with silicon and its derivative technologies, but do have
extensions to support compound semiconductor technologies. Direct support for

ternaries and quaternaries, hetero-interfaces, negative differential mobility, and velocity
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overshot are features that are particularly useful when dealing with compound
semiconductors. One such simulator with these features is the product called DESSIS,
now supported by Synopsys. Support for ternaries and quaternaries are provided through
a series of bowing parameters based on Vegard’s Law. Numerical provisions have been
added to allow mesh generation for abrupt hetero-interfaces. An additional non-local
mesh can be specified for the computation of barrier tunneling and thermionic emission.
The model parameters for barrier tunneling and thermionic emission are straight forward
and can be determined from various published works [6-7],[6-8],[6-9],[6-10]. The
remaining two features of compound semiconductors, negative differential mobility and
velocity overshoot, are the focus of this investigation. Negative differential mobility will
be discussed here, but the calibration of the relevant materials i.e. InP and InGaAs are
discussed in the following sections. The DESSIS implementation of the Hydrodynamic
transport equations used for the simulation of velocity overshoot is discussed in
Appendix D.

In the steady state, most compound semiconductors e.g. GaAs and InP exhibit
negative differential mobility when electrons transfer from the relatively low m,* T'-
valley to a relatively high m.* satellite valley. The resulting non-monotonic behavior of
the vy, versus electric field characteristic, shown in Figure 6-1, can pose a numerical
challenge for device simulators. Proper selection of model parameters to ensure
consistency between the steady-state mobility and velocity overshoot models will
produce more realistic results and improved convergence. In DESSIS, the Transferred

Electron high field mobility model is defined as
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7 +(er j(FT
F \E, 6.1)

where 14, 1s the low field mobility; F' is the driving force; vy, is the steady-state

saturation velocity; and Ej is a user defined parameter.
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Figure 6-1: The dependencies of steady-state electron saturation velocity (v,,) on the electric field (F)
for InP, In(53Gag4,As, and Si. InP and Ing53Gag4;As both exhibit negative differential mobility
resulting from electron transfer from the I'-valley into a lower m, * satellite valley.

The Arora mobility model is used to represent the doping dependence under low
electric field, and the model parameters can be determined from various published works
[6-7],[6-8],[6-9],[6-11]. The definition of F' in Equation (6-1) varies based on the set of
transport equations selected by the user. For conventional drift-diffusion transport, F is
related to the electric field or the quasi-fermi level gradient. For Hydrodynamic

transport, the carrier specific F'is based on the carrier temperature,
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We =W,

TE,C qlu

F.= (6-2)

where w, and wy are the average carrier thermal energy and equilibrium thermal energy,
respectively. The determination of the energy relaxation time, 7., is discussed in Section
6.3.1. The quantity, vy, in Equation (6-1) is determined by the 7Type 2 velocity saturation

model,

T

vsat = Avsat - Bvsat =
T 0

J fOr Vsar>Vsatmin (6-3)
Limited temperature dependent data is available [6-8] for InP and Ings3Gag47As and the
calibrated values are summarized in Table 6-1. The remaining parameter, Ej,
approximates the location of v,,,, the maximum vy, (F). Figure 6-2 shows a comparison
between the experimental data taken from [6-8] and the DESSIS transferred electron
model. A least squares fit is used to ensure the resulting model parameters yield the least
total error over the complete range in /' shown. Optimization near v,,, alone is not
sufficient due to the large range in F experienced throughout the HBT. DESSIS does
allow the user specify a more generic form of the high field mobility, but the limited
quantity of data and other uncertainties discussed in Section 6.3 do not warrant a more
complex model. The transferred electron model is adequate to capture of the phenomena
of negative differential mobility. An additional parameter, Kuo0m, 1S used to split the
curve resulting from Equation (6-1) and widen the v,,,, region. F,,,. is defined as the
point in " where vy, is at its maximum, and K., 18 defined as a unit-less factor where

the following region in F space, Flmu<F<KgnoomFymax, 1 held at v,,. Additional

computation is performed internal to DESSIS to ensure that derivatives are continuous
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and convergence is not severely impacted by the use of K0 The widening of the peak

Vsar Tegion is evident from Figure 6-2, and the dashed lines show the two instances of

Equation (6-1) with K0 = 1 that are combined to form the final curve.

Table 6-1: Summary of parameters used in the Transferred Electron and Type 2 vy, models.

Parameter Units InP Ing53Gag47AS
E kV/cm 8.8 3.5
Komooth 2.13 1.33
Avsat x107 cm/s 1.250 1.415
Bvsat x107 cm/s 0.250 0.165
Vsat,min x107 cm/s 0.500 0.500

Table 6-2 lists the models supported by DESSIS and calibrated in this work for the

two-dimensional electro-thermal simulations used in this investigation. Since velocity

overshoot can affect £, Cpc, and fr, the generation/recombination, dielectric constant, and

mobility models must also be properly calibrated. The implementation of these models

and the experimental data required for calibration has been previously published and will

not be discussed here.
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Figure 6-2: Comparison of experimental data taken from [6-8] and the DESSIS transferred electron

model.



Table 6-2: Summary of calibrated models for InP and In,5;Gag 47AS.
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Category Model InP In,Ga,As
General ¢ Dielectric Constant Y v
e Refractive Index D D
Thermal e Heat Capacity Y' yh!
e Conductivity Y' yh!
Hydrodynamic e Energy relaxation time YD’ Y>"”. D>
(Electron, Hole) e Energy flux Y?),Yv3 Y3"12,Y3 12
e Thermal diffusion Yy YRy
e Heat flux YD Y==D
e Avalanche D.D D,D
Impurities e Binding energy Y.Y S
(Donor, Acceptor) e Mott transition Y.Y Y2 y"
Band Structure e Bandgap Y)Y iy
(Electron, Hole) e Electron affinity Y)Y yihy!
e Temperature dependence Y)Y y'y!
IR RPN ERP!
e BGN ’ 12512
e Doping dependence E’Yé Y 6’Y6
e DOS Y'Y Y'Y
Interfaces e Schroedinger Y, Y Yy
(Electron, Hole) e Thermionic Emission D,D DD
e Barrier Tunneling Y.,Y Y.Y
Mobility e Constant Y,Y Yy
(Electron, Hole) e Low Field YY" DA S
. ngh Fleld YI,S,YI 8 Yl 8,12,Y1 8,12
9 w9 9 w9
e Anisotropy Y.Y Y.Y
Generation/ e Auger Y)Y Y@ y"
Recombination e Poole-Frenkel D,D D,D
(Electron, Hole) e Impact Ionization YY" Yy
e Radiative Y.Y gﬁ’YzB
e SRH Y,Y YUY

Notes:
1
2
3
4
5 Table based model
6
7  Arora model
8
9

Isotropic energy band model (Formula = 2 in DESSIS)

10 Van Over-Straeten/de Man model
11 Composition dependent model

12 Customized for x = 0.47

13 Doping dependence supported and calibrated

Temperature dependence supported and parameters calibrated
Energy dependence supported and parameters calibrated
DESSIS does not support an energy dependence of particular parameter
Limited experimental data and parameters based on theoretical values

Inter-valley scattering model (Transferred electron in DESSIS)
Anisotropic model and parameters is set identical to isotropic axis model and parameters

Y Published values or DESSIS model fit to published values used
N No published data exists and no ISE default exists
D DESSIS default values used
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6.3 HTE Parameter Extraction

Appendix D describes the DESSIS implementation of the Hydrodynamic transport
equations and the model variables discussed here. The four user specified pre-factors (r,
7, 1/, 7)) for each carrier allows the activation and de-activation of certain physical
effects. The r and / parameters are constants, but the /' and 7, parameters are energy
dependent quantities. To maintain generality, the ratio of two polynomials of the form

below,

(O aw")+d,s)*
(O a,w")+d )%

Gw,s)=f (6-4)

where w is the carrier energy and s is an additional fitting variable, is used to define these
two energy dependent quantities. For silicon, the use of constant values for all four pre-
factors is sufficient, but for compound semiconductors, this energy dependence is critical
to the proper modeling of carrier transport. Further flexibility could be introduced into
the simulator by making the pre-factors doping or carrier concentration dependent, but
the additional complexity would make the parameter definition cumbersome and
numerical simulation prohibitive. Little theoretical or experimental data exists for
compound semiconductors concerning these four pre-factors, so any additional
complexity would likely go unused. The HTE pre-factors for the two materials of
interest, InP and Ings53Gag47As, will be determined from two sources of Monte Carlo
simulations [6-12],[6-13]. This section will discuss the determination of the four HTE
pre-factors from published Monte Carlo, MC, data and its implementation into the

DESSIS device simulator.
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6.3.1 Energy Relaxation Times (7., 7.,)

Of the four pairs of HTE parameters, the energy relaxation times are the most
straight-forward and can be determined directly from published works. From [6-1], 7, is
described as the time constant governing a carrier’s relaxation from the velocity overshot
condition to steady state condition. The energy dependent 7, is defined in the following

rational form,

0 (O aw)*
w ((z a, WPy

t(w)=1 (6-5)

where w is the unit carrier kinetic energy, 3k7,,/2q. A least squares fit to Equation (6-5),
where i and j are a maximum of 4 and g, = g; = 1.0, produces a reasonable fit to the
tabular data presented in [6-12] for Ings53Gag47As and [6-13] for InP. Higher order terms
to Equation (24) can be used, but the added complexity provides little marginal reduction
in the fitting error. Figure 6-3 shows the resulting 7,(w) from the DESSIS fitting function

compared to the MC simulation data, and Table 6-3 lists the calculated parameters.

Table 6-3: Summary of DESSIS fitting function parameters for the energy dependent relaxation time
for electrons, 7,,(w), of InP and Ings;Gag4,As.

Parameter InP Ing 53Gay.47AS
! 1.375 0.943
Ai—o/Pizo 2.7578x10%/0.0 1.66482x10% /0.0
Ai—1/Pi-1 3.0020x10°/ 1.0 2.71631x10° / 1.0
ai-2/pi=s -9.7452x10° /2.0 -8.34331x10° / 2.0
Ai=3/Pis 8.1832x10° /3.0 3.15625x10° / 3.0
Qimg/Disg 1.2412x10°/ 4.0 7.09082x10° / 4.0
a-o/pj-o 1.0355 x10°/ 1.0 2.51050x10% /0.0
@ i/pj-1 -3.2074 x10°/ 2.0 -1.29157x10° / 1.0
a-o/pj- 3.6242x10° /3.0 4.28248x10° /2.0
a-3/pj—s -6.0943 x10° / 4.0 -1.00000x10° / 3.0
aa/Pj—g 9.6878 x10° / 5.0 9.73743x10° / 4.0
2 1.0 1.0

2 1.0 1.0
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Figure 6-3: Electron energy relaxation times, 7,,, for InP (top) and In,s5;Ga 4;As (bottom) from
published Monte Carlo simulations [6-12],[6-13] and the DESSIS fitting function.

6.3.2 Energy Flux Pre-factor (7,,r,)

Both the energy flux pre-factor and the Peltier coefficients are derived from the

momentum relaxation time, 7, [6-12], and it is this time constant that governs the degree

of velocity overshoot that occurs in a semiconductor.

The presence of an additional
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factor of 2.5 and the impact on the Peltier coefficients, shown in Equations (D-11) and
(D-12), must be considered in the determination of r, and ,. However, the limitations of
DESSIS only allow a constant value to be assigned despite the significant energy
dependence observed in [6-12]. For InP, the 2.57, product varies from less than 2.0 at
w>0.45 eV and greater than 4.0 at w~0.8 eV. Similar behavior is observed from Monte
Carlo simulations of Ings53Gag47As. The spatial variations of the electric field throughout
a high-performance InP HBT [6-4] are sufficient to induce considerable velocity
overshoot, resulting in a wide range of 7, and w. The selection of a single constant value
of r, that will accurately represent carrier transport is unlikely, but a single reasonable
value that allows simulations to converge and the use of other model parameters for
optimization is likely.

Figure 6-4 shows the band diagram and the electron energy, w,, for a representative
InP DHBT similar to those described in [6-14]. The InGaAs base and the InP collector
are the two regions where velocity overshot is expected to occur. Since the acceptor
concentration, Ny, is 3x10" cm™ in the base, base width modulation is negligible and the
electric fields are not expected to change over bias. For the narrow range of w, from 150
meV to 200 meV, the 2.5r, product ranges from 2.5 to 3.0 for Ing s53Gag47As [6-12]. This
allows a static value of r, to more accurately represent the transport properties in the
base. The low donor concentrations, Np, and the large variations in Vg will produce a
much larger range of electric fields in the collector. For the wide range of w, from 200
meV to 480 meV, the 2.5r, product ranges from 2.0 to 3.0 in InP. In the absence of an
energy dependent model and a means to decouple it from the energy dependent Peltier

coefficients, r, = 1.0 is a reasonable choice for the base and collector regions. The
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parameters associated with the high field mobility and velocity saturation models are then
used as fitting parameters to best match the experimental data. The behavior of 7, for
compound semiconductors is significantly different than the nearly constant value of 7, =
1.0 over a 400 meV carrier energy range for silicon. Since the high field transport
properties of holes are not considered for this n-type device, r, remains at its default

value of one.
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Figure 6-4: Representative band diagram of a high-performance InP DHBT showing the spatial
variation of the electron energy, w,.

6.3.3 Peltier Coefficient

Similar to 7, and 7, the Peltier coefficients can be defined as energy dependent
parameters, but unlike 7., and 7, the form of the Peltier coeffcients depends on a greater
set of parameters. The previously determined r, and r, pre-factors and the new Peltier
pre-factors, f; and fphf “serve as coefficients to the energy dependent term, based on

Equation (6-5). The resulting expression
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PC,(0) = 21,1 ()=2n| S| 1+ 1

(Qaw" )"

(S an )™ (-0

is designated as the energy dependent Peltier coefficient. The energy dependent Peltier
pre-factor, f,(w), shown in Equation (6-6) replaces the constant £, pre-factor shown in
Equation (D-11). The same least squares fitting methodology presented for 7., and 7, is
used to fit Equation (6-6) to the Monte Carlo simulation data presented in [6-12]. With a
maximum i = j = 4, Figure 6-5 highlights the limits of Equation (6-6) and the highly
peaked nature of PC,(we). If i and j are allowed to increase to larger values, the required
a; and a; coefficients are extremely large (>10°) and further degrade computational
performance. It is not clear that additional accuracy is needed given the limited quantity
of Monte Carlo simulation data available for comparison. Table 6-4 summarizes the

fitting parameters used in Figure 6-5.

Table 6-4: Summary of DESSIS fitting function parameters for the energy dependent Peltier
Coefficients for electrons, PC,(w), of InP and Ings53Ga47As.

Parameter InP Ing53Gay47AS

" 1.0 1.0

" 1.0 1.0

f 1.971 1311
Ai—o/Pizo -1.0435x10% /0.0 -1.4694x10° /0.0
Ai—1/Pi-1 1.0836x10° /1.0 1.0906x10°/ 1.0
ai-2/pi-s -5.4963x10° /2.0 -7.1013x10° /2.0
ai—3/pi-; -1.8183x10™*/3.0 -1.8183x10™/3.0
Aiei/Piyg 5.8585x107 /4.0 5.8585x107 /4.0
a-o/pj=o 5.2740x10° / 0.0 6.5856x10° / 0.0
a1/ -1.0987x10° / 1.0 -1.2911x10°/ 1.0
a-a/pj—s 1.0000x10° /2.0 9.5325x10° /2.0
a-3/pj-3 -3.3315x10™/3.0 -3.3315x10™/3.0
a—a/Pj—g 4.2542x107 / 4.0 4.0584x107 / 4.0

ot 1.0 1.0
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Figure 6-5: Peltier coefficient, 7,, for InP (top) and In(s5;Gay 4;As (bottom) from published Monte
Carlo simulations [6-12] and the DESSIS fitting function.

6.3.4 Thermal Diffusion Pre-Factor

The remaining £, and ﬁ,’d pre-factors define the contribution of thermal carrier
diffusion in the Equations (D-1) and (D-2). D, has been removed from the current

equations by using Equation (D-3), but when 7, and 7, diverge from 7} significantly, this
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expression no longer holds. If velocity overshot or ballistic transport does occur within
the device, the selection of £, and £, can be based on the MC computations of [6-12],
but the fundamental construct of Equation (D-1) and (D-2) must be revisited. The
following section will discuss the greater role of thermal carrier diffusion in the current
equations and the modifications necessary for high-performance InP HBTs. In order to
decouple the electro-thermal diffusion term from other modifications, £, is initially set to
one for all regions. The impact of £, on regions where 7,>>T is discussed in Section
6.5. For the n-type InP HBT under investigation, holes are not expected to be very

energetic (7, comparable to 77) and fp’d is also set to one for all regions.

6.4 Ballistic Transport Modifications

The previous sections have described the assumptions and some of the limitations
associated with the HTE implementation in DESSIS.  In most cases, the default
implementation is adequate to represent InP HBTs where electrons experience a limited
degree of velocity overshoot. If the base and collector thicknesses are scaled sufficiently,
a large number of electrons will not have the time to relax to vy, [6-3]. If a carrier
traverses a region without any phonon, carrier, and/or lattice interactions, that carrier can
be termed “ballistic”. Qualitatively, the carrier is similar to bullet traveling relatively
unimpeded through the lattice. This is believed to be case with many InP HBTs whose fr
exceeds 300 GHz and certainly true for HBTs whose fr exceeds 400 GHz [6-4]. The
modifications required to model ballistic transport are centered on Equations (D-1) and
(D-2), and their use of Equation (D-3). By using Equation (D-3), the effective D, used

for the carrier concentration diffusive term and thermal carrier diffusive term are coupled
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to w.n and T, ,. In regions where T, , are high, the diffusion of ballistic carriers in a
direction perpendicular to its velocity vector can be over-estimated significantly. This is
a result of the scalar property of 7,, and the over-estimation of f,; Without the
scattering events necessary to randomize a carrier’s motion, the effective diffusivity is
not an isotropic quantity. The high value of 7, only represents the properties of a
ballistic carrier along its velocity vector, not perpendicular to its velocity vector.
Simulation of ballistic transport would require 7,, to be vectorized, but this would
require a significant modification to the device simulator. Such a change in the HTE
could not be implemented by any end-user of a commercial device simulator. The
coupling of the diffusive terms to x4, also presents a problem. Velocity overshoot and
ballistic transport serve to inflate ., and delay the onset of negative differential
mobility. With an over-estimation of z,;, the effective diffusivity is further over-
estimated. This also requires that i, be defined as an anisotropic quantity, but unlike
the 7,,, problem, most device simulators do provide a solution.

These two combined effects have a significant impact on HBT simulations. Figure
6-6 shows a simulated peak £ = 11, which is much smaller than the measured f values
that exceed 70 in [6-15]. The over-estimation of the diffusive term allows an erroneously
large fraction of electrons entering the base from the emitter to laterally diffuse toward
the base contact. The high recombination velocity of the base contact captures these
electrons and prevents them from entering the collector, resulting in the lower f. The
aggressively scaled dimensions present in 400 GHz InP DHBTs [6-15] have further

exacerbated the problem by reducing the base contact to emitter spacing to 150 nm or



117

less. From Equation (D-1) and (D-2), the drift and spatial composition terms are
negligible compared to the two diffusive terms. If the InGaAs base was grown by MBE
or MOCVD, there is no doping or compositional variation in the axis parallel to wafer
surface. This eliminates the spatial composition term, because the spatial variation of
m,y 1s zero. In the absence of doping and compositional variations, the only band
bending results from the base resistance, Rp, but this is negligible in a high fj,.x device
where Rp is minimized. Similar arguments can be applied to the base-collector grade and
the drift collector regions of traditional mesa HBTs. Therefore, any corrections to
Equations (D-1) and (D-2) will be focused on the diffusive terms and neglect the impact
on the drift and composition terms. A complication arises with the introduction of SIBS
[6-16] where the drift term can no longer be considered negligible due to the large x-axis
doping gradients at the SIBS periphery. However, proper definition of regions and model
parameters will allow simulation of such a device.

To simulate ballistic transport in DESSIS, a common factor must be identified in
the two diffusive terms, and this factor must allow anisotropic behavior to be user-
defined. The carrier mobility is just such a factor, and the anisotropic mobility models
can be utilized to correct for the scalar properties of 7, and the over-estimation of s j.
A major axis can be defined in any one axis direction that would be unaffected by the
anisotropic mobility model, and the minor axis or axes are defined as the remaining
directions that would be de-rated by the anisotropic mobility model. The user has the
choice of three different means to define the major and minor axis m,;: 1) constant
anisotropy pre-factor; 2) constant anisotropy pre-factor with modified driving force; and

3) independent mobility models in the major and minor axis. The logical choice would
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be to define separate and independent mobility models for the major and minor axis, but
computational and numerical demands cause the third method to fail often. Therefore,
the second method is the only reasonable choice. The definition of the constant
anisotropy factor, AF, can be taken as the average T, , normalized to 7;. The large spatial
variation of 7, and the over-estimatation of s, require some flexibility in the definition
of AF in order to match experimental data. Figure 6-6 shows the 3X improvement in S at
Ve = 1.0 V resulting from setting AF' = 5 in the InGaAs base and base-collector grade.
The significant increase in £ at low Vg is due to the under-estimation of the diffusive
terms when 7},, are comparable to 7;. Other recombination mechanisms can be used to
alter the base current, /5, at low Vg to better match the £ dependence on Vg and Ic. The
use of a constant AF is a limited means to simulate ballistic transport, and a more

comprehensive correction to the device simulator is still required.
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Figure 6-6: Impact of the anisotropy factor, AF, on the forward Gummel characteristics of a high
performance InP DHBT.
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6.5 Simulation Results

Figure 6-8 and Figure 6-8 shows the forward Gummel and the f7 versus /¢ curves,
respectively, that result using the parameters discussed in this investigation. Also shown
are the measured data of an A = 0.25x4.0 ;,Lm2 InP DHBT of identical structure and
fabrication as those presented in [6-15]. There is reasonable agreement between the
measured and simulated results, but several key differences exist. The curvature of the
forward Gummel is reasonably matched indicating the proper calibration of the
conduction band structure, but the currents diverge as low V¢g. The higher currents
observed in the experimental data is a result of a leakage path in the pad structure used to
probe the HBT, and this path was not included in the simulation. The curvature of the
simulated and measured f7 curves is also reasonably matched, but the simulated f7 is 10-

20 GHz higher at low /¢ and the onset of Kirk effect is pre-mature.

1E-1
. A £=0.25x4pum’
Vce=1.25V
1E-3
— 1E-4
<
1E-5
-
L 1E-6
1E-7
B8 hoott — Simulated
i / O Measured
1E_9 2 2 2 2 Il 2 2 2 Il 2 2 2 2 Il 2 2 2 2 Il 2 2 2 2
0.0 0.2 0.4 0.6 0.8 1.0

Ve (V)

Figure 6-7: Forward Gummel curves showing measured results from an A = 0.25x4.0 pm’ InP
DHBT similar to those presented in [6-15] and the simulated results from this investigation.
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Figure 6-8: f7 versus I curves showing measured results from an A, = 0.25x4.0 pm’ InP DHBT
similar to those presented in [6-15] and the simulated results from this investigation.

Analysis of the simulated Y-parameters indicates that the degree of velocity
overshoot is over-estimated at low /¢ yielding a lower than expected Cpc. At higher /¢,
the degree of velocity overshoot is under-estimated leading to an electron concentration
increase in the base-collector grade and the pre-mature onset of Kirk effect. Figure 6-9
shows the I dependence of both the measured and simulated Cpc and illustrates the
impact of velocity overshoot. The Cpc reduction at higher /¢ is due to the screening of
the base-collector space charge by the free electrons transiting the collector depletion
region. This can be observed in Figure 6-10 where the free electron population, n,

3 is a large portion of the

exceeds the ionized donor concentration, Np*, of 5x10' cm
collector. Since no published data on the high-field transport properties of the base-
collector grade material exist, it is not unexpected that velocity overshoot is not well

predicted in this region. Further optimization of the model parameters may yield insight

into the properties of the base-collector grade material.
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Figure 6-9: The collector current, I, dependence on the measured and simulated Cgc for two Vg
values, 1.00 V and 1.25 V.
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Figure 6-10: Simulated electron velocity, v,, and electron population, n, through the y-axis centerline
of an A =0.25x4.0 p_m2 InP DHBT biased at V¢ =1.25V and I = 6.4 mA.

Figure 6-10 also shows a v, spike at y = -0.36um, near the transition from the n-
InP collector into the n+ InP sub-collector, but it is questionable if this spike actually

occurs in the device. For regions where 7,>>T} and T, shows significant spatial variation
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e.g. the n- InP collector, the £; parameter does have a significant effect on the simulated
ve profile. A £, value of 0.6, corresponding to a w, of approximately 0.40 eV [6-12],
produced the 8.27x107 cm/s v, spike observed in Figure 6-10. If £, is increased to 1.0 in
the n- InP collector to match the rest of the device, a sharper 1.16x10°* cm/s v, spike is
produced at the same location. Unfortunately, the w, independent nature of ﬁfd does not
allow for a more refined calibration of the InP model parameters required for more
accurate simulations. The Hydrodynamic implementation of the Boltzmann Transport
Equation (BTE) is also known to generate spurious velocity overshoot spikes in n-type
ballistic diodes. The collector structure of these HBTs is not dissimilar to a ballistic
diode. Others have devised alternative formulations that are not susceptible to the same
problem and implemented them in custom simulation code [6-17]. Such a fundamental
change in the treatment of carrier transport cannot be applied to a commercial simulator
by the end user.

Even with the v, spike present, the overall device behavior is captured by the

present model. This can be explained by the modified collector transit time formulation,

tay
{ v(y) (l tCJ (&7)

derived by [6-18] where v(y) is the position dependent electron velocity and #¢ is the

Tc =

collector thickness. The spatial variable, y, is equal to zero at the metallurgical base-
collector junction and equal to #c at the sub-collector interface. The extra weighting
factor, (1-y/t¢), in Equation (6-7) is required to correct for a spatially non-uniform carrier

velocity and places greater importance on v(y) values near the base-collector junction.
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Therefore, the high-field transport properties of the collector grade have a greater impact

on device performance than the anomalous v, spikes deep in the collector.

6.6 Summary

With the aggressive scaling currently being untaken to develop 400 GHz InP
HBTs, velocity overshoot and ballistic transport are expected to play a key role in device
engineering.  Negative differential mobility, characteristic of many compound
semiconductors, is modeled using the transferred-electron mobility model, and
reasonable agreement to published data is achieved. Velocity overshoot is modeling
using the Hydrodynamic transport equations. Previously published Monte Carlo
simulations are used to calibrate the energy dependence of 7, ,(w) and PC, ,(w), two of
the four sets of material-specific parameters. However, the remaining two sets are static
quantities leading a rough approximation of the actual value. The liberal use of the
Boltzmann form of the Einstein relation to interchange diffusivity and mobility proves to
be the greatest limitation to the existing implementation. Under ballistic conditions, the
diffusive terms are significantly over-estimated, resulting in a third lower DC current
gain. The anisotropic mobility models are found to provide a limited correction to this
deficiency. The resulting simulations agree reasonably with the measured data, but the

ultimate simulation error is dominated by a limited understanding of the materials.
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7. A SUB-MICRON 252 GHZ F;rAND 283 GHZ Fy;4x INP
DHBT WITH REDUCED Cpc USING SELECTIVELY
IMPLANTED BURIED SUB-COLLECTOR (SIBS)

7.0 Abstract

The Selectively Implanted Buried Sub-collector (SIBS) is a method to decouple the
intrinsic and extrinsic Cpc of InP-based DHBTs. Similar to the Selectively Implanted
Collector (SIC) used in Si-based BJTs and HBTs, ion implantation is used to create a N+
region in the collector directly under the emitter. By moving the sub-collector boundary
closer to the BC junction, SIBS allows the intrinsic collector to be thin, reducing z¢,
while simultaneously allowing the extrinsic collector to be thick, reducing Cpc. For a
0.35x6 ;,Lm2 emitter InP-based DHBT with a SIBS, 6 fF total Czc and >6 V BV po were
obtained with a 110 nm intrinsic collector thickness. A maximum f7 of 252 GHz and f4x
of 283 GHz were obtained at a ¢y of 1.6 V and /¢ of 7.52 mA. Despite ion implantation
and materials re-growth during device fabrication, a base and collector current ideality
factor of ~2.0 and ~1.4, respectively, at an Ic of 100 pA, and a peak S of 36 were

measured.

© 2005 IEEE. Reprinted, with permission, from the IEEE Electron Device Letters, vol.

26, no, 3, pp. 136-138, March 2005.
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7.1 Introduction

InP-based Heterojunction Bipolar Transistors (HBTs) can be used in a wide variety
of digital and analog applications whose operating frequency exceeds 40 GHz. In the
past, researchers working with III-V semiconductors have relied on material properties
and bandgap engineering to achieve high breakdown and performance. As applications
whose clock frequency approached 100 GHz emerged, researchers have pushed the small
signal performance of InP-based HBTs to over 350 GHz [7-1],[7-2]. However, the rapid
progress of SiGe HBTs threatens to displace InP-based HBTs in many markets [7-3],[7-
4]. Although the electron transport properties of InP and InGaAs are superior to Si and
SiGe, SiGe HBTs leverage the enormous knowledge base and infrastructure of silicon
CMOS and BIJT technologies to effectively compete against the incumbent III-V
technologies.

In particular, SiGe HBTs utilize ion implantation to decouple the intrinsic and
extrinsic base-collector capacitances, Cpc; and Cpcy, respectively. This is accomplished
by growing a relatively thick n- epitaxial collector and selectively ion implanting a n+
region, called a Selectively Implanted Collector (SIC), directly beneath the emitter [7-5].
The SIC allows the intrinsic collector doping to be increased, thereby delaying the onset
of Kirk effect and minimizing the BC space charge region. Although the high collector
doping causes Cpc; to increase, the corresponding reduction in 7¢ still yields an
improvement in device performance. Since the SIC only defines the intrinsic collector,
the extrinsic collector remains at the as-deposited doping level. If the extrinsic collector

thickness and doping are properly matched, Cpcx should be both small and voltage
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invariant when compared to Cpc; [7-6]. By decoupling Cpc; and Cpey, the collector can
be optimized to yield higher f7 and fj4x.

In the case of mesa InP-based HBTs, both the intrinsic and extrinsic collector
layers are grown simultaneously; therefore, Czcx can be only be reduced by laterally
scaling the collector mesa [7-7],[7-8]. However, all of these lateral scaling methods will
magnify the effects of process variation and increase the device Rry [7-9]. Since InP-
based HBTs require a lower processing temperature, the implant damage associated with
the formation of a SIC would cause irreparable damage to the BC junction. In order to
incorporate the benefits of a SIC-like structure, the selectively implanted region is formed
before any intrinsic device layers are grown and buried further beneath the intrinsic
collector. Instead of defining the intrinsic collector properties, the implanted region
serves as a vertical extension of the sub-collector. The intrinsic collector, base, and
emitter layers are then grown normally, without regard to the implanted region. Since the
implanted region does not define the intrinsic collector, this variant of the SIC concept is
called the Selectively Implanted Buried Sub-collector (SIBS). Although a SIBS has been
previously demonstrated with InP DHBTSs [7-10], this is the first demonstration of the
SIBS technique where RF performance comparable to more conventional mesa devices

[7-11] has been achieved.
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Figure 7-1: Cross-section of (A) initial layers prior to SIBS formation, (B) SIBS formation, and (C)
final device.

7.2 Device Structure and Fabrication

Figure 7-1 shows a schematic cross-section of the SIBS fabrication process.
Molecular Beam Epitaxy (MBE) is used to grow a 100 nm / 100 nm n+ InP/InGaAs sub-
collector and a 200 nm undoped InP collector on a (100) semi-insulating InP substrate.
An implant mask is then deposited and patterned to form the openings for the SIBS. At
an elevated temperature of 200 'C, a 2.5x10'* cm™ dose of Si ions at 120 keV is

implanted into the wafer. The dose and ion energy were selected to yield a 5x10' cm™
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Si concentration near the top of the SIBS. The implant mask is stripped, and the wafer is
then annealed at elevated temperature under Phosphine over-pressure. Subsequently, a
110 nm n- InP collector and grade, 35 nm p+ InGaAs base, 145 nm n/n+ InP emitter, and
110 nm n+ InGaAs emitter cap were grown with MBE. The device layers are then
patterned and etched to form the emitter, collector, and sub-collector mesas. The emitter,
base, and collector contacts are composed of a Ti/Pt/Au metal stack deposited in a non-
self-aligned method with lift-off. Additional information on the material growth, ion

implantation, and device fabrication are discussed in [7-12],[7-13],[7-14],[7-15],[7-16].
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Figure 7-2: Total Cgc versus Vg for a 0.35x3 umz device with (¢) no SIBS, (e) 0.35 pm wide SIBS,
and (m) 1.35 pm wide SIBS.

7.3 Device Measurements

Due to the small geometries of sub-micron devices, S-parameter measurements at 5
GHz were used to study the capacitance of various SIBS structures. Figure 7-2 shows the
total zero bias Cyc versus Vg for a 0.35x3 umz device with a 1.35 um wide collector

mesa without a SIBS, with a 0.35x3.45 um® SIBS, and with a 1.35x3.45 um® SIBS. The
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largest structure corresponds to a SIBS which encompasses the entire collector mesa.
The stated dimensions for the device and the SIBS refer to the drawn dimensions of the
base-emitter junction and the implant mask window, respectively. Figure 7-3 shows the
evolution of Cgc and BV po with the drawn SIBS width for a 0.35x3 umz device with a
fixed collector mesa width of 1.35 um and fixed SIBS length of 3.45 um. The lateral
straggle from ion implantation and diffusion from annealing increase the actual SIBS
width approximately 100 nm. Despite the increase in Cpc, the additional SIBS width is
necessary for the proper collection of electrons [7-17].  Although Bycpo appears to
decrease as the intrinsic collector, located above the SIBS, occupies a larger fraction of
the total collector mesa area, its precise dependence on SIBS geometry is not yet well

understood.

10
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Figure 7-3: Total zero bias Cgc and 5 pA BV versus SIBS drawn width for a 0.35x3 umz device
with a fixed 1.35 pm collector mesa width and a fixed 3.45 pm length SIBS.

Figure 7-4 and Figure 7-5 show the forward I-V curve of the base-collector diode

and the common emitter I-V curves under forced /5 values from 40 pA to 360 pA at 40
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uA steps for a 0.35x6 um® device, with a 0.35x6.45 pm® SIBS. The higher emitter
resistance (Rg) and collector resistance (R¢) resulting from emitter over-etch, which
reduced the emitter length by a factor of two, and small area collector contact, placed
perpendicular to the emitter finger, contribute to the high Rpy in the saturation region,
respectively. A forward Gummel curve, where Ve = 0.0 V, is superimposed on Figure
7-5 as a qualitative method to partition the impact of Rc and Rgz. S-parameters from 2
GHz to 110 GHz were measured on this device to assess its small signal performance. A
simultaneous peak fr of 252 GHz and f),4x of 283 GHz were obtained at an /¢ of 7.52 mA
resulting from a forced Vpg of 0.975 V and Vg of 1.6 V. Figure 7-6 shows both f7 and
fuax as determined from -20 dB/dec extrapolations of 4;; and U, respectively. The
measured f7 and fy4x were lower than expected due to the high R¢ from sub-optimal
collector contact placement and the less than favorable Az:4¢ ratio from the emitter over-

etch.

Log10(/5) (A)

00 02 04 06 08 10
Ve (V)

Figure 7-4: Forward I-V curves of the Base-Collector diode for a 0.35x6 pm’ device with a 0.35x6.45
pm’ SIBS and 1.35 pm wide collector mesa.



133

Ic (mA)

0 0.4 0.8 12 16
Vee (V)

Figure 7-5: Solid lines show the common emitter I-V curves (Iz =40 pA to 360 pA, 40 pA steps) for a
0.35x6 pm’ device with a 0.35x6.45 pm” SIBS and 1.35 pm wide collector mesa. Dashed line shows
the forward Gummel curve of the same device at a fixed V¢ =0.0 V.
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Figure 7-6: RF gains versus frequency for 0.35x6 pm’ device with a 0.35x6.45 pm” SIBS at V¢ = 1.6
Vand Vg:=0975 V.

The SIBS concept has shown to successfully reduce Cpc, but more importantly, it is
the first method to successfully decouple Cpcr and Cpex in an InP-based HBT. To date,
this work has shown the best small signal performance of an InP-based HBT using a
SIBS structure. Further optimization of the SIBS fabrication process will yield even

faster devices in the near future.
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8. INVESTIGATION INTO THE SCALABILITY OF
SELECTIVELY IMPLANTED BURIED SUB-COLLECTOR
(SIBS) FOR SUB-MICRON INP DHBTS

8.0 Abstract

Recent attempts to achieve 400 GHz or higher f7 and fi;4x with InP HBTs have
resulted in aggressive scaling into the deep sub-micron regime. In order to alleviate some
of the traditional mesa scaling rules, several groups have explored Selectively Implanted
Buried Sub-collectors (SIBS) as a means to decouple the intrinsic collector and extrinsic
collector design. This allows 7z¢ to be minimized without incurring a large total Cpc
increase and hence a net improvement in fr and fy4x 1s achieved. This work represents
the first investigation into the series resistance and capacitance characteristics of sub-
micron width SIBS regions (as narrow as 350 nm) for InP DHBTs. Although the SIBS
resistance is higher than that of epitaxially grown layers, the SIBS concept is able to
provide good dopant activation and a significant decrease in Cpc. RF measurements are
presented to clarify the impact of SIBS geometry variations, caused by both intentional
device design and process variations, on fr and fyuy. Parasitic resistances and high
background doping limit the fr improvement, but the Cpc reduction is sufficient to
demonstrate a 30% increase in fy4x. Results indicate that further improvements in f7 and

Jfuax using the SIBS concept will be possible.
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8.1 Introduction

In order to break the 400 GHz barrier with InP HBTs, critical dimensions and
spacings must be aggressively scaled into the deep sub-micron regime [8-1]. Several
research groups have fabricated devices whose performance exceeds 400 GHz [8-2],[8-
3],[8-4], but the demands on device fabrication are intensive. Device dimensions such as
the emitter width, base contact width, and base contact to emitter spacing have been
reduced to 250 nm or less. Such dimensions have been common in the silicon industry
for a number of years, but are relatively new to the compound semiconductor industry.
This exacerbates existing concerns about process control and device consistency in a
market with limited IC volumes to date. The rapid progress of SiGe HBTs also threatens
to displace InP-based HBTs in many markets [8-5],[8-6], and it is clear that InP-based
HBT technologies can no longer rely solely on their device performance. Any device
structure or processing method to alleviate the scaling demands on InP HBTs and
improve both process control and performance is critical to future technology insertions.

A fundamental difference between InP and SiGe HBTs is the extensive use of ion
implantation in the latter. Due to the electron mobility, saturation velocity, and bandgap
engineering advantages of compound semiconductors, InP HBTs have not been forced to
widely adopt ion implantation as a means to improve device performance. The
challenges of implantation damage and materials re-growth have also slowed its
introduction into the compound semiconductor industry. As a result, InP DHBTSs have
traditionally used a mesa device structure where the intrinsic and extrinsic collectors

share the same thicknesses and doping profile. This forces a trade-off between the total
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base-collector capacitance, Cpc; collector transit time, 7¢; and breakdown. However, the
Selective Implanted Collector (SIC) concept allows the intrinsic and extrinsic collector
design to be the decoupled. Such a device structure has been used for decades in the
silicon industry [8-7],[8-8]. A similar concept for InP DHBTS, called the Selectively
Implanted Buried Sub-collector (SIBS), has been reported recently by several research
groups [8-9],[8-10].

In order to better understand the SIBS concept as applied to InP DHBTS, this work
represents the first investigation into the scalability of the SIBS concept to geometries as
small as 350 nm in sub-micron InP DHBTSs. Using a series of base-collector diodes with
different implant widths, the evolution of Cpc and the collector resistance, R¢, has been
observed. The sensitivity of device performance to implant geometry (length, width, and
mis-alignment) was also investigated with a series of DHBTs with an emitter area, Az, of
0.35x3 um’. Analysis of the measured series resistances show that the conductivity of
the SIBS region is not yet comparable to that of epitaxially grown layers, but capacitance
measurements show the SIBS concept does succeed in lowering the total Cpc.
Capacitance measurements are also used to determine the vertical doping profile and
dopant activation near the re-growth interface and SIBS boundaries. Measurements show
modest f7 values for the various SIBS geometries investigated, which are limited by
parasitic resistances and high background doping. However, significant improvements in
Jfuax are achieved by reducing the SIBS length. Continued development is required to
reduce parasitic resistances and optimize the implanted doping profile to reap the full

benefit of SIBS.
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8.2 Device Fabrication

In order to investigate the geometric scalability of the SIBS region as well as the
SIBS geometry impact on the HBT electrical characteristics, two different samples were
used. The first sample, designated as Sample A, has a comprehensive set of base-
collector diodes with which to investigate the series resistance, junction capacitance, and
breakdown properties of SIBS. The second sample, designated as Sample B, has a
comprehensive set of HBTs with various SIBS widths, lengths, and misalignments with
which to investigate the DC and RF characteristics of HBTs using SIBS technology.
Although the fundamental process is identical to the one used to fabricate Sample A [8-
10], several differences do exist and are discussed below.

Molecular Beam Epitaxy (MBE) is used to grow a thicker 330 nm n+ InP/InGaAs
sub-collector for Sample B, compared to the 200 nm n+ InP/InGaAs sub-collector for
Sample A. Both Sample A and Sample B have a 200 nm Not Intentionally Doped (NID)
InP collector region where the SIBS region is formed. After the implant mask is
deposited and patterned, an identical 2.5x10'* ¢cm™ dose of Si+ ions at 120 keV is
implanted into Sample A and Sample B, but the implant is carried out at an elevated
temperature of 300 °C for Sample B and 200 °C for Sample A. After the damage recovery
anneals, MBE was used to grow a 130 nm n- InP collector and grade; 35 nm p+ InGaAs
base with compositional grade; 90 nm n/n+ InP emitter; and 75 nm n+ InGaAs/InAs
emitter cap on Sample B. Compared to Sample A, the re-grown collector is 20 nm longer
and the total emitter stack was thinned by 90 nm. Device fabrication for both Sample A

and Sample B were consistent with common methods used in a triple mesa process,
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except Sample B utilized Electron Beam Lithography (EBL) to produce smaller device
geometries as described in [8-2]. Additional information on the material growth, ion

implantation, and device fabrication are discussed in [8-11],[8-12],[8-13],[8-14].

8.3 Base-Collector Diode I-V Measurements

By comparing the series resistance, current drive, and junction capacitance, the
electrical properties and ultimate scalability of sub-micron SIBS geometries can be
assessed. First, the current-voltage (I-V) characteristics of a series of base-collector
diodes with various SIBS geometries were measured using a HP4155B semiconductor
parameter analyzer and DC needle probes. The access resistances associated with the
cabling, probe, and probe contact were determined by using an on-wafer short structure
and subtracted from the raw measurement data. The conventional diode equation is

modified to include the diode series resistance (Ry),
Iy =1 eXp{_L(VB —1,R;)} (8-1)
nkT

where [ is the base current; /g is the saturation current; V3 is the base voltage; and » is

the ideality factor. The first order derivative with respect to the applied voltage (V)p),

-1
|:d13:| :”]‘_T+RS (8-2)

dv, ql,
is used to determine Rs from measurement. For the majority of the SIBS diodes, Vj is
forward biased from 0.0 V to 1.0 V while the collector voltage (V) is grounded, and Ry is
determined by taking the value of d/z/dV; at or near V3 = 1.0 V. Figure 8-1 shows the

measured Rg versus the inverse drawn SIBS width (Wg;zs) for a fixed drawn SIBS length
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(Lsizs) of 3.45 pm and a total base-collector area (4zc) of 6.5 um®. The definition of
Wsiss 1s shown in the Figure 8-1 inset, and Lg;zs extends into the page and can be seen in
the Figure 8-12 inset. Using linear regression, the Wg;ps dependent and independent

portions of Ry, labeled as dRS/dWSIBS'1 and Ry, respectively, can be determined.
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Figure 8-1: Base-Collector diode series resistances (Rs) plotted against the inverse drawn SIBS width
(1/Wg;ps) for three die on Sample A.

The Figure 8-1 inset shows a schematic cross-section of the base-collector diode
and the various resistance components of the measured Rs. These components are related
to Rs through the following expression,

RS = RB,CON + RB + RCI + RSIBS + RSC + RCX + RC,CON (8-3)

The base contact resistance and any resistance due to the 35 nm thick p+ base are
represented by the components, Rp cov and Rp, respectively. R¢y represents the vertical
resistance resulting from the un-depleted portion of the 110 nm thick re-grown InP
collector, and Rgps is the vertical resistance resulting from the implanted region. Since

the diode is forward biased, Ry is expected to be non-zero and comparable to Rszs due to
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the low 7x10'® cm™ donor concentration. The resistance contributions due to the sub-
collector under the implanted region and collector mesa (Rsc); the remaining sub-
collector between the collector mesa and collector contact (Rcy); and collector contact
(Rc.con) are also visible in the inset. It is expected that Rgzs and Rge will be dependent
on Wgss, and are aggregated into the fitted value, dRg/dWps. Subsequent resistance
estimates and discussions on current scaling indicate that Rz and R¢; are more likely to be
Wsiss independent. Rp, R¢y, and the remaining Wy;zs independent terms, Rg con, Re.con,
Rp, Ry, and Ry, are lumped into the y-intercept, Rgp.

Table 8-1: Ry scaling parameters for Lgzs = 3.45 pm and Az = 6.5 pm’ diodes on Sample A.

Die Number
Parameter Units 1 2 3 4 5
dRy/dWps! Q'um 5.1 4.4 4.5 4.4 4.6
Rsp Q 9.9 7.8 6.2 7.5 7.3
r 0.984 0.965 0.977 0.983 0.981
Lss pm 3.45 3.45 3.45 3.45 3.45
Isiss pm 0.20 0.20 0.20 0.20 0.20
en (V-scm)™! 7.1x10%°  82x10*°  8.1x10*  83x10*  8.0x10%

The fitted values of five different die on Sample A are shown in Table 8-1.
Although the extrapolated Rgy values, ranging from 6.2 Q to 9.9 Q, appear to be high,
they are reasonable given the small footprint of the base and collector contacts. Large-
area TLMs and split-collector test structures indicate that the sub-collector has a nominal
sheet resistance (Rscsy) of 12 Q/[] and specific contact resistance (Rcc) of 20 Q'pmz.
Large-area TLMs indicate that the nominal intrinsic base sheet resistance (Rpsy) is 770
Q/[] and the specific contact resistance (Rpc) is 30 Q'pmz. The absence of a Rpc value
determined from a sub-micron, split-base structure may result in an over-estimation of

Rpc and Rgy. For a base contact area (4 con) of 4.2 umz and sub-collector contact area

(Ac.coy) of 7.0 um?, Rgcoy and Recoy would approximately be 7.1 Q and 2.9 Q,
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respectively. From the as-drawn geometries, Rcy is expected to contribute less than 0.3
Q). Assuming an electron mobility () of 3600 cm?/V-s [8-15] for a uniform 7x10"® cm™
electron concentration (n) in the 110 nm thick re-grown InP collector, Rc; would
contribute no more than 4.2 Q). The vertical resistance through the p+ InGaAs base is not
expected to contribute significantly to Rgg. These estimated resistance values are
summarized in Table 8-2 and result in a total estimated Rgy of 10 Q to 15 Q.

Table 8-2: Estimated values of Rg, resistance components and dRy/dWg s for Lgps = 3.45 um and
Apc=6.5 umz on Sample A and Lgps=3.00 um and Agc= 5.4 ;,Lm2 on Sample B.

Rg Component Units Sample A Sample B
RB,CON Q 7.1 7.6
Rp Q <1 <1
R¢y Q <4.2 <7.9
dRsc/dWps'! Q'um <1 <1
Rex Q <0.3 1.4
RC,CON Q 29 5.1

In order to extract Rgps from dRS/dWSIBS'l, the Rsc component must first be

removed. The general form of Ryc,

1 /4 Wy =W, w, 2 /4
Ry =—Ry g ( SIBS j + Ry ( BC SIBS J — Ry g ( BC ]__ Ry s ( SIBS ]
3 ! 4L g ! 4L g5 ! 4Lgyps ) 3 ! 4L g5

(8-4)
where the first term is the resistance component directly under the SIBS region and the
second term is the resistance component not under the SIBS region. The contribution of

Equation (8-4) to (].Rs/dVVSIBS_1 1S

dR 2 W
—S—? = _RSC,SH [ — j (8-5)
dWS[BS 3 4LS[BS

The quantity, Wpc, represents the width of the entire base-collector diode. This

expression assumes current injection from the un-implanted region into the sub-collector
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is negligible compared to the current injected from the SIBS region. For a Rgcsy = 12
/U] and Lgps = 3.45 pm, dRSC/dWSIBS’I is found to be only 1 Q'um when Wz is at its
maximum value of Wze = 1.35 um. From Table 8-1, all values of dRS/dW5;135,~'1 exceed
4.4 Q-um; therefore, R is significantly greater than Rge. If the Rge component is
assumed to be zero, an upper bound to Rgpps can be determined. Table 8-1 shows the
minimum g,'n product for the SIBS region, but the measurement does not permit z, and
n to be determined independently. Values of the z.'n product are lower than would be
expected for complete implant activation and crystal recovery. For g n = 8.3x10%° V-
Lem™s”, the inferred value of . would only be 166 cm?/V's for n = 5x10'® cm™, but if
e = 1400 cm?*/V-s, the inferred value of n would only be 5.9x10'7 cm™. If the n = 5x10'®
cm™ target is simultaneously achieved with a MBE quality z = 1400 cm?/V's, the s.'n
product would be 7x10*' V'-em™s™.

In addition to the examination of Rg, the total base-collector diode current also
provides insight into the electrical properties of SIBS. Figure 8-2 shows the I-V
characteristics of three diodes with no implanted region (Ws;s = 0.00 um); implanted
region coincident with the emitter width (Wszs = 0.351um); and an implanted region much
wider than the emitter width (Ws;s = 1.05um). The total implanted area changes
significantly in Figure 8-2 yet no change in the diode ideality factor, approximately 1.15
or 69 mV/dec, or the base current at low Vg are observed. This indicates that the
fundamental aspects of current transport across the base-collector junction are unchanged
by the presence or size of the SIBS region. This is expected, since the re-grown InP n-

collector should be uniform across implanted and not implanted regions, and it is the



146

subsequent re-grown layers that define the metallurgical base-collector junction. This
supports the assumption made above that Rz and R¢; are independent of Wyps.
Differences between the diodes shown in Figure 8-2 are only visible at high Vg, where

Ry plays a greater role in the I-V characteristics.
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Another means to observe the current scaling is shown in Figure 8-3, where Iz was
sampled at four discrete Vpc values. A significant difference in I is observed between
the no implant case, Wgps = 0.0 um, and even the narrowest case, Wgps = 0.35 pum.
Continued SIBS development will improve the conductivity of the SIBS region and
exaggerate this difference, but it is unlikely to reduce the conductivity in the non-
implanted regions. At larger values of Wz, I3 is observed to reach an asymptotic limit,
and this is a result of three factors. First, the expected change in Ry is only 1.0 Q
compared to the total measured Rs of 10 Q to 20 Q using a nominal dRS/dWSHgS'1 =45

Q'um. Such a small change in R is within the observed measurement variation in Figure
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8-1. Second, the exact dimensions of the base-collector diode are not known, but a finite
quantity of mesa under-cut is determined from capacitance measurements and will be
discussed in the following section. If Wpc is smaller than the drawn dimension of 1.35
pm, the measured Rg will reach an asymptotic value at a lower Wgps. Third, lateral
diffusion of the implanted species during the damage recovery anneals will result in a
deviation of the actual SIBS width from the as drawn dimension, Wg;zs. This also results

in Rg reaching an asymptotic value at a lower Wgps.
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Figure 8-3: Scaling of base current with drawn SIBS width, Wy, at selected V¢ values and a fixed
Lgps = 3.45 pm on Sample A.

Additional confirmation of Rgzs can be derived from Sample B, which has a series
of HBTs whose base-collector junctions and SIBS areas are comparable to those on
Sample A. The 200 nm NID InP collector, implant dose, implant energy, and hence,
target doping profile and SIBS conductivity have remained identical between Sample A
and Sample B. However, Sample B does have differences in the layer structure, device

geometry, and fabrication that result in substantial differences in the electrical properties
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of both the diodes and the HBTs themselves. Figure 8-4 shows the measured Rg for
various Sample B diodes versus 1/Wgzs, similar to Figure 8-1. The Sample B Ry value of
9.4 Q is similar to that of Sample A, but the fitted dRg/dWps ' value of 3.3 Q- pum is 25%
smaller. TLM test structures indicate that Rz sy = 778 Q/L1; Rpc = 25 Q- umz; Rscsy=17
Q/U; and Rcc = 75 Q'um2 for Sample B At the same time, the doping concentration in
the 130 nm re-grown collector was decreased to 5x10'° cm™ compared to the 7x10' cm™
in the 110 nm re-grown collector of Sample A. The more aggressive device geometries in
Sample B have decreased Ag coy to 3.3 umz and Apc to 5.4 umz, resulting in an increase
in Rgcon to 7.6 Q and Reyto 7.9 Q (u. = 3800 cm?/V-s from [8-15]). The increased
Rsc sy and Ree result in an increase of Rocon to 5.1 Q for Accoy = 14.8 pm2 and Rcy to
1.4 Q. The estimated values for Sample B are summarized in Table 8-2 and suffer from
the same over-estimate of Rpcoy as Sample A.  Despite the increase in Rgscsy, the
estimated value of dRSC/dWSIBS'1 remains approximately 1 Q'um due to reductions in
maximum Wggs from 1.35 um to 1.1 pm and Lggs from 3.45 pum to 3.00 um. If the most
pessimistic case is assumed (dRSC/dWSIBS'1 =0 Q-um), then Sample B shows a significant
decrease in normalized resistance, LSIBS'dRS/dWSIBS'l, from a minimum value of 14.5
Q-um’ on Sample A to 9.9 Q-pum? on Sample B. This corresponds to a 'n product of
12.5x10%° V''s-cm™ on Sample B compared to 8.3x10* V's'-cm™, a 51% increase
over the best case on Sample A. The increase in the u.'n product is expected since the

implant temperature was increased from 200 °C for Sample A to 300 °C for Sample B.
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Figure 8-4: Base-Collector diode series resistances (Rs) plotted against the inverse drawn SIBS width
(1/Wg;ps) for a single die on Sample B.

8.4 Base-Collector C-V Measurements

The capacitance was measured for the diode variations on Sample A using a
HP8510C network analyzer and Ground-Signal-Ground (GSG) RF probes, which
provided greater accuracy than a LCR meter for the small devices involved. After a
Short-Open-Load-Thru (SOLT) off-wafer calibration, an on-wafer open is used to de-
embed the pad parasitic capacitance from the S-parameter measurements. The base-
collector capacitance (Cpc) is then determined from -Imag{Y;,}/w at a test frequency of 5
GHz. Representative zero bias Cpc values and select Cpe versus Vpe curves for the
Sample A diodes discussed in Section 8.3 have already been presented in [8-10]. Similar
capacitance data are used here to examine the effective doping in the NID layer and

capacitance partitioning within the collector.
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Figure 8-5: Representative C-V curve and the corresponding depletion width with and without 4z
correction of a non-implanted (Ws;zs = 0.0 pm) diode on Sample A.

Sample A contains several Wg;ps = 0.0 um diodes, the non-implanted or NOI case,
that allows the examination of the 200 nm NID InP collector. Figure 8-5 shows the
representative C-V characteristics of a non-implanted diode, Ws;s = 0.0 um, and the

calculated depletion region thickness, #c;. The effective base-collector junction area,

A _ C1BC,min
BC.eff —
gc/te

(8-6)

where the collector is assumed to be a uniform layer of InP (& = 12.5¢,) and the nominal
thickness (#. = 310 nm), is found to be 6.2 um®. Better agreement between the diode’s #cq
and f. is achieved with Apcqy = 6.2 um2 instead of the drawn area of 6.5 pmz. The
deviation between Apc and Apc o 1s small in this case and therefore, unlikely to impact
the current scaling behavior discussed in Section 8.3. Both the corrected and un-

corrected #¢, values are shown in Figure 8-5. Although a Cpc reduction was shown in [8-
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10] at zero bias, the diode still requires a reverse bias of approximately 1.0 V in order to
fully deplete the 200 nm NID collector.
The effective doping profile can be obtained from the differential capacitance

expression,

d 17"
Np = _{_WF} (8-7)

which is described in [8-16]. If the 200 nm NID collector has the anticipated 1x10" cm™
or less background impurity concentration, then the diode should be fully depleted at
zero-bias. Figure 8-6 shows the effective doping concentration, Np, calculated from the
measured C-V data, shown as the dotted curve, and from smoothed data, shown as the

3

dashed curve. Nj is approximately 1x10'® cm™ near the interface between the NID

collector and the re-grown collector, but Ny increases to approximately 1x10'" ¢cm™
before reaching the n+ sub-collector. A tail of dopant is observed at the NID collector
and sub-collector boundary indicating some quantity of dopant diffusion from the n+ sub-
collector. The diffusion is likely to have occurred during the damage recovery anneals,
but may not be detrimental to the overall device performance. Silicon BJTs have utilized
and currently utilize the Gaussian and Gaussian-like doping profiles characteristic of ion
implantation and diffusion in order to reduce the electric fields between low and high
doped regions to improve breakdown characteristics while maintaining low series
resistance [8-17],[8-18]. Smoothly varying doping profiles are possible with MOCVD

growth techniques, but generally impose an impractical level of complexity for traditional

MBE growth techniques. The observed doping diffusion tail in Figure 8-6 may be
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viewed as a secondary benefit of SIBS, and continued development of SIBS may allow

its optimization.
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Figure 8-6: Effective doping, /V, profile calculated from measured C-V data (dots) and smoothed C-
V data (dash) for base-collector with no implant (Wg;zs = 0.0 pm) on Sample A.
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The capacitance characteristics of the implanted regions can also be determined
from a single diode. However, the Wgs = Wpc = 1.35 um diode does have an implant
that covers the entire width of the diode, but not the entire length. A series of diodes and
a partitioning exercise similar to Ry will allow the determination of the SIBS region unit
capacitance. Equation (8-8) shows the general form of the fully depleted junction
capacitance, Cpc min, and is pictorially represented in the Figure 8-7 inset.

CBC,min = C[ + CX + CPS + CPM + CBP (8-8)

Cpy and Cpp are the Wyps independent terms that represent the perimeter capacitance of
the base-collector mesa and the base contact area not in the Figure 8-7 inset cross-
sectional plane, respectively. Cps is the perimeter capacitance of the SIBS implant, but it
is composed of both a Wg;ps dependent and independent component. Using the unit
length capacitance, Cps’, the Cpg contribution to the Ws;zs dependent portion of Cpc min 18
included. C;and Cy are the W5 dependent capacitance components resulting from the
thin, intrinsic collector above SIBS and the thick, extrinsic collector without SIBS,
respectively. Cps, Cpy, and Cpp are lumped into the fitted parameter, Cp, determined
from extrapolation of Cpc min to Weps = 0.0 um. The Wyps dependent components, C,

Cy, and Cpgs, can be expressed as

& & ,
CBC,min (WSIBS ) = t_[LSIBS WS[BS + t_XLSIBS (WBC - WS[BS) + 2'(jPS (WSIBS + LS[BS) (8-9)

1 X

and its first order derivative yields the fitted parameter,

dcC g & -
—E = [_[ - t_XJLsms + 2CPS (8-10)

t[ X
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Figure 8-7 shows the representative Cpc min values at Ve =-2.0 V for various Wsps
on Sample A and the fitted values of 2.3 fF and 2.8 fF/um for Cp and dCpzc/dWgyss,
respectively. The reader may note that the fitted values are determined only from Cgc in
values where Wgpg = 0.0 um to Wyps = 0.65 um. For Wgps > 0.65 um, the measured
Cpc.min begins to converge to the Wgps = 1.35 um value. This behavior is the result of
lateral diffusion of the implanted species during processing, leading to a larger Wg;gs than
the drawn value, and an electric blurring between C; and Cy, leading to a breakdown of
Equation (8-9). If there was a significant deviation of Wp¢ from its drawn value, then it
too would contribute to this behavior.

With fitted values of Cp and dCpc/dWgps, the analysis of the various Cpe
components can begin. Assuming an extrinsic collector thickness, tx, of 310 nm and a
uniform InP composition, gy = 12.5&p, the estimated value of Cgp is 0.7 fF, based on a
unit capacitance of 0.36 fF/um’ and an as drawn area of 1.8 pm®. An insufficient number
of diodes with significantly different area to perimeters ratios exist on Sample A to
experimentally determine a unit value of Cpy. However, a reasonable estimate can be
calculated using a dielectric constant of 2.8¢&p; base to collector contact spacing of 0.15
um; and a sidewall height of 0.15 um. Based on a unit capacitance of 25 aF/um and a
mesa periphery of 13 um, the estimated value of Cpy, is 0.3 fF. From the remaining 1.3
fF of Cp and 6.9 um of Wy;zs independent SIBS periphery, Cps” would be approximately
0.2 fF/um, and this would result in a non-negligible 0.5 fF variation over the complete
range of Wys. Another interpretation of Cps’ is the additional capacitance introduced by

lateral diffusion of the implant species during processing. If we assume an intrinsic
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collector unit capacitance of 1.0 fF/um?, estimated from the nominal 110 nm thick InP re-
grown collector, a Cps’=0.2 fF/um corresponds to 200 nm of lateral increase in Wgps.
Since this estimate is derived from electrical data, it is likely to be greater than the lateral
diffusion determined from metallurgical analysis. Using the fitted value of dCpc/dWps
and the derived value of Cps’, C; has a calculated value of 1.1 fF/um® from Equation
(8-10), which corresponds to an intrinsic collector thickness, #;, of 105 nm if a uniform
InP composition, & = 12.5&p, is assumed. This calculated value is in good agreement
with the intended 110 nm thickness of the regrown InP collector and grade. The values

of the various Czc components determined in this analysis are summarized in Table 8-3.

Table 8-3: Summary of estimated and fitted values of Cpc scaling components for diodes with Lg;zs =
3.45 pm and Agc = 6.5 pm” on Sample A.

Cpc Component Units Value
Cpruy fF 0.3
Cps fF 1.3
Cps’ fF 0.2
Cgp fF 0.7
&y €0 12.5
ty nm 310
& €0 12.5
ts nm 105
Co fF 2.3

dCpc/dWsips fF/um 2.8
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Figure 8-8: Effective doping profile calculated from C-V profiles for Sample B large area diodes with
and without the SIBS implant.

In addition to small area devices, Sample B has large area diodes (4zc = 1148 um®)
with which to perform C-V profiling. Structures with such a large capacitance and
overall size cannot be tested at high frequencies so a HP4284 C-V meter and a 1 MHz
test frequency are used. Figure 8-8 shows the calculated Nj obtained from C-V profiles
of an implanted and non-implanted (NOI) large area diode. Due to the absolute size of
these diodes, the impact of any dimensional bias associated with fabrication can be
neglected, and a more accurate representation of the Np profile can be acquired.
Assuming a uniform InP collector (&y = &g = 12.5&p), t; and ¢y are approximately 135 nm
and 305 nm, respectively. The value of #; is consistent with the specified thickness of 130
nm and the difference is within the error computational margin of this investigation, but
tx 1s only 305 nm, significantly lower than the specified thickness of 330 nm for Sample
B. A dopant tail is observed for the NOI diode, but additional reverse bias quickly

sweeps through the tail region to the abrupt transition into the n+ sub-collector. Since the
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collector/sub-collector interface is visible in the data, the reduced 7y obtained from C-V
profile is unlikely to be caused by up-diffusion from the sub-collector. In addition, a high
background Np = 5x10'° cm™ is observed in the NID collector region, a value
comparable to the re-grown collector. Compared to the Np = 1x10' cm” obtained on
Sample A, this high background Np will require the HBT to be biased at a higher Vg in
order to fully deplete the HBT collector and achieve maximum fy4y. A similar dopant
tail and abrupt transition is observed for the implanted diode, indicating that the activated
donor concentration in the SIBS region meet or exceed the 5x10'" cm™ target value.

Therefore, any shortcomings in the z,'n product reported in Section 8.3 are more likely to

be caused by poor g, than low Np.

8.5 DHBT Electrical Behavior

The DC and RF electrical characteristics of a representative DHBT with 4z = Agas
= 0.35x6.0 pm’ from Sample B is shown in Figure 8-9 and Figure 8-10. A peak DC
current gain (/) of 112 and ideality factors of 1.6 and 1.4 for the base current (/) and
collector current (/¢), respectively, are observed from the forward Gummel in Figure 8-9.
The common-emitter I-V curves exhibit high turn-on resistance (Rpy) and a soft knee.
From the measurement of Re{Y>;}"' versus I at a test frequency of 2 GHz, the extracted
emitter resistance (Rg) is only 4.3 Q. Therefore, the bulk of Rpy is collector resistance
(Rc) and is consistent with the estimated values discussed in Section 8.3. At the same
time, the high background Np discussed in Section 8.4 results in both a Czc and R¢ with a
strong Vg dependence. The Vg dependent Rc manifests itself as quasi-saturation and

the soft knee observed in Figure 8-9. Further evidence of the high background Np can be
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observed in the Vg dependence of fi4x in Figure 8-10. The high background doping in
the NID layer also prevents fr from improving at low Vg, where the intrinsic collector

material structure has been optimized.
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Figure 8-9: Forward Gummel (top) and common emitter I-V curves (bottom) of an 4 = 0.35x6 umz
DHBT on Sample B with an Ags = 0.35x6 pm’.
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8.6 Process Sensitivity

The insertion of SIBS introduces two additional parameters (Wss and Lgps) with
which to tune the device for a given circuit application. However, these parameters are
subject to process variation, and it is important to quantify the sensitivity of device
performance on these parameters. Using a fixed 4z = 0.35x3 pm® DHBT, the impact of
Wsiss, Lsigs, and SIBS mis-alignment on the small signal performance (f7 and fi.x) is
presented. Figure 8-11 shows the dependence of maximum f7 and the corresponding /c,
but the high background Np and high total R¢ significantly impact the trend. The
maximum f7 is determined by sweeping /¢ to determine the peak fr at a fixed Vg and
then Vg from 1.4 V to 2.2 Vin 0.2 V steps. If the NID collector were fully depleted at a
Vee = 1.6 V, the increasing Cpe with increasing Wgps would decrease fr. However, it is

the decreasing R with increasing Wg;gs that dominates the f7 trend. The increasing /¢ at
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maximum fr with increasing Wgps is an indicator of collector current-crowding [8-19].
The benefits of SIBS can be observed in Figure 8-12 where the maximum f7 and fi4x
dependence on Lgps are shown. Maximum fy.x is determined in the same manner as
maximum fr. With decreasing Lgps, fr is relatively unchanged, but fi.x increases
significantly, reflecting the reduced Cpc. The changes in Lg;ps exceed any measure of
lateral diffusion presented in Section 8.4 (approximately 0.2 pum), and the emitter
undercut determined from the zero bias Cpr is no more than a 0.2 um. Therefore, the
reduction in Lgzs can overcome more than just the process variation and enable true fi4x
improvement. Finally, a series of test structures where the SIBS region is intentionally
offset from the emitter centerline is used to determine sensitivity to misalignment. Figure
8-13 defines the intentional offset in the inset and shows a less than 5% decrease in
maximum fr for a 100 nm intentional offset and approximately a 10% decrease for a 200
nm intentional offset. Perhaps a stronger indicator of the mis-alignment is the
corresponding /¢ at which maximum f7 occurs. Maintaining a mis-alignment of 100 nm

or less is possible with existing optical lithography tools.
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Figure 8-11: Maximum f7 and the I at maximum f; dependence on Wy for an A = 0.35x3 p,m2
DHBT, with a fixed Lg;ps=3.0 um and Vg = 1.6 V on Sample B. The definition of Wy is shown in
the inset.
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inset.



162

350 2 8.0
] Fr 170
300 : ° ° °
[ ] 3 —_—
= 250 | ° 160 E
T [ I 1 {50 —
[ }- 3 ~
O 200 : | | : o
= F M 140 x
W 450 f ] <
x 0 Teedl || {130 =
X N e ] =]
= 100 - T Sample B 3 ©
- TRl A £=0.35x3.0um? 3 20 o
50 F TR A s =0.35x3.0um> 1 4 o
- > ] = :
SIBS Intentional Offset Vee=1.6V 3
0 W N il el .ql -t W W Y YT WA ST WY WY WY WY WY WA WA ST WY Y S 0.0
-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3

SIBS Intentional Offset (um)

Figure 8-13: The sensitivity of f7 on the mis-alignment of the SIBS region to the emitter for an Ay =
0.35x3 |,tm2 device with a fixed Ag;p5 = 0.35x3 |,tm2 and Vg =1.6 V on Sample B. The misalignment is
achieved through a series of test structures where the implant is intentionally offset from the emitter

(inset).

8.7 Summary

The scaling of the SIBS concept down to 350 nm has been investigated in InP
DHBTSs. Analysis of the base-collector diode series resistances enabled the determination

of the SIBS resistance component and a best case z'n product of 12.5x10%° V's'em™.

Additional development is required to improve the g,'n product and NID collector
background doping to ensure significant Cpc reduction at lower Veg. RF measurements
show fr to have a weak dependence on Wyps, but this is limited by high background
doping and parasitic resistances. The Cpc reduction offered by SIBS produces a 30%
increase in fy4x for reduced Lg;ps. Furthermore, a 100 nm mis-alignment between the

SIBS region and emitter center line only reduces f7 by 5%. This investigation shows that
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SIBS does require additional development, but is a practical means of improving device

performance for InP DHBTS.
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9. CONCLUSIONS AND FUTURE WORK

9.0 Summary of Dissertation

The rapid growth of the internet and other communication systems has prompted
strong interest and development of InP-based HBTs. The versatility of the InP material
system has allowed it to be used for both high power and high data rate applications, but
the emphasis has been on superior performance over cost and integration. The newest
generations of devices with fr and fiz4x values on the order of 400 GHz have aggressively
scaled device geometries deep into the sub-micron regime, but Ax and Vg scaling have
not kept pace with the increase in Je. The resulting rise in Py, represents a potential
barrier to the utilization of existing devices in ICs and the further improvement of device
performance. This dissertation explored the performance limits through experiment and
simulation and presented a set of guidelines for the design of 400 GHz InP-based HBTs.

DC and RF measurements presented in this dissertation illustrate the extra-ordinary
performance of existing 400 GHz InP-based HBTs. Repetition of these measurements at
reduced T,.,» show an fr increase of 8-10% can be obtained with a 75 °C decrease in 7.
Estimates of the 7; rise over T, equal or more typically exceed 75 °C indicating that
there is considerable room for fr improvement if self-heating is minimized or eliminated.
Parameter extraction and delay time analysis indicate that the average electron velocity
exceeds 6x10” cm/s, and it is the increase in the electron velocity and the corresponding

decrease in the transit times that accounts for most of the f7 improvement at reduced 7.
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In order to minimize Ryy and hence 7, a 3-D thermal model was developed and
calibrated to existing InP-based HBTs. The impact of various materials, device
geometries, and thermal management strategies was investigated. It was found that the
temperature gradients that exist within the device can be significantly greater than those
outside the device. This indicates that thermal management within the device, through
proper material selection and device layout, is important to achieving higher device
performance while maintaining reliability. The 3-D thermal simulations also allow the
power and environmental dependencies of Ryy to be explored, resulting in a more
accurate Rry value for compact models. In contrast, current experimental methods to
determine R7y employ probe pads that can significantly reduce the measured Ryy. They
also use bias conditions lower than the actual circuit operating conditions, which also
affects the measurement accuracy. The impact of the probe pad’s heat sinking properties
and vertical heat conduction through the emitter is illustrated with additional Ry
measurements, and a new method to thermally de-embed pads is presented.

A complete 2-D electro-thermal model was developed to investigate the role of
non-equilibrium carrier transport on device performance. In order to simulate the
degenerately doped materials used in the fabrication of 400 GHz InP-based HBTs,
several modifications are required to properly model bandgap narrowing, the Mott
transition, and band non-parabolicity. This ensures that the band diagram and free
electron populations are correct prior to any carrier transport calculations. The
calibration of several additional parameters, including the energy dependent energy
relaxation times and Peltier coefficients, is discussed. Even with these modifications and

calibrations, liberal use of the Boltzmann form of the Einstein relation results in
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fundamental limitations with the DESSIS implementation of the Hydrodynamic transport
equations. The anisotropic mobility model was used to overcome some of these
limitations, and reasonable agreement between measured and simulated electrical
characteristics was obtained.

As an alternative to aggressive scaling, an adaptation of the SIC structure used by
silicon BJTs for InP-based HBTs is presented. The new device structure, designated as
SIBS, allows for the simultaneous reduction of Czc and 7 without resorting to mesa
undercutting or other planarization schemes that would otherwise increase Ryy. Analysis
of the I-V and C-V data of base-collector diodes indicates that reasonable dopant
activation is achieved, but the overall conductivity remains lower than similarly doped
MBE grown layers due to the degraded electron mobility in the SIBS region. Even with
this limitation, HBTs with reduced Cpc and fr and f),4x values on the order of 300 GHz
are demonstrated. An extensive set of HBTs with various SIBS lengths and widths were
used to explore the impact of SIBS on HBT electrical characteristics. The f7
improvement resulting from width scaling was modest, being limited by the high
resistivity of the SIBS region. However, the performance improvement from reduced
SIBS length resulted in a 30% increase in fi4x. With further development, SIBS will
have the potential to improve device performance beyond traditional mesa HBTs and
offer additional flexibility to circuit designers.

The experiments and simulations presented in this dissertation have provided
insight into the performance limitations and device design of 400 GHz InP-based HBTs.

The greater importance of self-heating on device performance; the means to mitigate self-
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heating; and alternatives to brute force scaling are all critical for the continued

advancement of InP-based HBTs towards breaking the 500 GHz barrier.

9.1 Opportunities for Future Work

The measurements and simulations presented in this dissertation have revealed
several limits to the current understanding of InP-based HBTs. However, these limits
present others with challenges and opportunities to advance the understanding of
semiconductor device physics. The following suggestions are presented to scientists and

engineers as topics requiring additional investigation.

9.1.1 Thermal conductivity of degenerately doped semiconductors

Throughout Chapters 3 and 4, the interfacial thermal resistance (Ryz;) is assumed to
be insignificant and is neglected in all 3-D thermal simulations. Appendix B justifies this
assumption by invoking the Weidemann-Franz law and attributing the negligible Rz to a
change in the heat transport mechanism in InGaAs compounds. It is proposed that the
high free-electron population and high electron mobility in degenerately doped InGaAs
compounds results in a significant electronic component to the thermal conductivity.
Experimental evidence of a semiconductor-like material exhibiting a strong electronic
component has already been observed in InAs and InSb films. Given the extensive use of
InGaAs compounds in InP-based HBTs and opto-electronic devices, a series of
experiments to quantify the doping dependence of the thermal conductivity would be of
great benefit to the scientific community. If heavily doped InGaAs films can serve as a

heat bridge between semiconductors and metals, the elimination of low thermal
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conductivity InGaAs layers from electron devices cannot be absolute. In addition, any
potential for thermal conductivity improvement through degenerate doping will provide

additional guidelines for HBT design.

9.1.2 Carrier transport in III-V materials

The simulations presented in Chapter 6 highlight several deficiencies in
commercial device simulators. As InP-based HBTs and other electron devices
intentionally utilize velocity overshoot and ballistic transport to improve device
performance, it is imperative that simulation tools adequately model these physical
phenomena. Additional Monte Carlo simulations should be used to verify the validity of
carrier velocity and temperature profiles throughout a set of well understood electron
devices. Furthermore, the simulation of these phenomena requires numerous material
specific parameters that are not yet available for the bulk of compound semiconductors.
Numerous researchers should be commended for the existing collections of
semiconductor material parameters, but there still remains much work to establish a

complete set of parameters for Hydrodynamic transport simulations.

9.1.3 SIBS circuits

The introduction of the Selectively Implanted Buried Sub-collector (SIBS)
technology to InP-based HBTs presents a milestone for compound semiconductor
devices. For the first time, the ability to produce multiple devices with significantly
different electrical characteristics exists for a III-V HBT technology. It provides a

competitive feature to the Selective Implanted Collector (SIC) used in Silicon BJTs and
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SiGe HBTs, but more importantly, SIBS allows circuit designers greater flexibility and
performance. Although SIBS requires additional optimization before commercialization,
the opportunity to explore the potential of circuits utilizing SIBS is at hand. A
preliminary investigation of SIBS devices for broadband amplifiers has been presented in
[9-1]. However, the use of HBTs with various SIBS geometries to maximize IC

performance has yet to be explored.
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A. LIST OF SYMBOLS

Symbol Units Description
ay A Bohr radius
ag’ A Effective Bohr radius
E, eV Acceptor binding energy
Ey eV Acceptor binding energy at low doping
Ec eV Conduction band energy
Ep eV Donor binding energy
Epy eV Donor binding energy at low doping
Er eV Fermi-level
Eg eV Bandgap energy
Suax Hz Frequency of unity small signal power gain
fr Hz Frequency of unity small signal current gain
Je Alpm’ Collector current density
m* kg Carrier effective mass
m,* kg Electron effective mass
meo* kg Electron effective mass at conduction band minima
Moo kg Conductivity effective mass for electrons
Mye kg Conductivity effective mass for holes
n cm’ Free-electron concentration
Ny cm’ Acceptor concentration
NS cm Ionized acceptor concentration
Nyeris cm” Critical acceptor concentration at which E,=0
N¢ cm™ Conduction band density of states at band minima
Np cm™ Donor concentration
Np* cm” Ionized donor concentration
Nperie cm> Critical donor concentration at which £,=0
N; cm™ Total impurity concentration
Ny cm™ Valence band density of states at band minima
p cm™ Free-hole concentration
Vae A% Base-emitter voltage
Ver A% Collector-emitter voltage
Viat cm/s Steady state carrier saturation velocity
AE; eV Bandgap narrowing
oy eV-:ecm Mott transition parameter for acceptors
ap eV-:ecm Mott transition parameter for donors
& - Relative dielectric constant
e em*/V's Low field electron mobility
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B. THERMAL INTERFACE RESISTANCE

The 3-D thermal simulations presented in this dissertation do not consider the
presence of an interfacial thermal resistance (R7y;) at any of the metal-semiconductor
interfaces. At first, this assumption may appear to be invalid due to the different heat
conduction methods present in metals and semiconductors. The heat transport through
phonon scattering in a semiconductor would have to undergo a transition to the heat
transport through the free electron gas of the contact metal. If contacts were made to
InP or GaAs, materials where the electron mobility (u.) is relatively low and the
thermal conductivity (K) is relatively high, Rry; could be significant. However, the
contact metals are placed on degenerately doped InGaAs compounds or other narrow
bandgap materials. These materials have relatively high gz, compared to InP or GaAs,
but have relatively low K. At the present time, experimental data on low doped films
(N4,Np < 1x10" em™) are only available. One could expect K to increase with
increasing doping concentration, but such a hypothesis assumes that phonons serve as
the dominant means of heat conduction. Experimental data presented in [B-1] indicate
that electrons, not phonons, are the dominant mechanism of heat conduction in high z,
materials, such as InAs and InSb. It is important to note that experimental methods to
determine K cannot identify the dominant mechanism of heat transport, but the
dependence on doping concentration and temperature can be used to infer the

dominant mechanism.
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To assess the relative importance of electrons as a mechanism of heat transport, the

Weidemann-Franz law,
—=LT (B-1)

is used to generate the following table. The quantities in Equation (B-1) are the carrier
mobility, 4 carrier concentration, n; temperature, 7; and the Lorenz factor, L. In the case
of Ings53Gag47As where K = 0.05 W/cm'K and g, = 3000 cmz/V's, and a constant L =
2.45x10® W-Q/K?, n > 1.5x10" em™ would be adequate to match the measured K. For
the devices measured and simulated in this dissertation, the contact metals are deposited
on InGaAs layers which are all doped at 2x10" ¢cm™ or higher. Therefore, the original

assumption of negligible Ry is reasonable.

Table B-2: Calculated thermal conductvitiy (K) values using the Weidemann-Franz law and a
Lorentz factor of 2.45x10° W-Q/K’.
K (W/cmK) u (cm*/Vs)
500 1000 1500 2000 2500 3000 3500 4000
1.00E+18] 0.001 0.001 0.002 0.002 0.003 0.004 0.004 0.005
2.00E+18] 0.001 0.002 0.004 0.005 0.006 0.007 0.008 0.009
3.00E+18] 0.002 0.004 0.005 0.007 0.009 0.011 0.012 0.014
4.00E+18] 0.002 0.005 0.007 0.009 0.012 0.014 0.016 0.019
5.00E+18] 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024
6.00E+18] 0.004 0.007 0.011 0.014 0.018 0.021 0.025 0.028
7.00E+18] 0.004 0.008 0.012 0.016 0.021 0.025 0.029 0.033
8.00E+18] 0.005 0.009 0.014 0.019 0.024 0.028 0.033 0.038
9.00E+18] 0.005 0.011 0.016 0.021 0.026 0.032 0.037 0.042
n (cm) 1.00E+19= 0.006 0.012 0.018 0.024 0.029 0.035 0.041 0.047
2.00E+19] 0.012 0.024 0.035 0.047 0.059 0.071 0.082 0.094
3.00E+19] 0.018 0.035 0.053 0.071 0.088 0.106 0.123 0.141
4.00E+19] 0.024 0.047 0.071 0.094 0.118 0.141 0.165 0.188
5.00E+19] 0.029 0.059 0.088 0.118 0.147 0.176 0.206 0.235
6.00E+19] 0.035 0.071 0.106 0.141 0.176 0.212 0.247 0.282
7.00E+19] 0.041 0.082 0.123 0.165 0.206 0.247 0.288 0.329
8.00E+19] 0.047 0.094 0.141 0.188 0.235 0.282 0.329 0.376
9.00E+19] 0.053 0.106 0.159 0.212 0.265 0.318 0.370 0.423
1.00E+20] 0.059 0.118 0.176 0.235 0.294 0.353 0.412 0.470

[B-1] E.F. Schubert, “Doping in III-V Semiconductors”, Cambridge University Press,
1993.



C. PHYSICAL MODELING OF DEGENERATELY DOPED
COMPOUND SEMICONDUCTORS FOR HIGH-
PERFORMANCE HBT DESIGN

C.0 Abstract

Numerous research groups are currently developing high-performance InP HBTs
with fr and fy4x greater than 400 GHz. However, the heavily degenerate doping
concentrations used in these devices present new challenges to numerical device
simulation. This work focuses on three physical phenomena in InP and Ing s3Gag 47As and
their implementation in physics based device simulators. First, the use of the parabolic
band approximation yields a constant DOS effective mass, but this results in an
erroneously deep Fermi-level under heavily degenerate donor concentrations. An
empirical model is presented and shown to have good agreement with previously
published simulations and experimental data. Second, bandgap narrowing parameters
and a table based model are used as a more generic model for compound semiconductors.
Third, calculated parameters to address the Mott Transition are used to obtain the proper
free-carrier concentrations throughout the HBT. The improper calibration or neglect of
these three physical phenomena is shown to alter HBT band profiles at thermal
equilibrium by as much as 400 meV; the turn-on voltage by approximately 50 mV; and

the f7 dependence on J¢ by approximately 18%.

177



178

C.1 Introduction

In order to break the 400 GHz barrier with Heterojunction Bipolar Transistors
(HBTs), device engineers have chosen to take advantage of the high electron mobility
(L), low electron effective mass (m.*), and high electron saturation velocities (vsy) of
InP and InGaAs alloys [C-1],[C-2][C-3]. Consequently, the donor concentrations (Np) of
both the emitter and collector have been increased substantially, to greater than 10" cm™,
while maintaining z, equal to or greater than 1000 cm?/Vs. This has resulted in a net
improvement in epitaxial layer conductivity, but raises a set of new device concerns. The
doping dependent mobility has been explored previously [C-4],[C-5],[C-6],[C-7] and is
routinely included in device simulation. However, the low m.* prized by device
designers also results in a lower conduction band density of states (N¢), approximately
10" ecm™ to 5x10" em™ for InP and InGaAs alloys, at the band edge. Therefore, the
majority of n-type epitaxial layers are degenerately doped, and the breakdown of the
parabolic band approximation and the impact of high doping effects must be considered.
To construct an accurate physical model of the HBT for physics based simulation, it is
imperative to properly determine the band structure and Fermi-level (Er) of these
degenerately doped layers. In particular, the dependence of N, bandgap-narrowing
(BGN), and impurity ionization (Np' and N,) in the presence of degenerate levels of both
donors and acceptors are critical quantities to be determined. If the appropriate values of
Nc¢ are not used or BGN is ignored, the resulting band diagram will be distorted and
electron transport across critical potential barriers such as an abrupt InP/Ings3Gag47As

base-emitter junction cannot be accurately simulated. The change in the free-carrier
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population resulting from the Mott Transition will distort the band diagram and also alter
the carrier mobility and total resistance of various epitaxial layers. Consideration of all
of these physical phenomena is required to determine the peak performance as well as
bias dependence of high-performance HBTs.

State-of-the-art numerical simulators frequently generalize their implementation of
semiconductor physics in order to improve simulation performance, but these
generalizations can lead to erroneous results for high-performance HBTs. This work
presents the necessary physical corrections and parameters necessary for the proper
determination of the above quantities in degenerately doped compound semiconductors.
It further emphasizes solutions that would allow a numerical simulator to operate over a
wide range of impurity concentrations so that region specific modifications would be
unnecessary. The physics based device simulator, DESSIS, from Synopsys is used to
illustrate the effectiveness of these corrections, and some of the material presented is
expected to be specific to DESSIS. However, the models discussed here should be
applicable to other commercial simulators such as ATLAS from Silvaco and Medici from

Synopsys.

C.2 Simulation Environment

One-dimensional structures composed of uniform compositions of InP and
Ing s3Gap 47As were constructed in DESSIS version 10 to demonstrate the impact of these
physical phenomena on numerical simulation. The bulk structures are step graded with a
shallow donor or acceptor to show the gradual onset of high doping effects. A

representative structure is shown in Figure C-1, and such a structure easily allows the
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dependence of carrier concentration, Fermi-level position, and energy bandgap on dopant
concentration to be monitored. In all cases, incomplete ionization of impurities is used
and a uniform lattice temperature of 300 K is maintained. Although the one-dimensional
structures are simulated under thermal equilibrium conditions only, the physical models
and material parameters are identical to the two-dimensional devices simulated under

bias.
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Figure C-1: Representative 1D structure in InP with stepped donor concentrations, NVp, used to
monitor the effects of degenerate doping on the conduction band energy, E., with respect to the
Fermi level, Er.
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The impact of high doping effects on the simulated electrical characteristics of an
HBT, not bulk samples of InP and Ings3Gag47As, is more relevant to current device
researchers. A two-dimensional Heterojunction Bipolar Transistor (HBT) structure, with
a 250 nm wide emitter and fabricated using a triple mesa process, is used to simulate DC
and small signal RF characteristics. The symmetry about the HBT longitudinal axis is

utilized so that only half the device is required for simulation and computational demands
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are reduced. Figure C-2 shows the physical structure of the half HBT, and Table C-1
shows the epitaxial layer structure of the generic HBT. Beyond the area shown in Figure
C-2, the semi-insulating InP substrate extends 50 um in both the x and y directions to
ensure accurate representation of self-heating. Additional physical phenomena, which
have been discussed in the literature extensively, are activated in the simulation in order
to ensure a reasonably accurate representation of a high-performance HBT. For electron
majority carrier characteristics, these include the use of hydrodynamic transport
equations to account for velocity overshoot; the transferred electron mobility model to
account for high field velocity saturation and negative differential mobility; and the Arora
mobility model to account for doping dependent mobility under low field conditions.
Carrier concentration dependent minority carrier lifetimes; Shockley-Read-Hall bulk
recombination, surface recombination, Auger recombination, and radiative recombination
are used to ensure the proper modeling of electron transport through the base. All of
these physical phenomena, including the three under investigation in this work, are
modeled simultaneously. The following sections will discuss a particular phenomenon

and de-activate only one model at a time to illustrate its effects.

Table C-1: HBT layer structure used for model comparisons.

Description Material Thickness (nm) Doping (cm™)

. In0,53GaO,47As 75 3X1019
e S 0 x10°
Emitter ] P 50 5x107
Base o InsGagpAs 3 3x10°
BCGrade Ing5;GagyAstoInP_ 25 4x10°
Collector InP 03 4x10°

InP 25 2x10"
Sub-Collector Ing 53Gag 47As 25 2x10"
InP 280 2x10"

Substrate InP 50000 Semi-Insulating
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Figure C-2: Two-dimensional structure of the generic HBT used for device simulation. All
dimensions are shown in microns.

The impact of high doping effects on Er is evident from the thermal equilibrium
band diagram, but this does not illustrate the effect on HBT performance. To represent
the impact on steady state carrier transport, a forward Gummel curve, where the
collector-emitter voltage (Vcg) is maintained at a constant 1.25 V and the base-emitter
voltage (Vpg) is swept from 0.0 to 1.0 V, is simulated using the HBT described
previously. Using the mixed mode capability in DESSIS, the small signal characteristics
can be calculated simultaneously with the forward Gummel. Only a single frequency
point at 50 GHz is simulated to minimize computation time, and the resulting Y-

parameters are used to calculate the frequency of unity current gain (f7).
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C.3 DOS and effective mass

Physics based numerical device simulators like DESSIS use a simple parabolic
band model, limiting the effective mass (m*) and DOS to constant quantities despite Np
and N,. However, this is only an accurate approximation near the conduction band
minima or valence band maxima. If Np and N, become comparable or greater than the
conduction band density of states (N¢) and valence band density of states (Ny),
respectively, this has the effect of erroneously driving Er deeper into the conduction or
valence band.  Regardless of the user’s choice between Fermi-Dirac or Maxwell-
Boltzman carrier statistics, the default condition of the numerical simulator cannot
properly account for the non-idealities present in degenerately doped semiconductors.

Before continuing further, several generalizations can be made concerning the
compound semiconductors of interest. The first generalization is that the majority of
compound semiconductors used to produce electron devices are direct bandgap e.g.
GaAs, Al xGayAs, In;GacP, InP, InAs, and In;.1GayAs. These semiconductors have
cubic symmetry, so an isotropic, scalar value of m.* can be used to represent electron
transport and Nc. The second generalization is that Ny is much greater than N¢ in these
semiconductors due to band degeneracy and curvature. Band degeneracy results from the
light hole, heavy hole, and potentially the split-off band, all with a band maxima at k£ = 0,
that can be occupied. The large values of the heavy hole mass (m,*) compared to m,*
and the light hole mass (m;*) is indicative of the band curvature and the relative
contribution of each band to Ny. The choice of N, in the base is determined by a trade-

off between the minority carrier lifetime which favors decreased N, and lateral
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conductivity which favors increased N4y. The optimal result is an N4 comparable or
slightly higher than Ny. In contrast, some regions of the emitter and collector can have an
Np two orders of magnitude greater than Nc. Therefore, n++ regions in the emitter and
collector can produce larger errors without the appropriate corrections. This work will
focus on InP and Ings3Gag47As, but the corrections can be extended to other direct
bandgap semiconductors.

To determine Er within a semiconductor region, DESSIS uses an internally
computed value of the DOS effective mass to determine N¢ and Ny. DESSIS has two
general formulations for the DOS and m*. The first is designed for indirect bandgap
semiconductors and in particular silicon (see Section 5.3.1.1 of [C-8]), and the second is
designed for direct bandgap semiconductors (see Section 5.3.1.2 of [C-8]). However,
neither formulation accounts for the non-parabolicity of the primary band when the
carrier energy is significantly higher than the band minima. Metzger et al [C-9] have
reported the free-electron density dependence of the electron effective mass (m.*). In
this work, a third order polynomial,

m.[m,=A-N+B-N,+C-N, +D (C-1)
implemented with the DESSIS Physical Model Interface (PMI) and fitted to the
experimental and theoretical data compiled in [C-9], is used to empirically represent the
non-parabolicity of the gamma valley. It is important to note that limitations in the
DESSIS device simulator prevent the use of the free-electron concentration (n) or the
ionized donor concentration (Np') within the PMI; therefore, the total donor
concentration (Np) is used. The use of Np instead of # is expected to produce some error

in regions with both high Np and a space charge region, but should be adequate for quasi-
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neutral regions. Figure C-3 shows a comparison between published data and the
proposed empirical model (Poly3x). Table C-2 summarizes the parameters used for the
two materials of interest. A second order polynomial was inadequate to represent this
phenomena due to the rapid increase in m.* with increasing Np. However, the uneven
nature of a third order polynomial almost guarantees the generation of zero or negative
values of m* at sufficiently low Np, which would be the source of convergence errors.
To prevent this situation from occurring and since the variation in m.* is only significant
for high Np, the model limits the value of m.* to a lower limit, m.y*, specified by the
user, presumably m, * at the band edge.

Table C-2: Summary of Poly3x model parameters.

Model Parameter InP Ings3Gag47AS
A 6.0073x10° 7.8474x10°
B -3.1698x10 -4.1373x10!
C 5.5799 7.2756
D -32.684 -42.629

Mep* 0.080 0.041
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Figure C-3: Comparison of the normalized electron effective mass (m,*/m,) dependence on donor
concentration, NVp, from Metzger et al [C-9] (dot) and the Poly3x model (solid) for InP (top) and
Ings53Gay 47As (bottom).

Without this correction to the effective mass, N¢ would be constant even at high Np
levels and the resulting Fermi-level would be erroneously deep in the conduction band.
Figure C-4 shows the shift in conduction band energy (E¢) with respect to Er in InP and

Ing 53Gag 47As at various Np for a constant m.* and the Poly3x model. For Np = 3x10"
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cm'3, a donor concentration level not uncommon for 400 GHz HBTSs, the deviation

between the constant m,.* and the Poly3x model exceeds 150 meV in InP and 400 meV in

Ing53Gag47As. A Fermi-level change of this magnitude will significantly influence

carrier transport calculations across hetero-interfaces, PN junctions, and contacts.
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Figure C-4: Shift in conduction band energy, E, with respect to the Fermi-level, E, using a constant
m,* (dashed) and the Poly3x model (solid) for InP (top) and Ins3Gay4;As (bottom).
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In order to demonstrate the impact on device simulation, Figure C-5 shows the
conduction and valence bands generated with the Poly3x model and the constant m,*
model at thermal equilibrium. Since the m,.* is even lower in Ing s3Gag 47As, the effect of
the Poly3x model is even more dramatic than InP. The erroneously high ErE¢ in the
nt++ Ings3GagasAs regions presents an artificially high barrier at InP/Ings3Gag47As
interfaces in the emitter cap and sub-collector. There is also greater band bending at the
n/n++ interfaces between the emitter and emitter cap and between the collector and sub-
collector. This band bending is equivalent to an additional 100-150 mV reverse bias
across the base-emitter and base-collector junctions. However, electron transport through
these regions is unaffected due to the deep Er position within the conduction band, with

or without the Poly3x model.
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Figure C-5: HBT band diagram where the conduction and valence band energies, Ec and Ey, are
plotted with respect to the Fermi-level, Er, using the Poly3x model (solid) and the constant m,* model
(dashed) at thermal equilibrium.
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Figure C-6 compares the simulated forward Gummel and f; obtained from a
constant m.* and the Poly3x model. DESSIS was not able to converge upon a solution at
higher Vg and Je with a constant m,* despite the nearly identical behavior with the
Poly3x model at low Vpz and Je. The more realistic position of Er provided by the
Poly3x model is likely to improve convergence, resulting in a complete forward Gummel
sweep. The value of N¢ could be tuned in each region to produce the correct Er position,
but this would require considerable user customization on a case by case basis and
prevent devices with a continual doping gradient e.g. SIBS HBTs [C-10] from being

simulated accurately.
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Figure C-6: Simulated forward Gummel (top) and f; (bottom) with constant m,* (solid) and Poly3x

(dashed) models.

C.4 Band Gap Narrowing

As a result of increasing carrier-carrier interactions and carrier-impurity

interactions with increasing impurity concentrations, the conduction band edge can be

lowered or the valence band edge can be raised [C-11],[C-12]. The result is a net
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reduction in the bandgap called Band Gap Narrowing (BGN). At low and moderate
impurity concentrations, below 10'® cm™ for most III-V semiconductors, the change in
the bandgap is smaller than the thermal energy, AE; = kT~26 meV. However, heavily
degenerately doped semiconductors (10" cm™ and higher) may suffer as much as a 200
meV bandgap reduction. Unfortunately, the characterization of bandgap narrowing in
InP and Ings3Gaga7As is not as complete as silicon or even GaAs; therefore, model
parameters were based on theory [C-12], phenomenological expressions [C-13],[C-
14],[C-15], and limited data [C-5],[C-6],[C-7]. The partitioning of the total bandgap
reduction between the conduction and valence bands and the doping dependence of this
partitioning is particularly important when simulating HBTs [C-16]. For Ings3Gag47As,
the conduction band to valence band ratio ranges from 1:1 at Ny = 1x10"® em™ to

approximately 1:2 at Ny = 1x10%° cm™.

DESSIS supports a parameter (Bgn2Chi) that
determines the partitioning of the total BGN between the conduction and valence bands,
but it is constant and the PMI does not allow a user defined relationship for this
parameter. Due to the limited quantities of experimental data and for the purposes of this
work, the total BGN is evenly partitioned between the conduction and valence bands for
both InP and Ing 53Gag 47As.

Most device simulators have implemented the models of Bennett and Wilson,
Slotboom, and delAlamo, but all three of these models use the natural logarithm of the
impurity concentration. In order to gain more flexibility, the general phenomenological

expression presented by Jain et al [C-14] is used.

AE; =AxNY} + BxN} +Cx N} (C-2)
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Although Jain et al calculate the coefficients, 4, B, and C, using material parameters, this
work uses the expression as a fitting function for experimental data where it exists. Since
Equation (C-2) is not implemented in the DESSIS simulator, it is used to compute entries
in a table based model that does exist in the DESSIS simulator.

For InP, the expression presented in [C-5],

AE, =2.25x10" e N (eV) (C-3)
shows reasonable agreement with experimental data obtained up to donor concentrations
of 1x10" ecm™. However, comparable experimental data for Ings3Gag47As have not been
reported. Since the BGN expressions derived by Jain et al [C-13], Abram et al [C-12],
and Schubert [C-11] rely on the dielectric constant and effective mass of the particular
material, the BGN parameters of a ternary compound are expected to fall between those
of its constituent binary compounds. The BGN parameters used for InAs are extracted
from a least squares fit to experimental data at moderate Np (2x10'7 cm™ to 2x10'® cm™)
presented in [C-5]. A linear interpolation between the published BGN parameters for
GaAs [C-15], which correlate well with published experimental data, and the previously
discussed BGN parameters for InAs is expected to give a reasonable estimate. The
inclusion of a bowing parameter corresponding to those of the dielectric constant and
effective mass may yield a more accurate estimation, but in the absence of any
experimental data, the linearly interpolated values are deemed sufficient. For all three
materials, the phenomenological expressions derived by Jain et al [C-13],[C-14] are used
to present the bandgap narrowing resulting from high N4, because published experimental
data could not be found. Since Jain et al have shown reasonable correlation between their

calculated BGN parameters and published experimental data for p-type GaAs, Si, and
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GaSb, it is expected that their BGN parameters for InP, InAs, and Ing 53Gag47As will be
reasonable estimates. Table C-3 summarizes all the BGN parameters, both donor and
acceptor, for the materials of interest, and Figure C-7 graphically shows the significant

BGN that occurs for these degenerately doped semiconductors.
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Figure C-7: Band gap narrowing, BGN, resulting from high donor (top) and acceptor (bottom)
concentrations in InP (solid) and Iny53Gag4;As (dashed).
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Table C-3: Summary of BGN parameters.

BGN Parameter InP Ing53Gag47AS InAs
Donor A 2.25x10° 4.76x10® 3.06x10®
B 0 9.99x10° 0
C 0 0 0
Acceptor A 1.03x10° 9.20x10” 8.34x10”
B 4.43x107 3.57x107 2.91x107
C 3.38x10™"2 3.65x10™"2 4.53x10™"

Using the HBT whose layer structure is presented in Table C-1, the band diagram
at thermal equilibrium illustrates the impact of BGN on device simulation. Figure C-8
clearly shows the impact to the n++ regions in the emitter and collector, but since the
Fermi-level is pinned with respect to the conduction band energy, BGN does not affect
electron transport in these regions. However, the effect is more significant in the p+ base
where the Fermi-level is pinned with respect to the valence band. By ignoring BGN, the
differences in the band diagram will impede electron transport across the base-emitter
junction and result in a higher turn-on voltage. Figure C-9 illustrates the general increase
in the turn-on voltage from the forward Gummel simulation and therefore, an increase in
the voltage bias required to achieve a given J¢ in the fr simulation. The increase in Vg
also decreases the effective Ve at a given Vg which should result in an altered Vg
dependence of the fr versus J¢ curves. For this particular device structure, there is a

relatively small change in peak f7, 8 GHz or approximately 2% ata Vg =1.50 V.
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Figure C-8: HBT band diagram where the conduction and valence band energies, Ec and Ey, are
plotted with respect to the Fermi-level, Er, with the bandgap narrowing, BGV, model activated
(solid) and de-activated (dashed) at thermal equilibrium.
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Figure C-9: Simulated forward Gummel (top) and f7 versus J¢ (bottom) with bandgap narrowing,
BGN, activated (solid) and de-activated (dashed).

C.5 Donor and Acceptor Activation Energy and the Mott
Transition

As Np or N, increases, the semiconductor undergoes an insulator to metal
transition, referred to as the Mott transition, but most simulators or their default material

parameters do not accurately represent this phenomenon for compound semiconductors.
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The mean spacing between impurities, either donors or acceptors, decreases as Np or Ny
increases resulting in a greater probability and amount of overlap of an impurity’s
Coulomb potential with others. As the amount of overlap increases, the effective
impurity ionization energy (£4 or Ep) decreases. This reduction increases the probability
of electrons transferring from any one impurity state to a state of an adjacent impurity by
thermionic emission. In addition, the high free-carrier concentration serves to screen the
impurity potentials, further reducing E4 or Ep and increasing the probability of electron
transfer. Finally, the probability of electron transfer through tunneling is increased due to
a net reduction of the barrier height as previously stated and the barrier thickness as the
impurity separation decreases. The result is the gradual transition from insulator or
semiconductor-like properties to those of a metal [C-11],[C-17],[C-18],[C-19].

Debye and Conwell [C-11] showed that the impurity concentration dependent

ionization energy can be described by

N 1/3
ED,A :ED,A0|:1_( D%VDA j :| (C-4)

where Ep 49 1s the low concentration donor or acceptor ionization energy; Np 4 is the
donor or acceptor concentration; and Np 4.+ 1S the Mott transition critical impurity
concentration. The DESSIS implementation,

Ep =Epo— 051),AN1'1/3 (C-5)
is similar in form where N; is the total impurity concentration, but requires the
determination of the ap4 model parameter. In order to represent this phenomenon for

numerical simulation, the Mott Criterion [C-11],
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%

1 T 1/3
ae,hB NID/,iicrit = Z(?j (C'6)

is used to calculate the critical impurity concentration, Np 4., at which the Mott
transition occurs, and Np 4. 1 expressed as a function of the effective Bohr radius,

m

*
ae,hB = aogr *0 (C_7)
me,hc

The relative dielectric constant, g, and the Bohr radius, a,, are easily obtained from the
literature, but the conductivity effective mass, m, . *, requires further discussion. For any
semiconductor with spherical constant energy surfaces in k-space and no degeneracy
other than spin, m,,.* is equal to the effective mass, m*, at the band minima. This
accurately describes the conduction band for most compound semiconductors including
InP and Ing 53Gag47As, but not the valence band. Due to the anisotropy and degeneracy
of the valence band, a simple compact expression does not exist to compute the value of
mp.*. However, there exists a tabular means to determine my.* for holes from the
Luttinger parameters [C-22] of the target material, based on the work of Baldereschi and
Lipari [C-20] and Schubert [C-21]. Table C-3 summarizes the values obtained for InP
and Ing s3Gag 47As.

Figure C-10 shows the free-electron population, n, versus Np in InP and free-hole
population, p, versus N4 in Ings3Gag47As for the default model parameters (ap 4 = 3.1x10°
8 eV-cm and Npacric = 1x10% cm'3) and those presented in Table (C-4). There is greater
than a factor of two difference between the donor and electron concentrations even when
the donor concentration is as low as 2x10'® cm™. The differences between acceptor and

hole concentrations is less dramatic due to the higher Ny when compared to N¢, but no
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less important to numerical simulation. The use of the previously described analytical

expressions and table to determine the Mott transition is comparable with previously

published experimental data for donors [C-23] and acceptors [C-24], respectively, in InP.

Additional experimental data for Ing s3Gag 47As were not available for comparison.

Table C-4: Summary of Mott transition parameters.

Parameter Units Symbol InP Ings3Gag7AS
_Relative dielectric constant - Sei & .. 124 41
Electron conductivity effective mass m, Mo * 0.080 0.041
Electron effective Bohr radius A a.p* 82.0 181.5
Donor critical doping cm Nperie 2.965x10' 2.735x10%
Shallow donor energy meV Epoy 5.7 6
Shallow donor parameter _ eVem ap______ 2015x107  4647x107
Luttinger Parameters - V07273 5.08,1.60,2.10 11.01,4.18,2.10
Spherical coupling parameter - u 0.7480 0.5326
Baldereschi and Lipari function --- A 2.137 1.352
Hole conductivity effective mass m, my.* 0.421 0.123
Hole effective Bohr radius A a* 15.6 60.6
Acceptor critical doping cm’ Ngeris 4.314x10' 7.345x10"
Shallow acceptor energy meV Ey 40 20
Shallow Acceptor a Parameter eV-cm oy 2.4572x10° 4.7756x107
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Figure C-10: Free-carrier concentrations, n and p, versus impurity concentration, N, and NV,
resulting from DESSIS default parameters (dashed) and calibrated parameters (solid) for the Mott
transition in n-type InP (top) and p-type Ings53Gag4;As (bottom). The insets show the behavior near

the critical doping, 3.0x10" cm™ for n-type InP and 7.3x10" cm™ for p-type Ings3Gag47As.

Since the Mott transition occurs at fairly low donor concentrations, all impurities
could be assumed to be fully ionized. However, for those electron devices where the
impurity concentration varies by several orders of magnitude within the device, such as

an III-V HBT, the inclusion of the Mott transition is recommended. Although the HBT
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presented in Table C-1 does not utilize layers whose impurity concentration is both above
and below N, higher operating voltage HBTs (long collector) and optoelectronic HBTs
and diodes will frequently utilize contact layers doped greater than 10" cm™ and

collectors doped below 5x10" cm™.

It is possible to selectively activate this model for
various regions within a device in an effort to improve computation time, but advances in

computer processing power do not warrant the loss of generality.
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Figure C-11: HBT band diagram where the conduction and valence band energies, E¢ and E), are
plotted with respect to the Fermi-level, Er, with default (dashed) and calibrated (solid) Mott
Transition parameters and at thermal equilibrium.

The impact of the Mott Transition can also be observed from the band diagram,
shown in Figure C-11, of the HBT presented in Table C-1 at thermal equilibrium. As in
Figure C-10, the differences in free-electron population are most significant in the n++
regions of the emitter and collector, but no less important is the change in the free-hole
population in the p+ base. This is observed in Figure C-11 by the change in the Fermi-

level position with respect to the conduction and valence bands. The net effect is similar
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to those discussed and observed in Section III and Figure C-5, but the Fermi-level is
deeper, not shallower, into the corresponding band. The change in free-carrier population
is also expected to cause a corresponding change in the carrier mobility and result in
differences in the simulated base, emitter, and collector resistances. DESSIS and most
other device simulators do not allow for the explicit definition of impurity band
conduction, but sufficient experimental data concerning the carrier mobility of
degenerately doped InP and Ings3Gaga7As are available [C-4],[C-5],[C-6],[C-7],[C-25].
These experimental mobility values represent all possible conduction mechanisms
through the semiconductor including impurity band conduction. The doping dependent
Arora model, fitted to these experimental data, is used to indirectly model the impurity
band conduction for the simulations presented throughout this work. As a result, the
apparent shift in turn-on voltage and high frequency performance can be observed in
Figure C-12. The shift in peak f7 from 377 GHz to 371 GHz represents less than a 2%
change, but the shift of peak fr with respect to Jc from 1.25 mA/um to 1.52 mA/um
represents an 18% under- estimation of J- and hence the power consumed. Given the
sensitivity of high-performance InP HBTs to self heating and temperature [C-26], the

Mott Transition represents a critical aspect of device simulation.
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Figure C-12: Simulated forward Gummel (top) and f7 versus J¢ (bottom) with default (dashed) and
calibrated (solid) Mott Transition parameters.

C.6 Summary

Since high-performance InP HBTs require the use of degenerately doped
semiconductors, it is imperative that phenomena associated with high impurity

concentrations be properly modeled in device simulation. The models of three physical
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phenomena: 1) doping dependent m.* and hence energy band non-parabolicity; 2) BGN;
and 3) the Mott transition are presented, and their implementations in the Synopsys
device simulator, DESSIS, is discussed. For each phenomena, significant variation is
observed in the band diagram (as large as 400 meV) and in the fr dependence on J¢ and
Ver of a representative high-performance InP HBT. Without an accurate representation
of an HBT’s band structure, transport, recombination, generation, and tunneling
equations which rely on the band structure will neither correlate with experimental results

nor allow the simulator to converge upon a solution.
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D. DESSIS IMPLEMENTATION OF THE BOLTZMANN
TRANSPORT EQUATION

D.0 Introduction

Conventional drift-diffusion transport equations, DDTE, and the Boltzmann
statistics form of the Einstein relation are inadequate for the simulation of velocity
overshoot and ballistic carrier transport. The primary deficiency with DDTE is the
assumption that the carriers are in thermal equilibrium with the lattice. Electrons in state-
of-the-art InP HBTs may be in thermal equilibrium with the lattice in regions such as the
emitter cap and sub-collector, but the presence of an abrupt hetero-interface at the base-
emitter junction and strong quasi-electric/electric fields in the base, base-collector grade,
and collector allow carriers to accelerate beyond vy, The Hydrodynamic Transport
Equations, HTE, form of the Boltzmann Transport Equation, BTE, is implemented as an
extension of the drift-diffusion transport equations in DESSIS. The additional
computational complexity introduced by the HTE generally limits device structures to
one and two-dimensional cross-sections. Scientific computing is adequately advanced to
produce solutions for three-dimensional device structures, but the marginal cost in time

and capital is disproportionately greater than the scientific value of the simulation results.
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D.1 Hydrodynamic Equations

The existing DESSIS implementation of the current, energy balance, and energy
flux equations are summarized below. The BTE implementation within DESSIS version
10 is sufficiently general to cover a wide variety of materials and numerical treatments
previously published in the literature [D-1],[D-2],[D-3].

The electron and hole currents,

td 3 (D-1)
J,=qu,| "WVE.+k,TVn+ f k,;nVT, _EnkBTthl m,

3
J = qyp(pVEV +kBTpr+f;dkBpVTp —EnkBTlenmhj

p

(D-2)

respectively, are composed of conventional drift-diffusion and HTE terms. The first two
terms of Equations (D-1) and (D-2) are the drift and diffusion terms similar to the
conventional DDTE implementation, except the lattice temperature, 77, has been replaced
with the carrier temperatures, 7, and 7,. Since 7, and 7, are no longer equal to 77, the
third term is introduced to account for the diffusion of carriers due to gradients in the
carrier temperature. The thermal diffusion pre-factors, £, and ﬁ,’d, are user specified
parameters that allow the inclusion or exclusion of this phenomena. In the most general
form, this pre-factor should be energy dependent and based on the generalized Einstein
relation to exchange the carrier diffusivity, D, ;, with the carrier mobility , g4 ;. The
DESSIS implementation of £;* and fp’d is of a static nature. In the “energy balance”
method presented by Stratton [D-1], these pre-factors are zero, but for the method

presented by Bletekjaer [D-2], these pre-factors are unity. Given the wide range in carrier
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energies throughout the device and the static nature of these parameters, the values of £,

and ];td are set to one for the majority of simulations presented in this dissertation. The
fourth and final term accounts for the spatial variation of the density of states (DOS)
through the density of states effective mass, m, and my. It is only valid for slow changes
in composition and in regions where a localized m, and m; can be defined. Therefore,
abrupt hetero-interfaces and quantum wells are not properly modeled by the fourth term.
Aspects of carrier transport across the hetero-interface are considered in the DESSIS
barrier tunneling and thermionic emission models [D-4]. Since Chirped Super Lattices
are not employed in the HBTs discussed here, quantum wells are considered beyond the
scope of this work. For a more rigorous treatment, the reader is referred to A.H. Marshak
and K.M. van Vliet [D-5] and the works of Mark Lunstrom [D-4],[D-6],[D-7].

The computation of the band structure and carrier populations utilizes Fermi-Dirac
statistics and a single, constant value of m, and mj;. Therefore, the parabolic band
approximation is enforced throughout all semiconductors regions. The necessary
modifications to DESSIS in order to support degenerately doped materials and non-
parabolicity have been previously discussed [D-8]. The Boltzmann statistics form of the

Finstein relation

D,, _KT,, 03)
ﬂe,h q

is used to simplify many of the pre-factors shown in Equations (D-1) and (D-2). Since

the generalized form of the Einstein relation
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OF,
s (D-4)

D, =pu , "
q e,h /ue,h éZOg(n) "

is not used, it is assumed that carrier distributions are Maxwellian throughout all
materials. The application of the FEinstein relation has also coupled the carrier
concentration diffusion term to the carrier temperature. These assumptions are
reasonable for conventional electron devices, but for high performance HBTs and
HEMTs, these assumptions fundamentally limit the simulation accuracy.

Although the current equations previously presented are modified for
hydrodynamic simulations, it is the energy balance and energy flux equations that allow

velocity overshoot to be modeled.  The electron, hole, and lattice energy balance

equations,
ow, - ow,
~+V-S =J -VE - -
82‘ n n C 8t ol (D 5)
Wy iv.5 =7 i+ D-6
+ = . + -
ot - 2 (D-6)
ow, s OV
S =L -
ot Lot |, (D-7)
are represented in terms of the electron, hole, and lattice kinetic energy terms,
3
W,=n EkBTn (D-8)
3
We=p EkBTp (D-9)

w,=C,T, (D-10)
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and electron, hole, and lattice energy flux terms, S,, S,, and S;, respectively. For
Equations (D-5) and (D-6), the left hand side, LHS, of the energy balance equations
represents the total potential and kinetic energy of the respective carrier, and the right
hand side, RHS, represents the energy introduced to or removed from the system due to
electric fields and carrier interactions with other carriers, phonons, or the lattice. For
Equation (D-7), the energy balance equation is similar to that of the carriers, except the
lattice does not have a current component.

On the LHS, the quantities of interest are the electron, hole, and lattice energy flux

equations
~ - . D-11
Sn :_zrn(kB]; Jn+j;1hj’envj1nj ( )
27\ ¢
- 5 (k,T, - WA (D-12)
S, :—Erp( 2J,+ YR NVT,
q
S, =—&,VT, (D-13)

each carrier energy flux equation has two separate components, one for convection and
one for diffusion. From Equations (D-11) and (D-12), the convective term is the first
term on the RHS and the diffusive term is the second term on the RHS. The convective
term has been discussed previously and is represented by Equations (D-1) and (D-2).
The diffusive nature of the later term is hidden by the Einstein relation, which has been

used to exchange D, with 1, , in

2
ZB

K, = . nu,T, (D-14)



214

2
-8

K, = . pu,T, (D-15)

The diffusive term can also be referred to the Thomson-Peltier effect, and the pre-factors,
7. and jjyhf , can be viewed as fitting parameters for the Peltier coefficient. In DESSIS, the
aforementioned pre-factors are energy dependent and allow the user considerable
flexibility to tune the diffusive component of the energy flux. It is also important to note
that additional constant pre-factors 7, and r,, which allow corrections to the convective
term, must be considered when calculating £;"/ and j;hf. Although r, and r, should also be
energy dependent, the current DESSIS implementation only allows them to be static
quantities. The energy flux equation for the lattice is purely dependent on the material
parameter, kK, which is defined in the material or region specific parameter file.

On the RHS of Equations (D-5), (D-6), and (D-7) are the electric field and carrier
interaction terms. The electric field component is straight forward and uses the

previously discussed carrier current equations (D-1) and (D-2). The carrier interaction

terms
| g WiWe (D-16)
dt coll ’ Ten
aw,l . WV (D-17)
dt coll ! TeP
aw, -y +Wn_Wno +Wp_Wp0 (D-18)
dt coll ! Ten Tep

introduce the final pair of parameters critical to the simulation of velocity overshoot. The

steady-state kinetic energies are defined as follows
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D-19
W, = n(ikBTLj ( )
2
3 (D-20)
WpO = p(EkBTLJ

For carrier-phonon interactions, the energy relaxation time approximation is used, and the
relaxation time parameters, 7., and 7,, are defined by the user. Just like the Thomson-
Peltier fitting pre-factors, f," and ﬁ,hf , the energy relaxation times are an energy dependent
quantity. All energy lost through these carrier-phonon interactions is assumed to be
dissipated into the lattice eventually as described in Equation (D-18). For most
compound semiconductors, the validity of this assumption is determined by the lifetime
of polar optical phonons, but this behavior is lumped into the definition of 7, and 7.
The H,, H,, and H are rates of energy gain or loss from generation-recombination (G-R)

mechanisms.
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E. DESSIS MATERIAL PARAMETERS

E.0 Introduction

Physics-based device simulators are capable of modeling a wide variety of
electron devices, but their accuracy is generally limited by the quality of various
material parameters entered by the user. For compound semiconductors, many of
necessary material parameters have not yet been investigated and require some crude
estimation based on existing data. Due to this uncertainty, this section presents a
listing of the material files used to represent InP and Ings3Gags7As in the DESSIS
device simulator. Although other materials were used, these two are common to all
InP-based HBTs whose fr and fj,4x exceed 400 GHz. The calibration of many of these
model parameters are discussed throughout this dissertation so they are presented here
without discussion. All material parameters were consolidated into a series of material
specific files and stored in a central materials library to facilitate batch simulations and
maintain consistency. As an additional aid, the thermal conductivity model

parameters for a variety of materials are summarized in a single table.
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E.1 InP Material File

* ISE Defaults

Epsilon

{ *
epsilon = 12.4 #

}

* Data from Ioffe Site

LatticeHeatCapacity

{ *cv() =cv+cvb *T+ cve
cv = 1.35 #
cv. b = 4.8100e-04 #
cv.c = 0.0000e+00 #
cv.d = 0.0000e+00 #

}

* Data from Ioffe Site and Quay

Kappa

{ * kappa() = kappa + kappa b *
kappa = 1.9470e+00
kappa b =-5.4890e-03
kappa ¢ = 4.2160e-06

}
EnergyRelaxationTime
{ * Energy relaxation times in

(tau w) ele = 1.3751e+00

(tau_w) hol = 4.0000e-01

Formula (tau w) ele = 2

Numerator (0) ele{
A(0) = 2.75775000e+02
P(0) = 0.00000000e+00
A(l) = 3.00198634e+05
P(1) = 1.00000000e+00
A(2) = -9.74516775e+05
P(2) = 2.00000000e+00
A(3) = 8.18315321e+05
P(3) = 3.00000000e+00
A(4) = 1.24117824e+05
P(4) = 4.00000000e+00
G = 1.00000000e+00

}

Denominator (0) ele({
A(0) = 1.03548703e+05
P(0) = 0.00000000e+00
A(l) = -3.20739927e+05
P(1) = 1.00000000e+00
A(2) = 3.62417837e+05
P(2) = 2.00000000e+00
A(3) = -6.09432788e+05
P(3) = 3.00000000e+00
A(4) = 9.68783001e+05
P(4) = 4.00000000e+00
G = 1.00000000e+00

218

Ratio of the permittivities of material and vacuum

(1]

T + kappa c * T"2
# [W/ (K cm)]

# [W/ (K*2 cm) ]

# [W/ (K*3 cm)]

picoseconds
# [ps]
# [ps]
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}
}

EnergyFlux
{ * Coefficient in front of the energy flux equation
energy flux coef ele = 1.0 # [1]
energy flux coef hol = 1.0 # [1]
}
ThermalDiffusion
{ * Thermal diffusion factor (0 <= td <= 1)
td n = 1.0000e+00 # [1]
td p = 1.0000e+00 # [1]
}
HeatFlux
{ * Heat flux factor (0 <= hf <= 1)
hf n =1 # [1]
hf p =1 # [1]
F(0) ele = 1.9710e+00
Numerator (0) ele(
A(0) = -1.04354878e+03
P(0) = 0.00000000e+00
A(l) = 1.08356969e+05
P(l1) = 1.00000000e+00
A(2) = -5.49633820e+05
P(2) = 2.00000000e+00
A(3) = -1.81829516e-04
P(3) = 3.00000000e+00
A(4) = 5.85851046e-03
P(4) = 4.00000000e+00
G = 1.00000000e+00
}
Denominator (0) ele({
A(0) = 5.27404242e+03
P(0) = 0.00000000e+00
A(l) = -1.09869808e+05
P(1) = 1.00000000e+00
A(2) = 9.99999861le+05
P(2) = 2.00000000e+00
A(3) = -3.33154776e-04
P(3) = 3.00000000e+00
A(4) = 4.25422758e-03
P(4) = 4.00000000e+00
G = 1.00000000e+00
}
}
AvalancheFactors
{ * Coefficients for avalanche generation with hydro
nl £ =1.0000e+00 # [1]
p 1 £ =1.0000e+00 # [1]
n_gamma = 0.0000e+00 # [1]
P_gamma = 0.0000e+00 # [1]
n delta = 0.0000e+00 # [1]
p_delta = 0.0000e+00 # [1]

}

* P,As are all shallow donor (S,Si,Sn,Ge)



* Boron = Carb

* Sb,In

Ionization

{

}

E As O
alpha As
g As
Xsec As
E PO
alpha P
g P
Xsec P

E Sb 0
alpha Sb
g _Sb
Xsec Sb
EBO
alpha B
g B
Xsec B

E In O
alpha In
g In
Xsec In
E N O
alpha N
g N
Xsec N

E NDopan
alpha ND
g NDopan
Xsec NDo
E PDopan
alpha PD
g PDopan
Xsec_ PDo
NdCrit
NaCrit

Bandgap

{

}

* Eg = Eg0 +
Chio
Eg0
alpha =
beta
Tpar =
Bgn2Chi

TableBGN

{

Donor
Donor
Donor
Donor

GNP e

on

.0057
.8416e-08

.0000e-12
.0057
.8416e-08

.0000e-12
L7100
.0000e+00

.0000e-12
.040
.4572e-08

.0000e-12
.7100
.0000e+00

.0000e-12
.045
.7643e-08

.0000e-12
.0057
1.8416e-08

t 0=
opant
t =
pant=
t 0=
opant
t =
pant=

.0000e-12
.040
2.4572e-08

.0000e-12
.9652e+16
.3140e+18

Il
BNNR D | OFRNIIORBMNORMNMNOORSANORNOORNRERORLNEREO

alpha Tpar”2 / (beta + Tpar)

4.4 # [eV]
1.4205 # [eV]
4.1000e-04 # [e
1.3600e+02 # [K
0.0000e+00 # [K
= 0.5 # 0[]
.0000e+14, 0.00000
.0000e+15, 0.00225
.0000e+15, 0.00283
.0000e+15, 0.00385

Mid Gap states for SI material

# [eV]

# [eV cm]

# [1]

# [cm™2/sec]
# [eV]

# [eV cm]

# [1]

# [cm™2/sec]
# [eV]

# [eV cm]

# [1]

# [cm™2/sec]
# [eV]

# [eV cm]

# [1]

# [cm™2/sec]
# [eV]

# [eV cm]

# [1]

# [cm™2/sec]
# [eV]

# [eV cm]

# [1]

# [cm"2/sec]
# [eV]

# [eV cm]

# [1]

# [cm™2/sec]
# [eV]

# [eV cm]

# [1]

# [cm™2/sec]
# [cm-3]

# [cm-3]

cm-3,
cm-3,
cm-3,
cm-3,

H= 3 W 3
————

® O
<< <<

- alpha T"2 /
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(beta + T)
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Donor 1.0000e+16, 0.00485 # [ cm-3, eV ]
Donor 2.0000e+160, 0.0006011 # [ cm-3, eV ]
Donor 5.0000e+16, 0.00829 # [ cm-3, eV ]
Donor 1.0000e+17, 0.01044 # [ cm-3, eV ]
Donor 2.0000e+17, 0.01316 # [ cm-3, eV ]
Donor 5.0000e+17, 0.01786 # [ cm-3, eV ]
Donor 1.0000e+18, 0.02250 # [ cm-3, eV ]
Donor 2.0000e+18, 0.02835 # [ cm-3, eV ]
Donor 5.0000e+18, 0.03847 # [ cm-3, eV ]
Donor 1.0000e+19, 0.04848 # [ cm-3, eV ]
Donor 2.0000e+19, 0.06107 # [ cm-3, eV ]
Donor 5.0000e+19, 0.08289 # [ cm-3, eV ]
Donor 1.0000e+20, 0.10444 # [ cm-3, eV ]
Acceptor 1.0000e+14, 0.00000 # [ cm-3, eV ]
Acceptor 1.0000e+15, 0.00363 # [ cm-3, eV ]
Acceptor 2.0000e+15, 0.00441 # [ cm-3, eV ]
Acceptor 5.0000e+15, 0.00573 # [ cm-3, eV ]
Acceptor 1.0000e+16, 0.00699 # [ cm-3, eV ]
Acceptor 2.0000e+tl6, 0.00854 # [ cm-3, eV ]
Acceptor 5.0000e+16, 0.01118 # [ cm-3, eV ]
Acceptor 1.0000e+17, 0.01373 # [ cm-3, eV ]
Acceptor 2.0000e+17, 0.01690 # [ cm-3, eV ]
Acceptor 5.0000e+17, 0.02235 # [ cm-3, eV ]
Acceptor 1.0000e+18, 0.02769 # [ cm-3, eV ]
Acceptor 2.0000e+18, 0.03442 # [ cm-3, eV ]
Acceptor 5.0000e+18, 0.04612 # [ cm-3, eV ]
Acceptor 1.0000e+19, 0.05779 # [ cm-3, eV ]
Acceptor 2.0000e+19, 0.07270 # [ cm-3, eV ]
Acceptor 5.0000e+19, 0.09910 # [ cm-3, eV ]
Acceptor 1.0000e+20, 0.12591 # [ cm-3, eV ]

}
LatticeParameters
{
X = (0,1,0)
Y = (1,0,0)
}
* ISE Defaults (consistent with IOFFE 03/09/2006)
eDOSMass
{ * Nc(T) = Nc300 * (T/300)"3/2
Formula =2 # [1]
Nc300 = 5.6600e+17 # [cm-3]
}
* From IOFFE website (03/09/2006)
hDOSMass
{ * Nv(T) = Nv300 * (T/300)"3/2
Formula =2 # [1]
Nv300 = 1.1805e+19 # [cm-3]
}
* Dopant dependent effective mass
Poly3x EffectiveMass
{
emp0 e = -3.2684e+01 #
empl e = +5.5799e+00 # []
emp2 e = -3.1698e-01 #



}

emp3 e =
emp4 e
emp0 h =
empl h
emp2 h
emp3 h
emp4 h =

+6.
+8.
+8.
+0.
+0.
+0.
+8.

0073e-03
0000e-02
6121e-01
0000e+00
0000e+00
0000e+00
6121e-01

* Based on Ioffe site

S T

| e
e e e e e

DopingDependence:

{ * mu dop = muminA + mudA/(1.+(N/NOO) " AA)
formula =2, 2 # [1]
Ar mumin = 0.0000e+00 , 8.0521e+00 #
Ar alm = -1.5000e+00 , -1.7914e+00 #
Ar mud = 5.1378e+03 , 1.5425e+02 #
Ar ald = -9.5086e-01 , -2.2521e+00 #
Ar NO = 5.1000e+17 , 7.7700e+17 #
Ar alN = 1.6031e+00 , 2.3200e+00 #
Ar a = 4.3780e-01 , 7.9731e-01 #
Ar ala = -2.0000e+00 , 0.0000e+00 #

}

DopingDependence aniso:

{
formula =2, 2 # [1]
Ar mumin = 0.0000e+00 , 8.0521e+00 #
Ar alm = -1.5000e+00 , -1.7914e+00 #
Ar mud = 5.1378e+03 , 1.5425e+02 #
Ar ald = -9.5086e-01 , -2.2521e+00 #
Ar NO = 5.1000e+17 , 7.7700e+17 #
Ar alN = 1.6031e+00 , 2.3200e+00 #
Ar a = 4.3780e-01 , 7.9731e-01 #
Ar ala = -2.0000e+00 , 0.0000e+00 #

}

HighFieldDependence:

{ * Transferred-Electron Effect:
EO TrEf = 8.8000e+03 , 1.0000e+05
Ksmooth TrEf ;1 #
Vsat_ Formula = 2 #
A vsat = 1.2500e+07 , 1.0000e+06 #
B vsat = 2.5000e+06 , 0.0000e+00 #
vsat min = 5.0000e+06 , 1.0000e+06 #

}

HighFieldDependence aniso:

{ * Transferred-Electron Effect:
EO TrEf = 8.8000e+03 , 1.0000e+05
Ksmooth TrEf , 1 #
Vsat Formula = 2 #
A vsat = 1.2500e+07 , 1.0000e+06 #
B vsat = 2.5000e+06 , 0.0000e+00 #
vsat min = 5.0000e+06 , 1.0000e+06 #

}

Scharfetter * relation and trap level for SRH recombination:
( taumax - taumin
= 1.0000e-08

{

taumin

* tau = taumin +

4

3

) /A

.0000e-06

1+

#

[ecm”™2/Vs]
[1]
[em~2/Vs]
[1]
[cm” (=3) ]
[1]
[1]
[1]

[em”™2/Vs]
[1]
[ecm™2/Vs]
[1]
[cm”™ (-3) ]
[1]
[1]
[1]

( N/Nref )”"gamma)

[s]
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taumax = 1.0000e-08 , 3.0000e-06 # [s]
Nref = 1.0000e+16 , 1.0000e+16 # [cm”(-3)]
gamma =1, 1 # [1]
Talpha = 0.0000e+00 , 0.0000e+00 # [1]
Tcoeff 0.0000e+00 , 0.0000e+00 # [1]
Etrap = 0.0000e+00 # [eV]

}

Auger * coefficients:

{ *RAuger = (Cnn+Cpp) (np-nieffr2)

* with C n,p = (A + B (T/T0) + C (T/T0)"2) (1 + H exp(-{n,p}/N0))

A 1.0000e-30 , 1.0000e-30 # [cm”™6/s]
B = 0.0000e+00 , 0.0000e+00 # [cm”™6/s]
C 0.0000e+00 , 0.0000e+00 # [cm™6/s]
H = 0.0000e+00 , 0.0000e+00 # [1]
NO 1.0000e+18 , 1.0000e+18 # [cm” (-3)]

}

* Impact ionization factors from IOFFE

vanOverstraetendeMan * Impact Ionization:

{ * G impact = alpha n n v drift n + alpha p p v drift p

a(low) 7.6683e+06 , 4.8159%9e+06 #
a (high) = 7.6683e+06 , 4.8159%9e+06 #
b (low) = 2.975%9e+06 , 2.5111e+06 #
b (high) = 2.975%9e+06 , 2.5111e+006 #
EO = 4.0000e+05 , 4.0000e+05 #
hbarOmega = 0.038 , 0.038 #

}

vanOverstraetendeMan aniso * Impact Ionization:

{ * G impact = alpha n n v drift n +
a(low) 7.6683e+06 , 4.8159%e+06 #
a (high) 7.6683e+06 , 4.8159%e+06 #
b (low) 2.975%e+06 , 2.5111e+t06 #
b (high) = 2.975%e+06 , 2.5111e+06 #
EO = 4.0000e+05 , 4.0000e+05 #
hbarOmega = 0.038 , 0.038 #

}

* Updated hole factors with mhh+mlh (02/08/2006)

* IOFFE, E.H. Li, & Madelung report lower values of mhh

BarrierTunneling

{ * Non Local Barrier Tunneling
g = 0.08 , 0.689 # [1]
mt 0.08 , 0.689 # [1]

}
* Value taken from Ioffe site
RadiativeRecombination * coefficients:
{ * R Radiative = C (n p - ni_eff"2)

C = 1.2000e-10 # [cm”3/s]
}

[1/cm]
[1/cm
[V/cm
[V/cm
[V/cm
[eV]

]
]
]
]

alpha p p v _drift p

[1/cm]
[1/cm
[V/cm
[V/cm
[V/cm
[eV]

]
]
]
]
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E.2 Inys53Gag4;As Material File

Epsilon

{ * Ratio of the permittivities of material and vacuum
Xmax (0) = 0.0000e+00 # [1]
epsilon (0) = 15.10 # [1]
Xmax (1) = 1.0000e+00 # [1]
epsilon (1) = 12.90 # [1]
B(epsilon (1)) = 6.7000e-01
C(epsilon (1)) = 2.1005e-06

}
* GaAs and InAs values from Shur and IOFFE (12/23/2005)

LatticeHeatCapacity

{ * 1lumped electron-hole-lattice heat capacity
cv (0) = 1.3632e+00 # [J/ (K cm”3) ]
cv_b(0) = 2.2550e-04 # [J/(K*2 cm”™3)]
cv_c(0) = 0.0000e+00 # [J/ (K*3 cm”™3)]
cv_d(0) = 0.0000e+00 # [J/ (K4 cm”™3)]
cv (1) = 1.7556e+00 # [J/ (Kcm”"3) ]
cv_b (1) = 0.0000e+00 # [J/(K"2*cm"3) ]
cv_c (1) = 0.0000e+00 # [J/ (K*"3*cm”™3) ]
cv_d(1) = 0.0000e+00 # [J/ (K 4*cm”™3) ]

}

* New values from Liu, IOFFE, Madelung, and Quay
Kappa

{ * Lattice thermal conductivity

Formula = 1

Xmax (0) = 0.0000e+00 # [1]

kappa (0) = 5.8670e-01 # [W/ (K cm)]
kappa b (0) =-1.3140e-03 # [W/(K*2 cm) ]

kappa c(0) = 8.6610e-07 # [W/ (K*3 cm)]

Xmax (1) = 0.4700e+00 # [1]

kappa (1) = 1.4120e-01 # [W/ (K cm)]

B (kappa (1)) = 0.0000e+00 # [W/ (K cm)]

C (kappa (1)) = 0.0000e+00 # [W/ (K cm)]
kappa b (1) =-4.1250e-04 # [W/ (K*2 cm)]
B (kappa b (1)) = 0.0000e+00 ¥ [W/ (K*2 cm)]
C(kappa b (1)) = 0.0000e+00 # [W/(K*2 cm) ]
kappa c (1) = 3.6120e-07 # [W/ (K*3 cm) ]
B (kappa c (1)) = 0.0000e+00 # [W/(K"3 cm) ]
C(kappa_c (1)) = 0.0000e+00 # [W/ (K*3 cm)]
Xmax (2) = 1.0000e+00 # [1]

kappa (2) = 1.1770e+00 # [W/ (K cm)]

B (kappa (2)) = 0.0000e+00 # [W/ (K cm)]

C (kappa (2)) = 0.0000e+00 # [W/ (K cm)]
kappa b (2) =-3.1750e-03 # [W/(K*2 cm) ]
B (kappa b(2)) = 0.0000e+00 ¥ [W/ (K*2 cm)]
C (kappa b (2)) = 0.0000e+00 # [W/(K*"2 cm) ]
kappa c(2) = 2.6250e-06 # [W/ (K3 cm) ]
B (kappa c(2)) = 0.0000e+00 # [W/(K"3 cm) ]
C(kappa_c(2)) = 0.0000e+00 # [W/(K*3 cm) ]
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EnergyRelaxationTime
Energy relaxation times in picoseconds

{

Numerator (0)
A(0) 1
P(0) 0
A(l) = 2
P(1l) = 1
A(2) = -8
P(2) = 2
A(3) = 3
P(3) = 3
A(4) = 7
P(4) = 4
G = 1

}

Denominator (
A(0) =
P(0)

A(l) =
P(1) =
A(2) =
P(2) =
A(3) =
P(3) =
A(4) =
P(4) =
G =
}
}
EnergyFlux

{

}

*

*

(tau w) ele =

(tau w) hol
Formula (tau

Coefficient in front of the energy flux equation
energy flux
energy flux

ThermalDiffusion
Thermal diffusion factor

{

}

*

td n = 1.00
td p 1.00

HeatFlux

{

*

Heat flux factor

hf n =1
hf p =1
F(0) ele
Numerator (0)

= 0

Il
—

2.
0.
-1.
1.
4.
2.00000000e+00
-9.
3.
9.
4.
1.

9.4327e-01
4.0000e-01
w) ele = 2

_elef

.66481714e+02
.00000000e+00
.71630770e+05
.00000000e+00
.34331369e+05
.00000000e+00
.15625484e+05
.00000000e+00
.09082090e+05
.00000000e+00
.00000000e+00

0) ele{
51050209e+04
00000000e+00
29156848e+05
00000000e+00
28248172e+05

99999866e+05
00000000e+00
73743174e+05
00000000e+00
00000000e+00

coef ele
coef hol =

(
00e+00 #
00e+00 #

# [1]
# [1]
= 1.3106e+00

_elef{
A(0) = -1.

46942036e+03
.00000000e+00
.09057358e+05
.00000000e+00
.10130509e+05
.00000000e+00

1.0

(0 <= hf <= 1)

#
#

= 1.0 #

#

[ps]
[ps]

[1]
(1]
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[ RNav =T v
SO W W

}

Denominator

}
}

AvalancheFactors
{ * Coefficients for

nlf
p 1l f
n_gamma
P_gamma
n _delta
p _delta

Deep States

onization

~ H X % % -

E As O
alpha As
g As
Xsec As
E PO
alpha P
g P
Xsec P

E Sb 0
alpha Sb
g _Sb
Xsec_ Sb
EBO
alpha B
g B
Xsec B

E In O
alpha In
g In
Xsec In

Si = Phosphorus
Antimony and Indium
Carbon = Beryllium = Shallow Acceptor = Boron

o 01 W

.81829516e-04
.00000000e+00
.85850793e-03
.00000000e+00
.00000000e+00

0

OO OO

) _elef{

(
6.58556530e+03
0.00000000e+00
1.29114789e+05
1.00000000e+00
9.53251350e+05
2.
3
3
4
4
1

00000000e+00

.33154780e-04
.00000000e+00
.05842567e-03
.00000000e+00
.00000000e+00

.0000e+00
.0000e+00
.0000e+00
.0000e+00
.0000e+00
.0000e+00

4= W S e o

avalanche generation with

[1]

Ndopant; Shallow Telerium =

.030
.1453e-07

.0000e-12
.006
.2906e-08

.0000e-20
.350
.0000e+00

.0000e-12
.020
.7756e-08

.0000e-12
.350
.0000e+00

P> OORMSPPORPNOORNMMOEDNDDNDO

.0000e-20

S o S S SR o e e SR S SR o e e SE o o o e

[eV]

[eV cm]
[1]
[cm™2/sec]
[eV]

[eV cm]
[1]
[em™2/sec]
[eV]

[eV cm]
(1]
[em”~2/sec]
[eV]

[eV cm]
[1]
[em”~2/sec]
[eV]

[eV cm]
[1]

[em”~2/sec]
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}

* All parameters re-extracted

Bandgap
{ * BEg = Eg0 + alpha Tpar"2 / (beta + Tpar) - alpha T"2 /
Tpar = 0.0000e+00 # [K]
Xmax (0) = 0.0000e+00 # [1]
Eg0 (0) = 0.4200e+00 # [eV]
alpha (0) = 4.1900e-04 # [eV K*-1]
beta (0) = 2.7100e+02 # [K]
Chi0 (0) = 4.9000e+00 # [eV]
Bgn2Chi = 0.5 # [
Xmax (1) = 1.0000e+00 # [1]
Eg0 (1) = 1.5200e+00 # [eV]
B(Eg0 (1)) = 0.4750e+00 # [eV]
C(Eg0 (1)) = 0.0000e+00 # [eV]
alpha (1) = 5.8000e-04 # [eV K"-1]
B(alpha (1)) = 7.1600e-06 # [eV K*-1]
C(alpha (1)) = 0.0000e+00 # [eV K*-1]
beta (1) = 3.0000e+02 # [K]
B(beta (1)) = 4.,7492e-01 # [K]
C(beta(l)) = 0.0000e+00 # [K]
ChiO (1) = 4.0700e+00 # [eV]
B(Chi0O (1)) =-0.47500e+00 # [eV]
C(ChiO (1)) = 0.0000e+00 # [eV]
}
TableBGN
{
Donor 1.0000e+13, 0.00000 # [ cm-3, eV ]
Donor 1.0000e+14, 0.00259 # [ cm-3, eV ]
Donor 2.0000e+14, 0.00323 # [ cm-3, eV ]
Donor 5.0000e+14, 0.00434 # [ cm-3, eV ]
Donor 1.0000e+15, 0.00543 # [ cm-3, eV ]
Donor 2.0000e+15, 0.00679 # [ cm-3, eV ]
Donor 5.0000e+15, 0.00913 # [ cm-3, eV ]
Donor 1.0000e+16, 0.01143 # [ cm-3, eV ]
Donor 2.0000e+16, 0.01431 # [ cm-3, eV ]
Donor 5.0000e+16, 0.01927 # [ cm-3, eV ]
Donor 1.0000e+17, 0.02415 # [ cm-3, eV ]
Donor 2.0000e+17, 0.03027 # [ cm-3, eV ]
Donor 5.0000e+17, 0.04081 # [ cm-3, eV ]

E N O =
alpha N =
g_N =
Xsec N =
E NDopant 0 =
alpha NDopant
g NDopant =
Xsec NDopant=
E PDopant 0 =
alpha PDopant
g PDopant

Xsec PDopant=
NdCrit =
NaCrit =

NP DS | ORr NI OB J0

.030
.1634e-08

.0000e-12
.006

4.2906e-08

.0000e-12
.020

4.7756e-08

.0000e-12
.7345e+15
.3451le+16

S o S S SR S e e e S SR R e o

[eV]

[eV cm]
[1]
[cm™2/sec]
[eV]

[eV cm]
[1]
[cm™2/sec]
[eV]

[eV cm]
[1]
[ecm™2/sec]
[cm-3]
[cm-3]
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Donor 1.0000e+18, 0.05119
Donor 2.0000e+18, 0.06421
Donor 5.0000e+18, 0.08668
Donor 1.0000e+19, 0.10879
Donor 2.0000e+19, 0.13657
Donor 5.0000e+19, 0.18451
Donor 1.0000e+20, 0.23173
Acceptor 1.0000e+13, 0.00000
Acceptor 1.0000e+14, 0.00159
Acceptor 2.0000e+14, 0.00193
Acceptor 5.0000e+14, 0.00250
Acceptor 1.0000e+15, 0.00304
Acceptor 2.0000e+15, 0.00371
Acceptor 5.0000e+15, 0.00483
Acceptor 1.0000e+l6, 0.00592
Acceptor 2.0000e+l6, 0.00726
Acceptor 5.0000e+1l6, 0.00954
Acceptor 1.0000e+17, 0.01177
Acceptor 2.0000e+17, 0.01456
Acceptor 5.0000e+17, 0.01938
Acceptor 1.0000e+18, 0.02414
Acceptor 2.0000e+18, 0.03018
Acceptor 5.0000e+18, 0.04077
Acceptor 1.0000e+19, 0.05144
Acceptor 2.0000e+19, 0.06517
Acceptor 5.0000e+19, 0.08972
Acceptor 1.0000e+20, 0.11490

}
LatticeParameters
{

X = (0,1,0)

Y = (1,0,0)
}

* GaAs (x=1) parameters
* InAs (x=0) parameters

eDOSMass

{ * Nc(T) = Nc300
Formula
Nc300 (0)
Nc300 (1)
B(Nc300 (1))
C(Nc300 (1))

}

* GaAs (x=1) parameters from Ioffe and Shur
* InAs (x=0) parameters from Ioffe and Shur

hDOSMass

{ * Nv(T) = Nv300
Formula
Nv300 (0)
Nv300 (1)
B (Nv300 (1))
C(Nv300(1))

}

*

(T/300)"3/2
2 # [1]

8.8598e+16
4.0165e+17

= 9.8231le+tl6
= 0.0000e+00

*

(T/300)73/2

=2 # [1]

6.6682e+18
9.8474e+18
2.7180e+17
0.0000e+00

* Dopant dependent effective mass

from Ioffe and Shur
from Ioffe and Shur

cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,
cm-3,

S oS o S S S S S S e SR o o o e e S S o o e e 9k o o o o
1

# [cm-3]
# [cm-3]

# [cm-3]
# [cm-3]

eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV
eV

(x=0.47 only)

T SV VS VSV S S S S S S S G S

(12/21/2005)
(12/21/2005)

(12/21/2005)
(03/09/2006)
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Poly3x EffectiveMass

{

}

* Values calibrated

emp0 e =

empl e
emp2_e
emp3 e
emp4 e
empO0_h
empl h
emp2 _h
emp3 h
emp4 h

-4
= +7

= +4
= +4

.2629%e+01
.2756e+00
= —4.
= +7.
.1000e-02
.5700e-01
= +0.
= +0.
= +0.
= +4.

1373e-01
8474e-03

0000e+00
0000e+00
0000e+00
5700e-01

DopingDependence:

{ * mu dop = muminA +
formula =2, 2
Ar mumin 3.3505
Ar alm =-1.5000
Ar mud = 1.1897
Ar ald =-1.5000
Ar NO = 7.9401
Ar alN = 0.0000
Ar a = 5.5924
Ar ala = 0.0000

}

DopingDependence aniso:

{

}

* Transferred electron values calibrated for In0.53Ga0.47As only

formula
Ar mumi
Ar alm
Ar mud
Ar ald
Ar NO

Ar alN
Ar a

Ar ala

n

, 2
.3505
.5000
.1897
.5000
.9401
.0000
.5924
.0000

Il
|
CUOdREFEREFEWN

HighFieldDependence:
* Transferred-Electron Effect:

{

}

EO_TrEf

Ksmooth TrEf
Vsat Formula

A vsat
B vsat
vsat mi

n

O =N

HighFieldDependence aniso:
* Transferred-Electron Effect:
= 3.5000e+03

{

EO TrEf

Ksmooth TrEf
Vsat Formula

A vsat

S oS S 3 S S R 3E e 3
— e — —

# [1]
e+03 ,
e+00 , -1.
e+04 ,
e+00 , -1.
e+l6 ,
e+00 ,
e-01 ,
e+00 ,

e+03 ,
e+00 , -1.
e+04 ,
e+00 , -1.
e+l6 ,
e+00 ,
e-01 ,
e+00 ,

3.5000e+03
.3300e+00
;2
.4150e+07
.6500e+06
.0000e+06

1.3300e+00
2, 2

= 1.4150e+07

for In0.53Ga0.47As only

mudA/ (1.+(N/NOO) "AA)

2.0000e+01 # [cm™2/Vs]
5000e+00 # [1]
2.0000e+02 # [cm™2/Vs]
5000e+00 # [1]
3.3300e+18 # [cm”™(-3)]
0.0000e+00 # [1]
8.5000e-01 # [1]
0.0000e+00 # [1]
2.0000e+01 # [cm™2/Vs]
5000e+00 # [1]
2.0000e+02 # [cm™2/Vs]
5000e+00 # [1]
3.3300e+18 # [cm”™(=3)]
0.0000e+00 # [1]
8.5000e-01 # [1]
0.0000e+00 # [1]

’ 1.0000e+05

’ 2.0000e+01
# [1]

, 4.8000e+06

p 0.0000e+00

’ 4.8000e+06

, 1.0000e+05

, 2.0000e+01
# [1]

’ 4.8000e+06

+= #

+= =
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(1]
(1]

B vsat = 1.6500e+06 , 0.0000e+00 #
vsat min = 5.0000e+06 , 4.8000e+06 #
}

* Values calibrated for In0.53Ga0.47As only

Scharfetter * relation and trap level for SRH recombination:

{ * tau = taumin + ( taumax - taumin ) / ( 1 + ( N/Nref )”“gamma)

taumin = 5.0000e-10 , 5.0000e-10 # [s]

taumax = 5.0000e-07 , 5.0000e-07 # [s]

Nref = 1.5000e+17 , 5.1000e+17 # [cm”™(-3)]
gamma = 1.6500e+00 , 1.6000e+00 # [1]

Talpha = 0.0000e+00 , 0.0000e+00 # [1]

Tcoeff = 0.0000e+00 , 0.0000e+00 # [1]

Etrap = 0.0000e+00 # [eV]

}
* Values calibrated to In0.53Ga0.47As only
Auger * coefficients:

{ * R Auger = Cnn+Cpp (np - nieff”2)

( )
A = 7.0000e-29 , 7.0000e-29 # [cm"6/s]
B = 0.0000e+00 , 0.0000e+00 # [cm"6/s]
C = 0.0000e+00 , 0.0000e+00 # [cm"6/s]
H = 0.0000e+00 , 0.0000e+00 # [1]
NO = 1.0000e+18 , 1.0000e+18 # [cm”(-3)]

}

* Values calibrated to In0.53Ga0.47As only
vanOverstraetendeMan * Impact Ionization:

{ * G _impact = alpha n n v _drift n + alpha p p v _drift p

a(low) 3.3183e+05 , 6.3937e+05 # [1/cm]
a (high) 3.3183e+05 , 6.3937e+05 # [1/cm]
b (low) = 1.2083e+06 , 1.5403e+06 # [V/cm]
b (high) = 1.2083e+06 , 1.5403e+06 # [V/cm]
EO = 4.0000e+05 , 4.0000e+05 # [V/cm]
hbarOmega = 0.0340e+00 , 0.0340e+00 # [eV]

}

vanOverstraetendeMan aniso * Impact Ionization:

{ * G _impact = alpha n n v drift n + alpha p p v drift p
a(low) = 3.3183e+05 , 6.3937e+05 # [1/cm]
a (high) 3.3183e+05 , 6.3937e+05 # [1/cm]
b (low) = 1.2083e+06 , 1.5403e+06 # [V/cm]
b (high) = 1.2083e+06 , 1.5403e+06 # [V/cm]
EO = 4.0000e+05 , 4.0000e+05 # [V/cm]
hbarOmega = 0.0340e+00 , 0.0340e+00 # [eV]

}
* Values taken from Ioffe and Shur (12/21/2005)
* Updated mhh+mlh, In0.53Ga0.47As mhh=0.457,m1h=0.05232 (02/08/2006)
BarrierTunneling
{ * Non Local Barrier Tunneling
g = 0.041 , 0.509 # [1]
mt = 0.041 , 0.509 # [1]
}
* Value taken from Ioffe site
RadiativeRecombination * coefficients:
{ * R Radiative = C (n p - ni_eff"2)
C = 0.9600e-10 # [cm”3/s]
}
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E.3 Thermal Conductivities

The DESSIS thermal conductivity model uses a second-order polynomial to

represent the temperature dependence,
K=K a+K b-T+K ¢-T? (E-1)
where the parameters K a, K b, K ¢ are specificied by the user, and T is the lattice

temperature in Kelvin. The following table summarizes the parameters used in the

thermal simulations presented in Chapters 3 and 4.

Table E-1: Summary of the thermal conductivity model parameters used in the thermal
simulations presented Chapters 3 and 4.

Material K a K b K c
InP 1.9470e+00 -5.4890e-03 4.2160e-06
In, xGaAs (x = 0.00) 5.8670e-01 -1.3140e-03 8.6610e-07
In; «GaAs (x = 0.47) 1.4120e-01 -4.1250e-04 3.6120e-07
In; «GaAs (x = 1.00) 1.1770e+01 -3.1750e-03 2.6250e-06
Gold 3.1000e+00 0.0000e+00 0.0000e+00

BCB 1.0000e-03 0.0000e+00 0.0000e+00






