
UC Santa Barbara
UC Santa Barbara Previously Published Works

Title
Affinity of small-molecule solutes to hydrophobic, hydrophilic, and chemically patterned 
interfaces in aqueous solution

Permalink
https://escholarship.org/uc/item/4wp6t1h9

Journal
Proceedings of the National Academy of Sciences of the United States of America, 
118(1)

ISSN
0027-8424

Authors
Monroe, Jacob I
Jiao, Sally
Davis, R Justin
et al.

Publication Date
2021-01-05

DOI
10.1073/pnas.2020205118
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/4wp6t1h9
https://escholarship.org/uc/item/4wp6t1h9#author
https://escholarship.org
http://www.cdlib.org/


Affinity of small-molecule solutes to hydrophobic,
hydrophilic, and chemically patterned interfaces in
aqueous solution
Jacob I. Monroea, Sally Jiaoa

, R. Justin Davisb, Dennis Robinson Browna
, Lynn E. Katzb, and M. Scott Shella,1

aDepartment of Chemical Engineering, University of California, Santa Barbara, CA 93106; and bDepartment of Civil, Architectural and Environmental
Engineering, University of Texas at Austin, Austin, TX 78712

Edited by Peter J. Rossky, Rice University, Houston, TX, and approved November 17, 2020 (received for review September 30, 2020)

Performance of membranes for water purification is highly influ-
enced by the interactions of solvated species with membrane
surfaces, including surface adsorption of solutes upon fouling.
Current efforts toward fouling-resistant membranes often pursue
surface hydrophilization, frequently motivated by macroscopic
measures of hydrophilicity, because hydrophobicity is thought to
increase solute–surface affinity. While this heuristic has driven di-
verse membrane functionalization strategies, here we build on
advances in the theory of hydrophobicity to critically examine
the relevance of macroscopic characterizations of solute–surface
affinity. Specifically, we use molecular simulations to quantify the
affinities to model hydroxyl- and methyl-functionalized surfaces
of small, chemically diverse, charge-neutral solutes represented
in produced water. We show that surface affinities correlate
poorly with two conventional measures of solute hydrophobicity,
gas-phase water solubility and oil–water partitioning. Moreover,
we find that all solutes show attraction to the hydrophobic surface
and most to the hydrophilic one, in contrast to macroscopically
based hydrophobicity heuristics. We explain these results by
decomposing affinities into direct solute interaction energies
(which dominate on hydroxyl surfaces) and water restructuring
penalties (which dominate on methyl surfaces). Finally, we use
an inverse design algorithm to show how heterogeneous surfaces,
with multiple functional groups, can be patterned to manipulate
solute affinity and selectivity. These findings, importantly based
on a range of solute and surface chemistries, illustrate that con-
ventional macroscopic hydrophobicity metrics can fail to predict
solute–surface affinity, and that molecular-scale surface chemical
patterning significantly influences affinity—suggesting design op-
portunities for water purification membranes and other engi-
neered interfaces involving aqueous solute–surface interactions.

inverse design | molecular simulation | membrane fouling | solvation free
energy | surface adsorption

Increasing global population, rising urbanization, and climate
change pose tremendous constraints on the food, energy, and

water sectors, with demands for these inextricably linked re-
sources expected to grow by 60%, 80%, and 55%, respectively,
by 2050 (1). Technologies attacking the linkages among these sec-
tors must be developed, and within the water sector, these include
low-energy treatment processes that transform low-quality waters
into (re)usable water sources for agriculture, energy, and industry.
Membrane processes are promising for minimizing energy expen-
ditures (2, 3), but transformative improvements require a deep
understanding of solute–surface molecular interactions that control
water permeation, separation selectivity, and membrane fouling (4,
5). For example, pioneering work (6) suggests that antifouling sur-
faces be hydrophilic, charge neutral, and avoid hydrogen bond do-
nating groups, and many antifouling strategies have emerged on this
basis (7–9). The emphasis on hydrophilizing surfaces relies on the
hypothesis that such interfaces tightly bind water that resists dis-
placement by solutes (10).

However, a molecular understanding that links membrane
surface chemistry to solute affinity and hence membrane func-
tional properties remains incomplete, due in part to the complex
interplay among specific interactions (e.g., hydrogen bonds,
electrostatics, dispersion) and molecular morphology (e.g., sur-
face and polymer configurations) that are difficult to disentangle
(11–14). Chemically heterogeneous surfaces are even less un-
derstood but can affect fouling in complex ways. For example, in
amphiphilic surfaces, hydrophilic groups are thought to aid an-
tifouling while hydrophobic ones provide foulant release (15),
and several studies have examined solute adsorption in response
to variations in the composition of functional groups at a surface
(16–19). These observations suggest that functional surfaces may
require heterogeneous chemical composition, and recent theory
supports the promise and complexity of such surfaces; for ex-
ample, the spatial arrangement or patterning of heterogeneous
surface chemical groups strongly influences the thermodynamic
(20–24) and dynamic (25) properties of surface hydration water.
Broadly, rational engineering of complex surface chemical
functionalization to control solute–surface affinity requires fun-
damental molecular insight and guiding principles.
Theoretical work has informed solute–surface affinity for a

variety of experimental systems of interest. For example,
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simulation fouling studies have examined the adsorption of large
and chemically heterogeneous protein and peptide solutes on
self-assembled monolayer (SAM) (17, 26–32), mineral (33, 34),
and graphene (35, 36) surfaces, primarily focused on chemically
homogeneous surfaces. Other efforts have specifically addressed
the role of solute chemistry; for example, studies of adsorption
on graphene identified thermodynamic trends driving solute
binding (37, 38), and developed predictive models based on
solute molecular descriptors (39). Many such studies have fo-
cused in particular on aromatic compounds, which exhibit strong
affinity for graphenic interfaces (40).
At the same time, the past decades have seen significant ad-

vances in the molecular theory of hydrophobicity, originating
with models and simulations of idealized (e.g., hard sphere)
solutes (41–43) and moving toward chemically complex inter-
faces, particularly those of biomolecules (44–47). Adsorption of
simple solutes at idealized and biological surfaces has been
connected to water density fluctuations (21, 47), with recent
theories classifying surface hydrophobicity by this quantity within
probe volumes at interfaces (20, 42, 43). Studies of ligand
binding to relatively rigid, chemically complex protein binding
pockets (48, 49) and of protein dimerization (44, 50–52) have
further emphasized the role of water structure and density
fluctuations in driving association. Related efforts have exam-
ined association of larger surface moieties (44, 53, 54), including
chemically heterogeneous protein surfaces (52, 55), showing the
potential relevance of larger water density fluctuations such as
dewetting. These efforts provide valuable, although largely
unleveraged, information for the design of membrane interfaces,
emphasizing the influence of water’s structural (e.g., tetrahedral)
behavior and density fluctuations (including molecular dewet-
ting) on solute–solute and solute–surface interactions, and sug-
gesting the failure of macroscopic models built on, for example,
solute surface area and volume (56–58).
These insights demand a broader investigation of the complex

role of chemistry in water-mediated solute–surface interactions
to establish molecular design rules for synthetic surfaces like
those of membranes that in particular involve a highly diverse
range of relevant solute and surface functionalization chemis-
tries, including chemically heterogeneous surfaces. The present
work therefore seeks to provide a systematic examination of the
combined roles of solute and surface chemistries on surface af-
finity of molecular solutes, spanning a wide range of realistic
chemical moieties (hydrophobic to hydrophilic) and exploring
both homogeneous and heterogeneous, patterned surfaces. As
model interfaces, we simulate well-studied (25, 28, 36, 43, 59)
models of alkanethiol SAMs with hydroxyl and methyl head-
groups, representing idealized hydrophilic and hydrophobic
surfaces, as well as SAMs with positively (quaternary ammo-
nium) and negatively (sulfonate) charged headgroups, common
functionalities in membrane surface engineering. In all cases, the
surfaces are planar, which allows us to isolate the effects of
chemistry independent of surface geometry, which separately is
known to impact hydrophobicity and solute binding (60–63).
We consider a chemically diverse set of small solutes (Table 1)

relevant to produced water separations (2, 3). Here, we limit our
investigation to uncharged solutes, focusing on physical trends
that avoid ion-specific behaviors that are actively investigated
(64). Building on advances in hydrophobicity theory suggesting
the relevance of water density fluctuations near hydrophobic
surfaces (20, 21, 42, 43, 47), we establish that such fluctuations
signal solute surface binding even across a wide range of solute
chemistries and surface types. Moreover, we propose that sur-
face affinity across this chemistry spectrum is naturally described
by a decomposition of thermodynamic driving forces that de-
couples direct energetic (interaction) contributions from water
restructuring penalties. Finally, we use an inverse design algo-
rithm to discover chemically patterned surfaces that have

extremal affinity or selectivity and show that such surfaces offer
an attractive strategy for tuning these properties.

Methods
Model Systems. Simulation SAMmodels were described previously (25, 28, 32,
65). Detailed descriptions of surface parameters are provided in SI Appendix.
We apply periodic boundary conditions to the 2.9820 × 3.4432 × 6.0000-nm
SAM systems, which gives ∼3.5 nm of water between SAM layers. For solutes
in bulk water, simulation boxes are 3.5 × 3.5 × 3.5 nm. Water is modeled as
TIP4P/Ew (66), and most solutes use AMBER GAFF2 parameters (67) with
AM1-BCC charges (68) generated through ANTECHAMBER. For capped gly-
cine, we use the AMBER ff14SB force field (69). Boric acid parameters are
from several sources (67, 70, 71). To determine solvation free energies in
octanol, we construct 3.5 × 3.5 × 3.5-nm boxes with single solutes and
octanol solvent modeled by the united-atom TRAPPE force field (72), with all
bonds constrained. Further model details are found in SI Appendix.

Molecular Dynamics Simulations and Free Energy Calculations. All molecular
dynamics (MD) simulations utilize GPU-accelerated OpenMM (73), with wa-
ters constrained by SETTLE (74), nonwater bonds involving hydrogens con-
strained by SHAKE (75), and equations of motion propagated via a 2-fs time
step with Langevin dynamics. We apply an isotropic Monte Carlo barostat in
bulk systems, and an anisotropic barostat to the z dimension (normal to the
interface) in SAM systems. Particle mesh Ewald handles long-range electro-
statics, and we apply a hard 1.2-nm real-space cutoff to both coulombic and
Lennard–Jones (LJ) interactions with no dispersion corrections.

We compute potentials of mean force (PMFs) using umbrella sampling (76)
with solute heavy-atom centroids restrained with a harmonic potential at
increasing distances from the interface. Umbrella starting configurations are
drawn from a solute pulling simulation, and we then equilibrate each um-
brella in the NVT ensemble for 500 ps and for 1 ns in the NPT ensemble,
before 10-ns production runs.

To compute solvation free energies, we employ expanded ensemble
techniques (77, 78) with Monte Carlo moves between solute–system inter-
action states every 250 time steps (0.5 ps). States span the solute fully
interacting with the system (state 1) to fully decoupled (state 2); the free
energy from state 1 to state 2 is that to solvate an ideal gas solute in the
same volume occupied by the uncoupled system. Fine details of the ex-
panded ensemble procedure are in SI Appendix.

We separate solvation free energies into contributions from LJ repulsions,
LJ attractions, and electrostatic interactions using reweighting via MBAR (79).
Specifically, this provides the free energy to move a solute from an ideal gas
to solution interacting via only a Weeks–Chandler–Andersen potential (80),
from this point to interacting with LJ interactions, and finally from this point
to full interactions including electrostatics. We calculate relative entropies
associated with each of these processes by combining free energies with
weighted averaging of potential energies.

To quantify the role of density fluctuations, we consider the probability
distribution P(N) for the number of water oxygens N in methane-sized
probes of radius 0.33 nm. Notably, the zero-water, or cavity, probability is
related to the excess chemical potential of solvating a methane-sized hard-
sphere solute, μHSex = −kBT ln P(N = 0). For a Gaussian fluctuation spectrum,
this quantity then relates to the mean water density and density variance

per the following relationship (81, 82): −ln P(N = 0) ≈ ÆNæ2=2σ2N.

Genetic Algorithm Optimization. We develop a genetic algorithm to make
affinity optimization possible by adjusting surface patterns, which minimizes
the binding free energy (equivalently, surface free energy) by using MD
simulations to calculate this quantity for each candidate surface pattern. A
similar approach was described previously (25), although here we accelerate
it using an on-the-fly machine-learned surrogate model for the solvation
free energy, which is critical to the exploration of pattern space due to the
expense of free energy calculations. Briefly, the genetic algorithm treats
each surface pattern as an “individual”with a specific level of “fitness,” such
as a solute’s binding free energy. The algorithm then evolves a population of
surfaces by combining and randomly adjusting (“mutating”) surface pat-
terns, to identify surface patterns that minimize or maximize solute surface
affinity, or alternately selectivity as defined by the difference in surface
affinity of two distinct solutes. SI Appendix, Fig. S1 illustrates the procedure,
which involves stages iterating between detailed evaluation of binding free
energies with expanded ensemble MD and rapid evaluation of the same via
the on-the-fly-learned machine-learned model. This model is built with
LASSO regression and predicts free energies based on the surface patterns
alone, without need for simulation. It is first trained on 128 surface patterns
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explored in an initial stage of explicit free energy calculations; as the genetic
optimization proceeds, it is then periodically retrained with further explicit
calculations on newly explored surface motifs. Details of this procedure are
in SI Appendix.

Results and Discussion
Diverse Solute Chemistries Show Affinity for Both Polar and Nonpolar
Surfaces. While hydrophobic solutes are well known to adhere to
hydrophobic interfaces, what level of surface polarity or overall
hydrophilicity is required to prevent such binding? Conversely, a
more polar surface may strongly bind water that creates a barrier
to adsorption of nonpolar solutes (43, 83), but the effect on polar
solutes is less clear due to potential complementary electrostatic
interactions (51). To address such questions, we consider a di-
verse range of small solutes represented in produced water

spanning nonpolar (e.g., benzene) to polar (e.g., ammonia), as
shown in Table 1. We first evaluate the interactions of these
solutes with SAM surfaces of either methylated (CH3) or hy-
droxylated (OH) headgroups—model systems that represent
conventionally considered “ideal” hydrophilic and hydrophobic
surfaces. To determine surface affinities, we calculate the free
energy to transfer a solute from an ideal gas state to a solvated
state, ΔGsolv, separately in bulk solution and at a given interface.
The surface binding free energy is then as follows:

ΔGbind = ΔGsurf
solv − ΔGbulk

solv , [1]

which bears direct relation to the relative surface solute concen-
tration under dilute conditions, csurf=cbulk = exp(−ΔGbind=kBT),

Table 1. Solute structures and solvation free energies

Solute Structure ΔGCH3
solv ΔGOH

solv ΔGbulk
solv ΔGHenry

solv

Ammonia −8.32 ± 0.06 −7.59 ± 0.03 −7.53 ± 0.07 −7.3 (5.9 × 10−1)

Benzene −5.59 ± 0.07 −2.37 ± 0.07 −1.20 ± 0.07 −1.4 (1.7 × 10−3)

Boric acid −8.47 ± 0.06 −7.61 ± 0.12 −7.24 ± 0.09 −23.0 (3.8 × 106)*

Capped glycine −27.62 ± 0.16 −25.17 ± 0.14 −23.87 ± 0.09 N/A

Isopropanol −14.37 ± 0.05 −11.72 ± 0.06 −10.73 ± 0.07 −8.1 (1.3 × 100)

Methane 1.09 ± 0.02 3.41 ± 0.05 3.95 ± 0.06 3.36 (1.4 × 10−5)

Methanol −12.50 ± 0.01 −10.89 ± 0.13 −10.44 ± 0.09 −8.5 (2.0 × 100)

Phenol −16.69 ± 0.07 −13.30 ± 0.11 −12.15 ± 0.12 −11.1 (2.8 × 101)

Solvation free energies as reported correspond to bulk or when the solute is near methylated (CH3) or hydroxylated (OH) SAM surfaces. Units are reported
in kBT with uncertainties based on five independent runs. In the last column, solvation free energies are computed from Henry’s law constants; the latter are
shown in parentheses (units of moles per cubic meter·pascal) and obtained from ref. 104. For an accurate force field, the last two columns should be equal.
See SI Appendix for a full derivation.
*The Henry’s law constant for boric acid is approximated from vapor pressure of the pure substance divided by the aqueous solubility, a less precise technique
compared to those used for other solutes.
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such that negative ΔGbind values imply surfaces enriched with
solutes relative to bulk.
What characterizes the hydrophobicity of a solute in this sur-

face-binding context? We find that conventional solution-phase
metrics correlate poorly with surface affinity via Eq. 1. One
classic hydrophobicity measure is the bulk solvation free energy
ΔGbulk

solv , which gives a solute’s excess chemical potential at infinite
dilution in bulk solution, and is directly related to its Henry’s law
constant (84, 85). All of the solutes studied except for methane
exhibit negative bulk solvation free energies (Table 1). While
intuitively one might expect that solutes more difficult to solvate
should have higher affinity to the hydrophobic methyl surface,
Fig. 1A reveals that ΔGbulk

solv is unrelated to ΔGbind. While unex-
pected for entropically driven affinity of purely repulsive solutes
(81, 86), this is in line with differences in solute association ob-
served with the addition of dispersive attractive interactions (41,
53, 87–89), although the solutes considered here span a much
wider range of chemistries and molecular shapes than has been
investigated.
Oil–water partition coefficients—commonly used to calibrate

hydrophobicity in biophysical studies and to predict affinities in
reversed-phase chromatography (90) among many other applications—
similarly poorly predict binding affinities. Specifically, we com-
pute the logarithm of these partition coefficients, equal to the
difference in solvation free energies for a solute in water and
octanol phases. As Fig. 1B shows, we find better agreement be-
tween binding affinities and octanol–water transfer free energies,
but only for the methylated interface, and the trend disappears
when the most polar solutes are omitted. Thus, for the small solutes
studied, the present calculations suggest that surface affinity is not
well predicted by these conventional and widely studied measures
of solute hydrophobicity.
Fig. 2 shows the binding landscapes as PMFs that give the free

energy (or infinite-dilution excess chemical potential) as a
function of solute heavy-atom centroid distance to the interface.
Interestingly, the PMFs show that all solutes have a free energy
minimum and thus some affinity for both the methylated and
hydroxylated interfaces, although the affinity is nearly negligible
for ammonia and boric acid near the hydroxylated surface. Still,
even solutes often considered hydrophilic and that can hydrogen
bond with water show a decrease in free energy as they approach
the hydrophobic, methylated surface. A similar water-induced
attraction has been shown to be possible for the case of

associating extended surfaces, one polar and one nonpolar (91,
92). Furthermore, an attraction of peptides to hydrophilic SAM
surfaces has also been observed, both in simulation and experi-
mentally (27, 28, 36).
To understand these results, we decompose solvation free

energies into contributions from distinct intermolecular inter-
actions, ΔGsolv = ΔGrep + ΔGattr + ΔGQ, in a three-step process:
1) ΔGrep for turning on purely repulsive solute–system interac-
tions from the fully decoupled state (solute in the ideal gas
phase), 2) ΔGattr for then adding attractive LJ interactions, and
3) ΔGQ for introducing electrostatics to the LJ solute. Decom-
positions of this form are commonly used to understand solva-
tion and ligand binding, especially in biomolecular contexts (58).
SI Appendix, Fig. S4 reports these quantities both in bulk and at
methylated and hydroxylated interfaces. With Eq. 1, we obtain a
similar breakdown of contributions upon binding (58):

ΔGbind = (ΔGsurf
rep − ΔGbulk

rep ) + (ΔGsurf
attr − ΔGbulk

attr )
+ (ΔGsurf

Q − ΔGbulk
Q ) = ΔΔGrep + ΔΔGattr + ΔΔGQ.

[2]

Fig. 3A shows that, at the methylated interface, ΔΔGattr and
ΔΔGQ are positive for all solutes, disfavoring adsorption, but
ultimately binding is driven by dominating, negative ΔΔGrep val-
ues. Indeed, all of these small solutes are expected to induce
unfavorable entropic penalties when solvated in bulk due to ex-
cluded volume effects with surrounding water (81). These pen-
alties shrink in the methylated interfacial region, where water
density is depressed and relative density fluctuations grow, cre-
ating a higher probability of spontaneous water-free cavities in
which the solute may reside (45, 93) and a net driving force for
binding (49, 94). This is certainly expected based on past studies
of idealized hydrophobic solutes (41, 87), but here we demon-
strate that this contribution also primarily drives affinity for a
variety of polar ones. It might seem intuitively reasonable that
methanol, isopropanol, and phenol manifest affinity for the
methylated interface, as they can reorient their hydroxyl group
away from the surface to maintain hydrogen bonds with water.
However, even ammonia and boric acid exhibit surface adsorp-
tion driven by ΔΔGrep, and both sacrifice hydrogen bonds upon
moving to the methylated surface, as indicated by positive ΔΔGQ.

Fig. 1. Binding free energies at interfaces are poorly correlated with bulk
solvation free energies (A). Correlations improve when comparing binding
free energies to octanol–water transfer free energies (B), but only for the
methylated surface and only if boric acid and ammonia, the most polar
solutes, are included. Diamonds represent fully hydroxylated interfaces,
while squares are fully methylated.

Fig. 2. Potentials of mean force (PMFs) for all solutes studied at (A) meth-
ylated and (B) hydroxylated interfaces. The distance to the interface is cal-
culated from the solute heavy-atom centroid to the fixed sulfur atoms of the
SAM chains. PMF values are relative to the bulk solvation free energies of
solutes, which are shown as points at the furthest distances from the in-
terface sampled. Error bars are those reported by pymbar (68).
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In direct contrast, Fig. 3B indicates that at the hydroxyl in-
terface it is instead ΔΔGattr that drives affinity, while ΔΔGrep
values are small and positive. The large negative ΔΔGattr con-
tribution is likely due to the higher LJ energy density of the SAM
surface compared to bulk water, as well as the increased density
of water in the spatial region where the solutes bind (e.g., the
PMF minima) (SI Appendix, Fig. S8). Conversely, at the meth-
ylated interface, ΔΔGattr is positive because solutes bind in a
∼0.25-nm-thick region of significantly reduced water density and
hence fewer van der Waals attractions. These results are con-
sistent with efforts examining the effects of LJ attractions (53)
and introduction of charges (92) on the association of idealized
nanoscale plates.
The difference in sign of ΔΔGrep for the two interfaces is more

complex, but can be understood as the excluded volume contri-
bution that, for small solutes, is strongly tied to water’s density
fluctuations (21, 43, 81), with ΔΔGrep approximately given by the
cavity formation probability, kBT lnP(N = 0). In the Gaussian
approximation, enhancements to P(N = 0) at surfaces result
from either reduced water density or increased water density
variance (21, 82). SI Appendix, Fig. S9 demonstrates that
−kBT lnP(N = 0) for a methane-sized volume [related to the

hard-sphere methane chemical potential (43)] can decrease near
the hydrophilic interface due to increased water density variance,
while the same occurs at the hydrophobic interface due to de-
creased water density. At the hydroxyl surface, ΔΔGrep values are
still net positive, owing to averaging over the entire binding re-
gion, but it is notable that their contribution becomes small since
some regions do show enhanced water density fluctuations. This
is likely associated with decreased water entropy compared to
bulk, as hydrogen bonding with a flat interface constrains water
configurations similar to protein binding cavities (48, 49), al-
though in a much less restrictive manner.
For comparison to current methods in membrane engineering,

we examine the relation of free energy decompositions to Han-
sen solubility parameters (HSPs), which are experimentally
determined molecular descriptors widely used to predict parti-
tioning, solvation, and other solute solution properties for many
applications, including membranes. HSPs deconstruct solvation
energetic contributions into dispersion, polar, and hydrogen-
bonding contributions (95, 96). Here, we develop a penalized
regression model (SI Appendix) based on HSPs that fits MD
binding free energies well (R2 = 0.886), and that selects relevant
descriptors as 1) the dispersion HSP, δd; 2) the polar HSP, δp; 3)
an intercept term representing the mean ΔGbind for the –OH
surface; and 4) a conditional offset that represents the average
ΔGbind shift when changing to a –CH3 surface. Like Fig. 3 A and
B, this regression reveals a competition between LJ contributions
probed by δd, which favor binding, and electrostatics probed by
δp, which disfavor it. While the model cannot capture the flipped
signs of binding contributions differentiating hydroxylated and
methylated surfaces, and all surface differences are lumped into
the conditional offset, this averaging approach approximately
captures overall surface-dependent binding trends. Still, we ex-
pect a single surface-dependent offset to have limited use in
capturing binding properties of larger solutes, as regression er-
rors appear to grow with solute size. Moreover, as we show in the
next section, patterned surfaces lead to more complicated sur-
face dependencies and even allow for manipulation of solute
selectivity not predicted by such linear regression models.
A complementary and insightful perspective on surface-bind-

ing driving forces instead decomposes the free energy of solva-
tion as ΔGsolv = 〈Usw〉2 + Srel,1→2. As shown in ref. 97, 〈Usw〉2
reports the average interactions (potential energies) of the solute
with other species in the system (i.e., water and interface) and
hence the direct energetic contributions to solvation. Srel,1→2 then
is the relative entropy associated with solvating the solute; it is
always positive and assesses how a system’s conformational
fluctuations adapt to perturbations (97). This approach is similar
in spirit to inhomogeneous solvation theory (98) and associated
methods that predict free energies of binding based on shifts in
water structure (48, 49). However, the contributing terms are
fundamentally distinct (97), avoiding cancelation between ener-
getic and entropic terms (99, 100). Importantly, for relatively
rigid solutes and surfaces, this relative entropy measures the penalty
due to a solute’s perturbation of water’s fluctuating structure, and
hence Eq. 3 more cleanly separates direct energetic and water
structural contributions to solvation:

ΔGbind = Δ〈Usw〉2 + ΔSrel,1→2. [3]

A similar decomposition was earlier proposed (100), although it
has not been recognized and interpreted as a relative entropy,
which has fundamental connections to fluctuation theory, en-
semble overlap, and nonequilibrium thermodynamics (101).
Fig. 3 C and D assesses the decomposition into direct energy

Δ〈Usw〉2 and water restructuring ΔSrel,1→2 contributions. For the
methyl-terminated surfaces, the restructuring term contributes
favorably and the mean solute–system energies resist binding.

Fig. 3. Contributions to binding free energies as described in the text and
defined in Eqs. 2 and 3 for the (A) methylated and (B) hydroxylated SAM
surfaces. Summing the ΔΔGrep and ΔΔGattr yields the change in LJ interac-
tions ΔΔGLJ. The repulsive component, which involves creating a cavity in
which the solute may be inserted, is the predominant thermodynamic driv-
ing force for a solute’s preference for the interface over bulk solution. C and
D show free energies of binding broken into differences between direct
solute–system energetics (Δ〈Usw〉2) of solvation and relative entropies of
solvation (ΔSrel,1→2), which for relatively rigid surfaces and solutes are
dominated by water restructuring due to a solute.
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This trend is reversed for the hydroxyl-terminated surfaces. This
reveals the relative importance of direct energetics versus water
structure at the two distinct interfaces for chemically diverse
systems, in contrast to previous studies of simpler solutes and
interfaces (41, 53, 87). There is a clear correspondence with the
earlier discussed free energy decomposition; SI Appendix, Fig. S7
demonstrates that ΔSrel,1→2 correlates with ΔΔGrep, while
Δ〈Usw〉2 tracks the sum of ΔΔGattr and ΔΔGQ. However, the
relative entropy more clearly delineates the unique response and
role of water in the net solute–surface interactions. Along these
lines, we can decompose PMFs into distance-dependent Δ〈Usw〉2
and ΔSrel,1→2 contributions. SI Appendix, Figs. S10 and S11 reveal
that indeed the relative entropy drives affinity at the hydrophobic
interface while more favorable solute–system potential energies
drive affinity near the hydrophilic one. This result reinforces the
crossover in driving forces seen in Fig. 3 when moving from the
methylated to the hydroxylated interface.

Discovery of High-Affinity, Chemically Patterned Surfaces with
Genetic Algorithm Optimization. Beyond the homogeneous sur-
faces considered thus far, heterogeneous interfaces involving
multiple chemical groups (e.g., mixed –OH, –CH3 SAMs) impact
solute affinity in less understood ways, where the spatial orga-
nization of groups represents an additional surface feature that
can be engineered to impact membrane selectivity and fouling
resistance. Previous work has demonstrated that patterning of
flat interfaces impacts affinity of idealized solutes (21), as well as
the related dewetting behavior of interfacial water (22, 23, 92).
The combination of heterogeneous geometry and chemistry
exhibited by proteins produces an even more complex water
response (52, 55, 62, 63) and nonobvious trends in the binding of
idealized hydrophobic solutes (46, 47).
Here, we focus on the role of functional group patterning at

geometrically simple interfaces, allowing us to specifically iden-
tify how chemical heterogeneities impact realistic solutes of
varying chemistries. We use a genetic optimization algorithm to
guide exploration of the headgroup pattern design space by
identifying where simulations should be performed and discov-
ering surfaces with either minimal or maximal solute–surface
binding affinities. To optimize affinity, it is only necessary to
optimize ΔGsurf

solv because the bulk solvation term in Eq. 1 is
constant across surface modifications. We previously used a
computational evolution strategy to repattern surfaces to ma-
nipulate water mobility (25). In the present work, we enhance
this approach using on-the-fly machine-learned estimates of
ΔGbind that greatly reduce computational cost, which is necessary
to make optimization viable for the computationally expensive
binding free energy calculations. We find that in simple cases
(e.g., mixed methyl–hydroxyl surfaces), the optima generated
by the genetic algorithm are not unlike idealized patterns that
might be anticipated by rational exploration. In more complex
cases, such as those involving three surface chemistries dis-
cussed later, the resulting optimal motifs are less obvious in
advance, but still suggest idealized patterns that should be
characterized. It is clear that for more complex surfaces (e.g.,
fouling-resistant membranes for water treatment involving
many types of functional groups) and optimization targets
(e.g., selectivities involving multiple types of solutes), optimal
patterns will not be easily intuitable and the genetic algorithm
will be critical.
As a base case, we first optimize the affinity of methane to a

SAM interface of equal numbers of methyl and hydroxyl head-
groups. SI Appendix, Fig. S12 shows the progress of the genetic
algorithm, while Fig. 4A gives resulting patterns: a surface with a
single large patch of hydrophobic groups minimizes the surface
solvation free energy (increases density fluctuations) and maximizes
methane affinity, while a surface with dispersed hydrophobic groups

maximizes solvation free energy (decreases density fluctuations)
and minimizes affinity. The optimization results suggest that
idealized patchy and dispersed surfaces, shown in Fig. 4B, are the
true global optima. These results are consistent with earlier
studies showing hydrophobic group clustering enhances density
fluctuations (20, 21, 92) and accelerates water dynamics at an
interface (25), but importantly involve direct optimization of
affinity, without underlying assumptions about the relevant
physical driving forces.

Fig. 4. (A) Minimum and maximum binding free energy surface represen-
tations from genetic algorithm optimizations of methane affinity. The Top
images involve repatterning of hydroxyl and methyl groups, while the Bot-
tom involve charged headgroups (quaternary ammonium and sulfonate)
patterns on a methyl background. (B) Methane PMFs and Inset surface im-
ages for idealized spread (dashed) and patchy (solid) patterns of CH3/OH
headgroups. The Bottom panel shows methane PMFs for spread–patch
(dashed) and patch–spread (solid) patterns of charged headgroups. The
shaded gray regions represent areas between fully hydroxylated and
methylated PMFs for methane shown in Fig. 2.
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Assuming water density fluctuations are the primary factor
determining small solute affinity for interfaces, we expect that
similar patterns as found for methane will maximize and mini-
mize the interfacial ΔGsurf

solv for the broader set of solutes. This
hypothesis is consistent with differences between affinities of
solutes to the perfect “patchy” and “spread” patterns (Fig. 4B,
Insets) as shown in Table 2. To further test this idea, we apply the
genetic algorithm to extremize the affinity of both benzene, a
model aromatic hydrophobe, and capped glycine, a larger and
more flexible solute, via surface patterning. In both cases, the
genetic algorithm discovers similar surface patterns as for
methane, concretely demonstrating that the same principles that
improve affinity of small, idealized solutes (20, 21) can also be
applied to more complex small molecules.
While the hydroxyl and methyl interfaces show favorable

(negative) binding free energies, surfaces with charged sites are
thought to tightly bind water that resists adsorption of neutral
solutes (10). To understand such effects, we examine SAMs with
quaternary ammonium (+1) and sulfonate (−1) headgroups,
chemistries commonly used to increase interfacial fouling resis-
tance (102). As an instructive case, we consider surfaces covered
in a third of these groups, in equal numbers to maintain charge
neutrality, while the remaining two-thirds of sites are methyl. We
use the genetic algorithm to minimize and maximize affinity for
ammonia, methane, methanol, benzene, and phenol at such in-
terfaces, with the results summarized in SI Appendix, Tables
S7–S11 and Figs. S15–S19. Maximum affinity for all solutes oc-
curs when charged headgroups are well mixed in a single cluster
(Fig. 4A). In the minimum affinity case, charged groups are
dispersed on the surface, in segregated domains of opposite
charge (Fig. 4A). The genetic algorithm is critical in this dis-
covery because these optimized surfaces are less intuitive than
the hydroxyl/methyl case as the increased number of headgroup
chemistries expands the number and complexity of the set of
possible patterns.
Informed by the optimization results, we study four idealized

surfaces involving charged headgroups (shown in Fig. 4B and SI
Appendix, Tables S7–S11): charged groups clustered but sub-
segregated by charge (patch–patch), charged groups clustered
and internally mixed (patch–spread), charged groups dispersed

but within regions of like charge (spread–patch), and charged
groups dispersed with opposite charges interspersed (spread–
spread). SI Appendix, Figs. S8 and S9 indeed show that waters more
tightly adhere to a charged interface, with higher density and lower
density fluctuations; the effect is strongest for the spread–patch
configuration. On such interfaces, PMFs become completely re-
pulsive, while creation of large patches of methyl groups reintro-
duces favorable affinity (Fig. 4B). Similar induction of repulsive
interactions via surface charge has been observed between extended
plates (92) and binding of simple hydrophobes to model cavities
(83). For all solutes except ammonia, the patch–spread configura-
tion gives maximum affinity and the spread–patch arrangement
minimum. For ammonia, the spread–spread surface has a slightly
lower affinity than the spread–patch configuration, due to favorable
electrostatics (SI Appendix, Fig. S6).

Surface Patterns Modulate Water Density Fluctuations to Adjust
Affinity and Selectivity. To what extent can surface patterning
influence solute–surface affinity? Table 2 compares differences
between solvation free energies at the perfectly dispersed and
patchy interfaces with 1:1 methyl/hydroxyl headgroups to dif-
ferences between the “pure,” fully hydroxylated and methylated
interfaces. Consistent with water density fluctuations near pure
interfaces, patchy surfaces produce higher relative water density
fluctuations and always lower solvation free energies (higher
affinities) than the corresponding binding scenarios for spread
surfaces of the same composition, even for the previously un-
explored case of polar solutes. Moreover, the effect of patterning
is significant for all solutes; it achieves a variation in binding
affinity merely due to spatial group arrangement that is 19 to
50% of the range between the purely methylated to hydroxylated
interfaces. While pattern-induced variations are all less than
2 kBT, this corresponds to nearly a sevenfold change in surface
concentration. Since the affinity differences in Table 2 scale with
solute size, one might expect that patterning becomes more
significant for larger solutes, although the role of density fluc-
tuations in such cases may also diminish (86).
On the other hand, the interfaces with charged headgroups

show much larger patterning effects. In fact, the binding free en-
ergy of benzene changes sign from −3.33 kBT on the patch–spread

Table 2. Differences in binding free energies at various interfaces, in units of kBT

Solute ΔGOH
bind � ΔGCH3

bind

50:50 CH3:OH,
spread – patch

f 50:50 CH3:OH,
spread – patch

1/3 charged,
spread-patch
–patch-spread

f 1/3 charged,
spread-patch
–patch-spread

Ammonia 0.73 ± 0.07
(5.50 × 10−5)

0.37 ± 0.06
(1.74 × 10−4)

0.50 ± 0.09 0.52 ± 0.08
(3.70 × 10−4)

0.72 ± 0.13

Benzene 3.22 ± 0.10
(1.35 × 10−9)

1.62 ± 0.15
(9.26 × 10−6)

0.50 ± 0.05 5.76 ± 0.10
(3.40 × 10−9)

1.79 ± 0.07

Boric acid 0.87 ± 0.13
(8.02 × 10−4)

0.42 ± 0.14
(1.50 × 10−2)

0.48 ± 0.17 — —

Capped glycine 2.46 ± 0.21
(3.03 × 10−6)

0.94 ± 0.25
(6.13 × 10−3)

0.38 ± 0.11 — —

Isopropanol 2.66 ± 0.08
(1.13 × 10−9)

1.07 ± 0.15
(1.93 × 10−4)

0.40 ± 0.06 — —

Methane 2.32 ± 0.06
(6.43 × 10−8)

0.96 ± 0.04
(5.93 × 10−8)

0.41 ± 0.02 3.99 ± 0.08
(7.19 × 10−9)

1.72 ± 0.05

Methanol 1.60 ± 0.13
(2.03 × 10−4)

0.50 ± 0.09
(6.10 × 10−4)

0.31 ± 0.06 1.84 ± 0.10
(5.10 × 10−6)

1.15 ± 0.11

Phenol 3.39 ± 0.13
(7.62 × 10−8)

1.50 ± 0.10
(5.90 × 10−7)

0.44 ± 0.04 4.70 ± 0.17
(1.20 × 10−8)

1.38 ± 0.07

f ¼ ðΔGi
bind � ΔGj

bindÞ=ðΔGOH
bind � ΔGCH3

bindÞ represents the ratio of the binding free energy difference between two patterned surfaces to the difference
between the purely hydroxylated and methylated interfaces shown in the first column. Errors are based on SE propagation of the SE in the mean from five
independent MD simulation runs. Numbers in parentheses provide the P value for the two-sided hypothesis test for the equivalence of the mean binding free
energies. Binding at the interfaces with charged groups was not performed for boric acid, capped glycine, or isopropanol.
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surface to 2.43 kBT (unfavorable) on the spread–patch surface—
corresponding to a ∼300-fold reduction in surface concentration.
This indicates that the arrangement of charged headgroups mag-
nifies the impact of surface patterning on binding affinity, allowing
surfaces with even a majority of hydrophobic headgroups to
manifest a completely repulsive PMF (Fig. 4B). As with the hy-
droxylated patterns, differences with patterning are not as signif-
icant for small, polar solutes such as ammonia and methanol, but
are still larger than for the methyl/hydroxyl interfaces.
What drives the effects of patterning and the manner by which

charged groups magnify its role? SI Appendix, Figs. S5 and S6
demonstrate that all surfaces with large hydrophobic patches,
regardless of the presence of hydroxyl or charged headgroups,
drive solute–surface affinity through the repulsive contribution
to the solvation free energy, even for polar solutes, similar to
what we observed for the methyl and hydroxyl surfaces as well as
for prior studies with more model solutes and interfaces (41, 53,
87). With fully charged solutes, however, this trend may even-
tually invert with direct attractions to charged surface sites. On
the other hand, surfaces with distributed methyls show distinct
driving forces depending on the complementary polar groups
(hydroxyl or charged). For the spread methyl–hydroxyl surfaces,
the water restructuring penalty ΔSrel,1→2 drives favorable binding
for all solutes. In contrast for the methyl-charged surfaces, the
spread–patch and spread–spread arrangements make solute
binding unfavorable in every case. ΔSrel,1→2 is again responsible,
but in this case with positive values (SI Appendix, Fig. S6) that
are greater than for the purely hydroxylated interface (Fig. 3).
Interestingly, surfaces with dispersed charges are the only in-

terfaces with a favorable electrostatic contribution to affinity (SI
Appendix, Fig. S6), which holds for all solutes but grows larger
for the more polar ones. These surface patterns also increase
water density (SI Appendix, Fig. S8) and simultaneously greatly
reduce density fluctuations (SI Appendix, Fig. S9), as also seen in
more idealized charged systems (92), which together demon-
strate tighter surface adherence of water. Such strong adherence
results in high water reorganizational penalties and accordingly
unfavorable ΔSrel,1→2, resulting in completely repulsive PMFs
(Fig. 4B). Clustering charged groups and exposing large hydro-
phobic regions removes this effect, resulting in ΔSrel,1→2 driving
binding and the reappearance of PMF minima.
Shifts in chemical patterning appear to affect polar solutes less

than nonpolar ones. Such differences are present to varying
degrees among all solutes, even between nonpolar entities,
reinforcing the idea that hydrophobic characterization of inter-
faces based on chemical potentials of repulsive probes varies
with the size and shape of the probe (46, 93). This differential
response of distinct solutes suggests the possibility to design
surface patterns to select between solutes. We define selectivity
by the ratio of the surface concentration of solute 2 to that of
solute 1 for the same dilute bulk concentration, which follows:

C2=Cbulk

C1=Cbulk
= e−(βΔGbind,2)
e−(βΔGbind,1) =

e−(βΔGsolv,2−ΔGbulk,2)
e−(βΔGsolv,1−ΔGbulk,1), [4]

where the second equality uses Eq. 1. Bulk solvation free ener-
gies are unaffected by the patterning, so selectivity is optimized
by targeting the difference in the surface solvation free energies.
Because this difference increases more dramatically with surface
patchiness for larger and more hydrophobic solutes, we expect
patchy patterns to make such interfaces more selective for such
solutes. SI Appendix, Table S12 shows surfaces from genetic al-
gorithm optimization of selectivity for methanol compared to
methane. Indeed, methanol selectivity is minimized for a patchy ar-
rangement and maximized for dispersed hydroxyls, with computed
binding free energy differences (methanol minus methane) of 0.42
and 0.21 kBT (SI Appendix, Table S12).

Conclusions
We use simulation free energy calculations to investigate fun-
damental determinants of surface binding affinity by examining a
broad space of chemically diverse small solutes and surfaces.
First, we find that nearly all solutes considered—apolar and
polar—display affinity to both methyl and hydroxyl surfaces.
Second, we find that surface affinity is poorly correlated to
conventional measures of solute hydrophobicity, as evaluated by
either hydration free energies or octanol–water transfer parti-
tion coefficients. Instead, decompositions of the binding free
energy suggest the origins of surface affinity in terms of specific
interactions and water restructuring, highlighting the role of
surface water density fluctuations. At methyl interfaces, solute
affinity is driven by a relative entropy contribution that captures
penalties from solute-induced water structural rearrangements,
while direct attractive solute–surface interactions dominate affin-
ity at hydroxylated interfaces. These results demonstrate the rel-
evance of molecular descriptors of hydrophobicity across a broad
chemical spectrum.
Moving to heterogeneous surfaces, we show that interfacial

affinity is also modulated by surface functional group spatial
patterning and develop an optimization algorithm to tune af-
finity (or selectivity) by patterning surfaces. We find that sur-
faces with segregated domains of hydrophobic and hydrophilic
(polar or charged) headgroups maximize solute affinity, while
those with well-mixed patterns minimize it. Moreover, varying
charged headgroup arrangements on a hydrophobic back-
ground can switch surfaces from strongly repulsive to attractive,
inverting the sign of the binding free energy. Notably, shifts in
binding affinity due to patterning are proportional to the solute
volume and overall surface affinity, meaning that such patterns
may also modify the selectivity of an interface to one solute
versus another. Here, we do not evaluate the role of surface
flexibility or curvature in determining solute surface affinity,
instead developing a necessary baseline to understand the ef-
fect of chemical heterogeneity on a set of chemically diverse
solutes. Such knowledge becomes a crucial control when con-
sidering geometric roughness and fluctuations relevant to both
membranes and biomolecules, as expected from earlier efforts
that show how flexibility and convexity impact affinity (11, 12,
60, 61, 83, 103).
The present results suggest design strategies and opportunities

in interfacial materials for water purification membranes, but
also in chromatography, catalysis, and many other applications
involving water-mediated solute–surface interactions. Design
trade-offs are likely; for example, surface patterns that minimize
solute affinity are likely to also minimize water dynamics (25),
which in membrane applications suggests an affinity-transport
trade-off. An obvious extension of this approach is to charged
solutes, as well as interfaces with net charge and counterions in
solution that may compete for binding, in which case density
fluctuations may not dominate surface affinity.

Data Availability. All data are included in the article and SI Ap-
pendix. Code used to generate and analyze data is publicly
available on GitHub at https://github.com/JIMonroe/Surface_
Affinities_Optimization.
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