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ABSTRACT OF THE DISSERTATION 

 

Executive control over actions and long term memory retrieval  

by 

Kelsey Kathleen Sundby 

Doctor of Philosophy in Experimental Psychology 

University of California San Diego, 2021 

 

Professor Adam R. Aron, Chair  

 

Environmental cues frequently elicit the retrieval of items stored in long term memory. In 

many cases, cued retrieval serves a valuable function, providing important reminders and 

connecting us to our past. At times, however, cues can elicit the retrieval of unwanted memories. 

A core question in cognitive psychology is how individuals are able to prevent these unwanted 

memory intrusions. Neuroimaging studies suggest that “canceling” retrieval requires a right 

prefrontal (PFC) network that is also recruited when we cancel actions. Our ability to study how 

this network exerts control over retrieval, however, is limited in several ways: 1) current studies 

use methods with poor temporal resolution that are unable to determine when this network 
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interrupts retrieval, and 2) measuring memory intrusions relies largely on self-report rather than 

objective measures. This dissertation aims to address these limitations. In Chapter 1, we address 

the first limitation by validating an EEG marker of the right PFC network. EEG has high 

temporal resolution, making it a valuable tool for testing the timing of network recruitment. In 

the two subsequent chapters, we address the second limitation by developing methods to 

objectively track the emergence of memories during efforts to suppress. We first show that an 

event related potential, known to track the amount of retrieved information, is reduced when 

trying to prevent retrieval (Chapter 2). We next used EEG-based decoding and tracked the 

specific memory rather than the quantity of retrieved information to more accurately determine 

whether participants were successful in avoiding retrieval (Chapter 3). Although we could still 

decode the prohibited memory, decoding accuracy was reduced later during retrieval, which may 

reflect efforts to “suppress” the intruding content. Lastly, by combining these tools, we found 

that early recruitment of the right PFC network corresponded to reduced decoding and thus, 

measureable changes in the prohibited memory representation (Chapter 4). Together these data 

may warrant a two-phase model of control that involves both early and late control processes. 

Overall, this dissertation contributes necessary tools for gaining a deeper understanding of the 

right PFC network and our ability to control when past experiences gain access to working 

memory. 
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GENERAL INTRODUCTION 

Cues in our environment often trigger the retrieval of items stored in long term memory 

(LTM). In most cases, cued retrieval is beneficial, reminding us of impending dates, important 

tasks, and fond memories. At times, however, cues can elicit the retrieval of unwanted memories. 

A profound question in cognitive psychology is whether and how we are able to prevent the 

intrusion of unwanted memories upon encountering an associated cue. Several studies suggest 

that preventing cued retrieval requires an executive process analogous to how we cancel actions 

and that both processes are implemented via a right prefrontal (PFC) network (Brendan E Depue, 

Orr, Smolker, Naaz, & Banich, 2016; Guo, Schmitz, Mur, Ferreira, & Anderson, 2018). We 

currently, however, lack a detailed understanding of how the right PFC network disrupts a 

cognitive process like retrieval. There are at least two proposed mechanisms: one in which the 

right PFC acts to clear intruding information (Levy & Anderson, 2012) and another in which the 

right PFC “gates” working memory to prevent the influx of a cued memory (Castiglione, 

Wagner, Anderson, & Aron, 2019). Our ability to test these models is limited by the current set 

of tools for determining when the right PFC network intervenes and for objectively tracking the 

retrieval of memory information. This dissertation seeks to address each of these limitations in 

turn.  

The current chapter reviews the extant literature on executive control over cued retrieval 

and expands on the limitations that this dissertation targets. We start with an overview of the 

“direct suppression” account, how it is studied in a lab setting and the behavioral data that 

support it. We then describe the timeline of long term memory retrieval which is important for 

considering when executive control might intervene. The subsequent section reviews several of 

the other existing methods for operationalizing executive control over memory and explains how 
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these differ from the Think/NoThink approach. We then move on to describe the candidate right 

PFC network in more detail, including how it supports action stopping and the current evidence 

linking it to control over cued retrieval. The chapter ends by summarizing the two most 

prominent theories for how the right PFC network exerts control over retrieval and the tools that 

are still needed to rigorously test these theories.  

The Direct Suppression Account  

 Executive control refers to the cognitive processes used to select and enact actions 

adherent to our goals. Many psychological theories cite inhibition as an essential component of 

executive control (for review see Aron, 2007). According to these theories, we use inhibition to 

constrain the many rogue actions, emotions, and thoughts that would otherwise interfere with the 

appropriate response (e.g., Brendan E Depue et al., 2016; Hasher, Lustig, & Zacks, 2007; Levy 

& Anderson, 2002; Simpson & Kang, 1994). In the motor domain, the concept of inhibition is 

unequivocal. We can clearly, for example, rapidly inhibit motor output (i.e. stepping out into the 

road), if the situation demands it. In the case of motor control, there is clear evidence from TMS 

(Badry et al., 2009; Coxon, Stinear, & Byblow, 2006; van den Wildenberg et al., 2010), EEG 

(Swann et al., 2009; Wessel, 2020), and fMRI (Aron & Poldrack, 2006), of reduced activation in 

primary motor cortex upon inhibiting a response. Further, these inhibitory effects on motor 

cortex are thought to be driven by top-down signals from prefrontal cortex (for review, Aron, 

Robbins, & Poldrack, 2014; Jahanshahi, Obeso, Rothwell, & Obeso, 2015; Wiecki & Frank, 

2013). Thus, evidence for inhibitory control in the motor system abides by the view that 

inhibition is a process, initiated by one region or network (e.g. the prefrontal cortex), that 

functions to reduce activity in a downstream target (e.g. motor cortex) (Aron, 2007).  
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A far more debated assertion is that we use inhibitory processes to control aspects of 

cognition including, for example, long term memory retrieval. Akin to canceling actions, we may 

often benefit from being able to cancel the retrieval of specific memories. This is true, for 

example, when we encounter a cue that prompts the retrieval of a painful or distracting memory. 

According to the direct suppression account, individuals are able to abort the retrieval process 

via a right prefrontal network that acts to inhibit the hippocampus, thereby disrupting the 

retrieval process (Benoit & Anderson, 2012). This phenomenon termed “retrieval suppression” is 

primarily studied using the Think/No-Think (TNT) paradigm (Anderson & Green, 2001).  

The Think/NoThink Task (TNT) 

TNT is typically a three phase behavioral paradigm. During Phase1 participants learn 

multiple word pairs1 (e.g. OIL-PUMP) . The pairs presented in Phase1 are then assigned to one 

of three conditions: Think, NoThink, or Baseline. The Baseline word pairs are excluded from the 

subsequent Phase2 and only reappear in the final Phase3. In Phase2, participants are presented 

with the left-hand word from one of the previously learned pairs. The color of this cue word 

indicates if the trial is a “Think” trial, prompting the participant to silently retrieve the associated 

word from memory, or if it is a “NoThink” trial in which the participant must try to inhibit 

retrieval and prevent the memory from entering into consciousness. Lastly, in the original task 

version, participants are given a surprise recall test (Phase3) in which they are tested on their 

memory for all of the pairs learned in Phase1, including Baseline pairs.  

Behavioral support for the direct suppression account   

																																																								
1The word pair version of TNT is the original and mostly widely used version of the task. Multiple researchers, 
however, have created versions of TNT that use richer stimuli that may better model our real world memory 
experience. For example, the NoThink effect has been observed for tasks using emotional stimuli (Brendan E 
Depue, Curran, & Banich, 2007; Küpper, Benoit, Dalgleish, & Anderson, 2014; Lambert, Good, & Kirk, 2010; van 
Schie, Geraerts, & Anderson, 2013), faces (Brendan E Depue, Banich, & Curran, 2006), and autobiographical 
content (Noreen & MacLeod, 2013; Stephens, Braid, & Hertel, 2013) as the memory pairs. 
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 Several pieces of behavioral data have been interpreted as support for the direct 

suppression account. First, participants show suppression induced forgetting (SIF) or impaired 

recall for NoThink associates compared to both Think and Baseline associates that were learned 

in Phase1 but never underwent the Think/NoThink manipulation (e.g., Anderson & Green, 2001; 

Benoit & Anderson, 2012; Z. M. Bergström, J. W. de Fockert, & A. Richardson-Klavehn, 2009b; 

Castiglione et al., 2019; Brendan E Depue et al., 2007; Detre, Natarajan, Gershman, & Norman, 

2013; Levy & Anderson, 2008; Racsmány, Conway, Keresztes, & Krajcsi, 2012; van Schie et al., 

2013; Gerd Thomas Waldhauser, Lindgren, & Johansson, 2012).2 This latter comparison 

demonstrates that the observed difference between Think and NoThink is not purely driven by 

improved memory for the Think items due to practice retrieving. The reduction in NoThink 

recall is instead thought to reflect an active inhibitory process that affects the memory trace 

itself.  

 There are, however, several non-inhibitory explanations for the decline in final recall. For 

example, people may avoid the NoThink associate by diverting attention to an alternative 

thought. These diversionary thoughts may form an association with the cue word that then 

produces interference during later efforts to retrieve the original associate (Hertel & Calcaterra, 

2005; Lewis-Peacock & Norman, 2014; Tomlinson, Huber, Rieth, & Davelaar, 2009). 

Additionally, canceling retrieval may promote “unlearning” or a weakening of the association 

between the cue and the associate word (Melton & Irwin, 1940). Importantly, SIF effects are 

cue-independent, meaning participants fail to retrieve the NoThink associate even when 

prompted with a different cue. The Independent Probe (IP) test, an additional measure of final 

recall, reveals this effect. During an IP test, participants receive the first letter of one of the 

																																																								
2 There are also, however, a number of studies that do not find the SIF effect (Bulevich, Roediger, Balota, & Butler, 
2006; Hertel & Calcaterra, 2005; Hertel & Gerstle, 2003).   
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previously learned associates and a cue word that is semantically related to the associate yet new 

to the task. For example, if the original pair was “ordeal-roach”, participants might be tested with 

“insect r-.” Interestingly, participants continue to perform worse for NoThink items compared to 

Think and Baseline even for novel cue words (Anderson & Green, 2001). Neither an interference 

account (i.e. interference from an association between a diversionary thought and the original 

cue) nor an unlearning account (i.e. a weakened link between the associate and the original cue) 

predicts a forgetting effect with a novel cue. 

 Additional evidence of active inhibition comes from the pattern of reported intrusions 

during TNT. Intrusion ratings, a newer task addition, ask participants after each trial to report 

whether the associate came to mind “never”, “briefly”, or “often” (Levy & Anderson, 2012). 

Participants consistently report fewer intrusions for NoThink trials later in the task (Benoit, 

Hulbert, Huddleston, & Anderson, 2015; Castiglione et al., 2019; Gagnepain, Hulbert, & 

Anderson, 2017; Harrington, Ashton, Sankarasubramanian, Anderson, & Cairney, 2021; Legrand 

et al., 2020; Levy & Anderson, 2012; Mary et al., 2020). According to the direct suppression 

account, this decline in reported intrusions may reflect a combination of two things: 1) people 

becoming more practiced in exerting inhibitory control and 2) the cumulative consequence of 

repeatedly inhibiting the NoThink associate making it less retrievable and thus, less likely to 

intrude (Levy & Anderson, 2012).  

 Poor TNT performance is also linked to inhibitory deficits (for reviews see Levy & 

Anderson, 2008; Stramaccia, Meyer, Rischer, Fawcett, & Benoit, 2020). Populations including 

ADHD patients (Brendan E Depue, Burgess, Willcutt, Ruzic, & Banich, 2010) and individuals 

with alcohol abuse (Nemeth et al., 2014), both of which are commonly characterized by impaired 

inhibitory control, have difficulty suppressing retrieval. Impaired performance also occurs in 
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populations that are particularly vulnerable to intrusive thought patterns including PTSD 

(Catarino, Küpper, Werner-Seidler, Dalgleish, & Anderson, 2015; Mary et al., 2020; Sullivan et 

al., 2019; Gerd T Waldhauser et al., 2018), depression (Hertel & Gerstle, 2003; Joormann, 

Hertel, LeMoult, & Gotlib, 2009), and individuals with high trait anxiety (Marzi, Regina, & 

Righi, 2014) or an increased tendency to ruminate (Fawcett et al., 2015; Hertel, Maydon, 

Ogilvie, & Mor, 2018).  

It is noteworthy that the extant evidence for inhibitory control over retrieval relies on 

retroactive measures (i.e. later forgetting, post-hoc intrusion ratings, etc.). As a result, these 

measures fail to capture what happens in the moment that an individual must implement control. 

Direct evidence that the right PFC reduces activation of the specific prohibited memory during 

the “suppression” window remains to be shown.  

The timeline of episodic memory retrieval 

To better understand how memories become susceptible to manipulation it is useful to 

take a broader look at how episodic memories are formed and retrieved. Current research 

suggests that memory encoding occurs when an ensemble of hippocampal and cortical neurons 

co-activate during our initial experience. This unique and memory-specific pattern of 

hippocampal-cortical activation is sometimes referred to as the “engram” or the memory trace 

(Tonegawa, Liu, Ramirez, & Redondo, 2015). According to hippocampal indexing theory, the 

hippocampus stores an index of the cortical sites that participated in the original episode via the 

strengthening of synaptic weights (Teyler & Rudy, 2007). After encoding the initial experience, 

a related cue can then activate the hippocampal index (i.e. intrahippocampal pattern completion) 

which subsequently reactivates the entire cortical representation (i.e. cortical reinstatement) 

(Staresina & Wimber, 2019).  
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Electrophysiological data provide a timeline of cued retrieval, beginning with cue 

processing and ending with our phenomenological experience of the past episode (for review see 

Staresina & Wimber, 2019). These data suggest that cue-specific processing transpires across the 

first 200ms of encountering a cue. Within ~500ms, cue information arrives at the medial 

temporal lobe (MTL), where an ‘old/new’ signal is generated. If an old signal is detected, the 

hippocampus performs pattern completion which reactivates the hippocampal index. Single 

neuron recordings from humans show that pattern completion occurs approximately 500ms after 

encountering the cue. Finally, cortical reinstatement or the reactivation of the full cortical 

engram emerges 500-1500ms post cue and leads to our conscious experience of remembering 

(Staresina et al., 2019).  

As discussed in more detail below (see Two accounts for executive control over LTM), a 

control process could intervene at multiple points in the retrieval timeline. The target of 

executive control (e.g. cue processing, cortical reinstatement, etc.) and the precise function (e.g. 

blocking or clearing information) likely depends on when control interjects.  

Operationalizing executive control over LTM 

Executive control over LTM is studied in a number of ways. Although this dissertation 

focuses on “stopping” cued retrieval, here we briefly review other methods to operationalize and 

study executive control over LTM apart from the TNT task (Figure 0.1). This is not an 

exhaustive list but instead focuses on a few prominent examples and how they differ from the 

TNT approach. This body of research largely supports the general principle that memory can be 

actively tuned by executive processes. 

1. Memory Inhibition During Selective Retrieval. Memory inhibition is when the 

inhibitory process targets the active neural representation of a memory (Anderson & 
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Hulbert, 2021). This may be particularly useful during selective retrieval when a cue 

activates multiple competing memories and we must only retrieve one. For example, 

when standing at the wedding altar it is critical that we retrieve our current partner’s 

name as opposed to a former partner. A growing body of evidence suggests that we 

actively inhibit competing memories during selective retrieval and that this produces 

retrieval induced forgetting (RIF) or impaired recall for the competing items (e.g., 

Anderson & Bell, 2001; Anderson, Bjork, & Bjork, 1994; Cinel, Cortis Mack, & Ward, 

2018; Ciranni & Shimamura, 1999; Glynn, Salmon, & Low, 2019; Johnson & Anderson, 

2004). A standard RIF task has participants study multiple categories and specific 

exemplars within those categories (e.g. Fruit-Orange, Fruit-Banana or Drinks-Vodka, 

Drinks-Wine etc.). Participants are then prompted to practice the retrieval for one of the 

studied categories and importantly, for only a subset of the exemplars shown for that 

category. For example, participants may practice the retrieval for “Orange” (but not 

“Banana”) in the category Fruit (e.g. prompted with Fruit-O). Theories of inhibition 

assume that the cue “Fruit” elicits activation of multiple category members and that 

correctly selecting the target memory requires inhibition of the active competing 

memories. It follows then, that selectively retrieving Orange (and not Banana) requires 

the active inhibition of the memory for Banana. Support for this comes from a final recall 

test that instructs participants to report all of the remembered items in the practiced 

category. Participants retrieve fewer of the unpracticed competitors compared to the 

retrieved items in the practiced category. Further, memory for the unpracticed 

competitors is impaired even compared to memory for items in a baseline category that 

was studied in Phase1 but did not undergo any retrieval practice in Phase2 (e.g. items in 
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the category Drinks). A large literature on selective retrieval examines other non-

inhibitory explanations for the drop in recall as well as several counterarguments (e.g. 

cue-independence) (for review Anderson & Hulbert, 2021) that continue to point to 

inhibition as a key contributor (but also see Raaijmakers & Jakab, 2013).  

A core difference between selective retrieval and retrieval suppression is that 

inhibition during selective retrieval is an unintentional byproduct of efforts to retrieve the 

target memory. Alternatively, TNT creates an instance in which an individual intends to 

suppress retrieval. In this sense, studies on selective retrieval have parallels with the 

concept of lateral inhibition in the motor system, a process by which boosting activation 

of a target response results in the automatic inhibition of competing response 

representations during action selection (Duque, Lew, Mazzocchio, Olivier, & Ivry, 2010).  

2. Directed Forgetting. Another line of work provides an example of process inhibition. In 

this case the target of inhibition is not a specific memory representation but rather a 

memory process. Directed forgetting paradigms reveal voluntary control over memory 

encoding. In these tasks, researchers present stimuli (either lists or one item at a time) to 

participants and instruct participants after each trial to either remember or forget the last 

seen item/list. In a subsequent final recall test, participants tend to recall more Remember 

items compared to Forget items. Again, the difference in recall could occur for a number 

of reasons. For instance, participants may perform selective rehearsal or more elaborate 

encoding of an item when instructed to remember it. Instead, if instructed to forget, 

people may simply abandon rehearsal (Basden, Basden, & Gargano, 1993). Alternatively, 

encoding may be actively suppressed upon receiving a forget cue (Zacks, Radvansky, & 

Hasher, 1996). Although researchers still debate the mechanism underlying directed 
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forgetting, the overall results demonstrate an ability to voluntarily exert control over 

memory and the processes that support it. Retrieval suppression and TNT, however, 

target a very different question than directed forgetting. In the case of directed forgetting, 

control processes (inhibition or otherwise) intervene during memory encoding when the 

memory may be in a more malleable state. Retrieval suppression instead proposes a 

theory for how memories can be altered even after the memory has been successfully 

encoded into LTM.  

3. The White Bear Effect. At first glance, the TNT literature appears to severely contradict 

one of the earliest studies on thought suppression which concluded that it was a largely 

futile and perhaps even counterproductive strategy. In the iconic White Bear paradigm, 

Wegner, Schneider, Carter, and White (1987) instructed participants to not think about a 

white bear for five minutes. Participants were told to speak their stream of consciousness 

and to ring a bell to report any moments in which the prohibited thought of a white bear 

came to mind. Wegner et al. (1987) discovered that participants frequently reported 

thinking of the white bear despite the task instruction. Further, participants who were 

instructed to suppress thoughts of a white bear for 5 minutes and then had a 5 minute free 

expression period, during which thoughts of the white bear were permissible, reported far 

more white bear thoughts during free expression compared to participants who performed 

the task in the opposite order (i.e. free express and then suppress). The term paradoxical 

rebound effect refers to this uptick in the occurrence of a thought post suppression and is 

thought to reflect a later preoccupation with the suppressed thought. Wegner et al. (1987) 

concluded that suppression strategies risk a maladaptive cycle that may actually magnify 

the consequence of unwanted thoughts.  
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Critiques of the White Bear paradigm note, however, that the design conflates the 

task goal with the task instruction (Visser et al., 2020). In other words, to abide by the 

instruction to “not think of a white bear” and to report violations, requires that the 

participant repeatedly reactivate the thought and continuously check, “Am I thinking of a 

white bear?” Therefore, the task instruction both places the to-be-suppressed item in 

mind and requires that the participant defy the task goal to assess whether or not they are 

succeeding.  

Conversely, retrieval suppression includes an intermediate step (i.e. retrieval), that 

must occur before the prohibited item is in mind. The memory cue itself is not the to-be-

suppressed item. Thus, this intermediate step provides an opportunity for control 

mechanisms to intervene either before the completion of retrieval or concurrently, 

shutting down activation of the emerging information. 

 

 
Figure 0.1. An illustration of several common methods for operationalizing executive control over long 
term memory. 
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A right prefrontal network for controlling actions and LTM retrieval 

The current section provides more detail on the candidate right PFC network. Many 

aspects of motor control ranging from action selection to action stopping rely on fronto-basal-

ganglia networks (Aron, 2011; Mink, 1996; Wiecki & Frank, 2013). In the case of action 

stopping, the process is thought to operate via the hyperdirect pathway, a “shortcut” connecting 

the right inferior frontal gyrus (rIFG) with the subthalamic nucleus (STN) (Aron, Behrens, 

Smith, Frank, & Poldrack, 2007; W. Chen et al., 2020; Nambu, Tokuno, & Takada, 2002). With 

direct excitatory projections from the right PFC to the STN, the hyperdirect pathway enables 

rapid inhibition of the thalamus that then cuts off drive to motor cortex.  

The majority of work on action-stopping and the right PFC network uses the stop signal 

task (Logan & Cowan, 1984). In a basic version of the task, participants press a button in 

response to the direction of a “Go cue”, an arrow pointing either leftward or rightward. On a 

minority of trials, typically 25%, the Go cue turns red after a specified delay period, called the 

stop signal delay. The red arrow is the stop signal and prompts the participant to try to inhibit the 

initiated button response. This task has provided many insights into executive control over 

actions despite being a very simple model. In addition to mapping out the network architecture, 

research using the task helped identify beta oscillations as a potential electrophysiological 

signature of the network and a channel of communication (Enz, Ruddy, Rueda-Delgado, & 

Whelan, 2021; Hannah, Muralidharan, Sundby, & Aron, 2020; Schaum et al., 2021; Swann et al., 

2009; Wagner, Wessel, Ghahremani, & Aron, 2018; Wessel et al., 2016). 

The direct suppression account, contends that suppressing cued retrieval also engages key 

regions of the right PFC network that has been well established in the action-stopping literature. 

Support for this comes from fMRI studies that show shared cortical and subcortical nodes of 
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activation during both action-stopping tasks and the TNT task (Benoit & Anderson, 2012; Benoit 

et al., 2015; Brendan E Depue et al., 2016; Guo et al., 2018; Levy & Anderson, 2012). The major 

point of divergence is thought to occur downstream, i.e. the target of inhibitory control. During 

TNT, instead of targeting motor cortex, activation of the right PFC corresponds to reduced 

activity in the hippocampus (Anderson et al., 2004; Benoit & Anderson, 2012; Benoit et al., 

2015; Brendan E Depue et al., 2007; Gagnepain, Henson, & Anderson, 2014; Schmitz, Correia, 

Ferreira, Prescot, & Anderson, 2017)3.The degree of hippocampal downregulation relates to the 

magnitude of forgetting during final recall and may be driven by GABAergic mechanisms in the 

hippocampus (Levy & Anderson, 2012; Schmitz et al., 2017).  

Retrieval suppression recruits two regions of the right lateral PFC: the right ventral lateral 

prefrontal cortex (rVLPFC) and the right dorsolateral prefrontal cortex (rDLPFC)4. Although 

both regions are also involved in action-stopping, the rVLPFC, and especially the right inferior 

frontal gyrus (rIFG), is a critical node (Aron et al., 2014; Bari & Robbins, 2013; Cai, Ryali, 

Chen, Li, & Menon, 2014; Garavan, Ross, & Stein, 1999; Jahanshahi et al., 2015). Human lesion 

studies (Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003) and disruptive TMS (Chambers 

et al., 2006) both support the rIFG as a core region for inhibiting actions. There is no clear 

consensus on whether or how the rDLPFC and rVLPFC uniquely contribute to retrieval 

suppression. Whereas several studies report a strong link between rDLPFC and hippocampal 

modulation (Benoit et al., 2015; Levy & Anderson, 2012; Schmitz et al., 2017), other work 

																																																								
3 Reduced activity in the hippocampus may also reflect increased task difficulty (Reas & Brewer, 2013). However, 
the relationship between behavior (i.e. final forgetting and reported intrusions) and the observed hippocampal 
downregulation helps to discount difficulty as the most likely explanation. 
4 Both the rVLPFC and rDLPFC are also implicated in selective retrieval and directed forgetting. Although this 
dissertation focuses on the overlap between action-stopping and retrieval suppression, a broader hypothesis termed 
the “prefrontal control hypothesis” extends the idea of a supramodal inhibitory control network to these other 
memory domains (Anderson & Hulbert, 2021).  
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highlights both as key contributing nodes that flexibly target the hippocampus or the motor 

cortex depending on task demands (Apšvalka, Ferreira, Schmitz, Rowe, & Anderson, 2020).  

Without further support, however, the claim that overlapping nodes of activation denotes 

a common inhibitory process across domains (e.g. control of actions and control of memory) is 

problematic because it relies on reverse inference (Poldrack, 2006). That is, the mere observation 

that the same brain region is recruited during two types of behaviors (i.e. stopping actions and 

stopping retrieval) does not imply that the region is performing the same cognitive function (i.e. 

inhibition) in each case. This logic would only be accurate if the region of interest only 

contributes to one cognitive function. Despite compelling evidence that the right PFC is critical 

for action-stopping, few would claim that action-stopping is its sole function5.  

Importantly, however, canceling retrieval produces other established hallmarks of the 

action-stopping network. Like suppressing actions, suppressing retrieval yields an increase in 

right frontal beta power, a proposed electrophysiological marker of the underlying right PFC 

network (Castiglione et al., 2019; Wagner et al., 2018). Further, using transcranial magnetic 

stimulation (TMS), Castiglione and Aron (2021) recently found that suppressing retrieval in the 

TNT task resulted in reduced motor excitability, measured by motor evoked potentials (MEP), in 

a task irrelevant muscle. Smaller MEPs reflect reduced corticospinal excitability (i.e. inhibition 

of motor cortex). Reduced MEPs in a task irrelevant muscle may reflect global motor 

suppression, a phenomenon consistently observed during reactive action-stopping. For instance, 

stopping saccades results in reduced MEPs in the hand (Wessel, Reynoso, & Aron, 2013), 

stopping speech produces reduced MEPs of the hand (Cai, Oldenkamp, & Aron, 2012; Wessel & 

Aron, 2017; Wessel et al., 2016), and stopping the hand results in reduced MEPs in the leg 

																																																								
5	Again, the relationships observed between the neural activity and behavioral data help to support these claims as 
they no longer rely purely on reverse inference.  
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(Badry et al., 2009; Majid, Cai, George, Verbruggen, & Aron, 2012). Castiglione and Aron 

(2021) propose that having a global suppressive process that shutdowns responses across all 

modalities may provide the quickest and most efficient route to canceling an inappropriate 

response regardless of modality. Alternatively, global MEP suppression may simply be a 

byproduct of the right PFC network that is observed regardless of the type of process being 

stopped.  

A recent study (not yet peer reviewed) provides further support for a shared right PFC 

network. Apšvalka et al. (2020) used multivoxel patterns of BOLD activity to train a classifier to 

discriminate between inhibit versus respond conditions in one modality (i.e. Stop vs. Go or 

Think vs. NoThink) and then tested whether the classifier could distinguish between inhibit and 

respond conditions in the other modality. The classification was performed separately for voxels 

in the rDLPFC and rVLPFC. The cross-modality classifier performed above chance, succeeding 

in discriminating respond vs. inhibit for both the rVLPFC and the rDLPFC seeds. These results 

provide further support for a common cognitive process shared between action-stopping and 

retrieval suppression that is supported by a right PFC network.6  

Two accounts for executive control over LTM 

We currently have a much deeper understanding of how the right PFC network operates 

to cancel actions. In contrast, it remains unclear precisely how or when the right PFC network 

exerts control to prevent memory intrusions. There are at least two potential accounts (Figure 

0.2): 1) the right PFC is recruited in response to a memory intrusion and functions to push the 

memory information out of mind, or 2) the right PFC intervenes immediately after the NoThink 

																																																								
6 Conversely, the cross-modality classifiers failed when they were applied to the target regions (i.e. motor cortex and 
hippocampus) (e.g. M1 for action-stopping, and hippocampus for NoThink). This result is consistent with the idea 
that the right PFC network harbors inhibitory control for both domains while the downstream target differs 
according to task demands. However, it seems at odds with the recent TMS result showing suppression in M1 even 
during the TNT task (Castiglione & Aron, 2021).	
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instruction to prevent any intrusion from entering into conscious working memory. These 

accounts are not necessarily mutually exclusive but gaining a deeper understanding of whether 

one is more common or effective will help guide future investigations. 

1. Clearing Working Memory. Levy and Anderson (2012) posit that inhibitory control is 

recruited when an intrusion occurs and must be suppressed. Consistent with this 

conjecture, downregulation of hippocampus BOLD activity is greater on NoThink trials 

with reported intrusions. Similarly, MEP reductions are greater on NoThink trials with 

reported intrusions (Castiglione & Aron, 2021)7. The clearing account, sometimes 

described as a “purge” function, points to reconsolidation theory to explain how 

inhibiting an intruding memory might produce later forgetting effects. Reconsolidation 

theory suggests that reactivating a memory trace places the memory in a labile state 

(Dudai, 2004; Lee, 2009; Nader, Schafe, & Le Doux, 2000). Therefore, a memory 

intrusion may in fact be necessary for an encoded memory to become susceptible to 

manipulation (Detre et al., 2013).  

Support for this theory is limited in several ways. Active inhibition and disruption 

of the memory trace is a core feature of this account. Yet there is currently no direct 

evidence that the right PFC network actively inhibits memory information on NoThink 

trials. Indirect support for this idea comes from the observation that decreased 

hippocampal BOLD activity, the presumed target of inhibitory control, is linked to both 

increased right PFC activity and behavioral metrics of retrieval suppression. Modulation 

of hippocampal BOLD activity could, however, reflect a number of processes (i.e. task 

																																																								
7	The timing of this MEP reduction is earlier than what we would expect (300-500ms post cue) if the MEP reduction 
reflects a clearing of retrieved information. Based on the retrieval timeline discussed earlier, the reduction in MEP 
occurs prior to pattern completion (~500ms) and cortical reinstatement (500-1500ms). Although the recordings from 
hippocampal cells show increases in hippocampal firing beginning prior to 500ms post cue, it is unlikely that a 
participant would be cognizant of an intrusion at this point (Staresina et al., 2019). 	
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difficulty, a failure to initiate retrieval as opposed to active inhibition, etc.). Further, the 

majority of data linking the right PFC network to downstream effects on the 

hippocampus uses fMRI, a method with good spatial resolution but poor temporal 

resolution. Assigning the right PFC network a clearing function requires tools with better 

temporal resolution to determine precisely when the network interrupts relative to the 

retrieved memory content. Lastly, unlike the hyperdirect pathway, there is little structural 

evidence for an anatomical route by which the right PFC could rapidly inhibit 

hippocampal activity. 8 

2. Gating Working Memory. A more recent study suggests that inhibitory control can also 

be recruited much earlier during retrieval. Castiglione et al. (2019) showed that 

preventing an intrusion (indicated by self report) produced a rapid (within 500ms) 

increase in right frontal beta power, the same EEG signature observed when participants 

successfully cancel actions in the stop signal task (also within 500ms of the stop cue). 

Assuming modulations of right frontal beta reflect a common inhibitory process, these 

data suggest that control is recruited almost immediately upon seeing a memory cue and 

the NoThink instruction. In this case, executive control may function like a gate that pre-

emptively stops an intrusion from entering into conscious working memory.  

Accordingly, our lab proposes a novel theory for how the right PFC network may 

prevent intrusions. Specifically, engaging the right PFC network may excite the STN9 

which then impedes thalamic drive back to cortex and disrupts reinstatement of the cued 

																																																								
8	Data from rodents and non-human primates reveal pathways through the anterior cingulate cortex (ACC) which 
may function to link the DLPFC to the medial temporal lobe (Anderson, Bunce, & Barbas, 2016). However, these 
data are not yet confirmed in human neuroimaging. Further, with only polysynaptic connections from the right PFC 
network to the hippocampus, this pathway may not allow for rapid inhibitory control equivalent to what is observed 
in the motor system. 	
9	While the majority of data focuses on cortical overlap between action-stopping and retrieval suppression, a recent 
meta-analysis revealed subcortical co-localization within the basal ganglia (Guo et al., 2018).	



	 18 

memory. Thus, rapidly suppressing basal ganglia output to cortex may disrupt the 

transition from pattern completion to cortical reinstatement or the “loading” of 

information from LTM into working memory.  

This theory makes several assumptions. First, we assume that LTM retrieval and 

maintenance of working memory representations are at least partly supported by 

thalamocortical drive. Support for this idea comes from studies that show involvement of 

the basal ganglia in the maintenance for verbal working memory (Chang, Crottaz-

Herbette, & Menon, 2007) and from theories that propose a fronto-basal ganglia gating 

system for working memory that evolved from gating functions in the motor system 

(Chatham & Badre, 2015; Scimeca & Badre, 2012). Further, the theory hinges on the 

ability for the right PFC-basal ganglia network to disrupt not only motor representations 

but also cognitive representations. Evidence for this comes from studies that examine 

instances in which unexpected events trigger the right PFC network and results in the 

disruption of working memory content (Wessel & Aron, 2017). Although we believe this 

theory provides a viable mechanism for how we prevent intrusions when provoked by a 

cue (the core focus of this dissertation), it does not provide a clear explanation for the 

final forgetting effect observed across many studies. 



	 19 

 
Figure 0.2. There are at least two proposed mechanisms for how the right PFC network exerts control over retrieval: 
one in which the right PFC acts to clear intruding information (left) and another in which the right PFC “gates” 
working memory to prevent the influx of a cued memory (right). 
 
Summary and Dissertation Aims 

 A growing body of evidence supports the theory of a shared executive network that 

functions to inhibit either actions or memories. From an evolutionary perspective, this model of 

the brain seems logical, providing a single efficient and multipurpose “emergency brake.” The 

current data, however, leave many unresolved questions. In particular, we lack a full 

understanding of when and how the right PFC network exerts control over a cognitive process 

like retrieval. Our ability to study how this network enacts control is limited in several critical 

ways: 1) current neuroimaging studies use methods with poor temporal resolution that are unable 

to determine when the right PFC network interrupts retrieval, and 2) the majority of evidence for 

retrieval suppression relies largely on self-report rather than an objective measure of the 

prohibited memory.  

This dissertation seeks to address each of these limitations. We first aim to validate a high 

temporal resolution marker of the right PFC network using scalp EEG (Chapter 1). Second, we 

aim to develop an objective tool for tracking the emergence of retrieved memories during efforts 

to prevent retrieval (Chapters 2 and 3). And finally, we aim to combine these tools to test 
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whether recruitment of the right PFC network, measured with EEG, corresponds to a reduction in 

an objective metric of the prohibited memory (Chapter 4). By addressing these limitations, we 

hope to contribute tools that will help to advance our understanding of executive control over 

retrieval and our ability to cope with unwanted reminders of the past. 
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Chapter 1: 

 

Double blind disruption of right inferior frontal cortex with TMS reduces right frontal 

beta power for action-stopping 

 

As it appears in 

Journal of Neurophysiology 

2020 
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Chapter 1, in full, is a reprint of the material as it appears in the Journal of 

Neurophysiology 2020, Sundby, Kelsey; Jana, Sumitash; Aron, Adam. The dissertation author 

was the primary investigator and author of this paper.  
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Chapter 2: 

 

Using the negative slow wave potential to measure memory intrusions 
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Abstract 

Cued retrieval is the process by which an external cue evokes the retrieval of an 

associated item stored in long term memory. This memory process becomes problematic if the 

retrieved memory is distracting or harmful. Prior work suggests that individuals can avoid 

unwanted memory “intrusions” via a top-down inhibitory process that halts retrieval (Anderson 

& Green, 2001). The majority of evidence in support of this theory, however, relies largely on 

self-report and fails to objectively determine whether individuals are successful in preventing 

retrieval. Here we used the negative slow wave (NSW), an event related potential shown to track 

the number of items in working memory, as a putative objective metric of memory intrusions. In 

a modified version of the Think/NoThink task, participants learned associations between objects 

and contexts, i.e. large colored backgrounds, as we recorded EEG. Participants were then given a 

context as a memory cue and instructed to either retrieve (Think trials) or prevent retrieval (Not 

Think trials) of the associated object. Consistent with our hypothesis, NSW amplitude was 

reduced for NoThink compared to Think trials. We interpret this as evidence that participants 

were largely successful in preventing the associate from coming to mind. We did not, however, 

observe a reliable modulation of NSW amplitude on “catch trials” when participants were 

prompted to retrieve in a context that was typically paired with the NoThink instruction. This 

suggests that despite prior suppression episodes, participants maintain access to the NoThink 

associate. Although prior research demonstrates that repeated suppression erodes the NoThink 

memory trace, this is one of the first studies to intermix retrieval and no retrieval cues for 

NoThink items into the same task phase. Our result, therefore, suggests that consistent efforts to 

suppress may be necessary to have long term effects on the memory itself. Overall, these results 
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support the use of the NSW as a more objective metric for tracking retrieval success and for 

testing theories of executive control over long term memory retrieval.  

Introduction 

 Unwanted thoughts can be unpleasant and disruptive to our daily behavior. Avoiding 

intrusive thoughts is particularly challenging when we encounter cues that prompt the retrieval of 

an unwanted memory. According to several prior studies, individuals may be able to voluntarily 

prevent cued retrieval to avoid specific memories (Anderson, 2005; Anderson & Green, 2001; 

Anderson & Hanslmayr, 2014). This is thought to require a right prefrontal network that acts to 

suppress the retrieval process (Anderson et al., 2004). There remain, however, several 

unresolved questions regarding the proposed mechanism and whether or not information is in 

fact excluded from working memory. An objective method for determining whether cued long 

term memories intrude is necessary for addressing these questions. 

The Think/NoThink task (TNT) was designed to study executive control over retrieval. 

The standard version of TNT includes three phases. In Phase1 participants learn to associate 

multiple word pairs (e.g. oil-pump). In the subsequent Phase 2, participants undergo the 

Think/NoThink manipulation. Each trial begins with a memory cue, i.e. the left-hand word from 

one of the previously learned pairs (e.g. “oil”). The color of the cue word indicates if the 

participant should “Think” of the associate (i.e. retrieve “pump”), or try to prevent retrieval of 

the associate (i.e. “NoThink” trials). Recent versions of TNT also instruct participants to report 

whether or not the memory intruded after each trial: never, briefly, or often (Levy & Anderson, 

2012). Participants are then given a surprise recall test in the final Phase 3. Dozens of TNT 

studies report reduced final recall for NoThink associates (e.g., Anderson & Green, 2001; 

Castiglione et al., 2019; Levy & Anderson, 2012; Racsmány et al., 2012; Gerd Thomas 
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Waldhauser et al., 2012) and a decline in the frequency of self-reported intrusions for NoThink 

trials across the duration of the task (Benoit et al., 2015; Castiglione & Aron, 2021; Castiglione 

et al., 2019; Levy & Anderson, 2012). Together, these behavioral data are interpreted as 

evidence of “suppression induced forgetting,” or an erosion of the memory trace via an 

inhibitory process.  

Intrusion ratings provide trial-by-trial insight into a participant’s phenomenological 

experience but are limited in several critical ways. First, the rating is performed after each trial, 

providing only retroactive information and is, therefore, unable to measure the retrieval period 

itself. Second, self-reported ratings assume that participants are accurate in their introspection 

and not influenced by demand characteristics from the task instruction. Event related potentials 

(ERPs) measured with scalp EEG provide a more objective method for tracking retrieval success. 

Multiple TNT studies report a reduction in the amplitude of several retrieval related ERPs during 

NoThink trials, including the left parietal positivity (LPP) and the FN400 (Z. M. Bergström, J. de 

Fockert, & A. Richardson-Klavehn, 2009a; Bergström, Velmans, de Fockert, & Richardson-

Klavehn, 2007; C. Chen et al., 2012; Brendan Eliot Depue et al., 2013; Hanslmayr, Leipold, 

Pastötter, & Bäuml, 2009; Mecklinger, Parra, & Waldhauser, 2009; Gerd Thomas Waldhauser et 

al., 2012). Although both the LPP and FN400 increase in amplitude during successful retrieval 

attempts, it is unclear how these ERPs relate to the precise content or quantity of information 

being retrieved. For instance, the FN400 has been associated other cognitive processes including 

cue familiarity (for review seeRugg & Curran, 2007). Thus, the attenuation of ERPs broadly 

linked to retrieval success lack specificity and may reflect a number of retrieval related 

processes: e.g., intent of retrieval, degree of conscious awareness, a sense of familiarity etc. (for 

review see Friedman & Johnson Jr, 2000). Consequently, even unsuccessful efforts to prevent 
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retrieval could modulate these EEG signatures regardless of whether or not the prohibited 

information intrudes. Hellerstedt, Johansson, and Anderson (2016) present one of the first studies 

to use the negative slow wave potential (NSW) to more precisely track memory information 

during the standard TNT. The NSW is a negative ERP that indexes the quantity of information in 

working memory (for review see, Drew, McCollough, & Vogel, 2006), increasing in amplitude 

with the number of items being held in working memory (e.g., Fukuda, Mance, & Vogel, 2015; 

Itthipuripat & Woodman, 2018; Mecklinger & Pfeifer, 1996). Hellerstedt et al. (2016) reported a 

reduction in NSW amplitude for NoThink trials. These data suggest that NSW amplitude may 

function as a more objective “readout” of NoThink trial outcomes. In the present study we 

sought to replicate this result in a modified version of TNT that more closely models our real-

world experience. Instead of word-pairs, participants learned associations between real-world 

objects and colored backgrounds called “contexts.” The task design aimed to provide a 

simplified model of the tendency for a context (e.g. a coffee shop) to evoke associated memories 

(e.g. that first cup of coffee shared with our partner). Additionally, we expanded the prior work 

by using the NSW to test whether repeated attempts to inhibit retrieval hampers later efforts to 

retrieve the previously suppressed information.  

We predicted a reduction in NSW amplitude for NoThink compared to Think trials, 

indicating an exclusion of the NoThink associate from working memory. Additionally, we 

hypothesized that prior suppression episodes would affect later retrieval efforts, demonstrated by 

a reduction in NSW amplitude for NoThink contexts that were later presented with a retrieval 

cue.  
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Methods 

Participants 

We collected scalp EEG data for 23 participants. Three participants were excluded due to 

excessive noise in the EEG data, resulting in 20 participants in the final analysis (15 women, 5 

men; right-handed; mean age= 19.15 yr, SD= 1.79 yr). Participants received $20/hr 

compensation for their time. All participants provided written informed consent according to a 

protocol approved by the University of California San Diego (UCSD).  

Task Design  

The task used features from both the standard TNT task (Anderson & Green, 2001) and 

from a a recent study that used the NSW to monitor the retrieval of objects from long term 

memory into working memory (Itthipuripat & Woodman, 2018). Because our primary goal was 

to track intruding information during the Think/NoThink retrieval window, the task consisted of 

only two phases: a learning phase and the TNT phase. Phase 1 Learning: Participants learned to 

associate unique objects (e.g. a shoe) with a specific context (i.e. a large colored background). 

Each trial started with a display of the context and a fixation dot in the center of the screen. The 

associated object then appeared in one of 6 possible locations on the context screen and remained 

on screen for 500ms. The location was randomized for each presentation of the object-context 

pair and was not part of the memory association. The object was then removed from the screen 

for a 1500ms memory delay. Participants were instructed to try to remember the association 

between the object and the colored context. A subsequent “Search Screen” with 6 objects 

appeared, prompting the participant to report whether or not the associated object was present. 

Participants pressed the “J” key to report “yes” or the “K” key to report “no”. Feedback was 

provided after each response with a “$” indicating a correct response and a “0” indicating an 
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error. Participants learned a total of six different object-context associations during Phase 1. 

Each object-context association appeared 40 times for a total of 240 trials split into 5 blocks (48 

trials per block). In Phase2, two of these contexts were assigned to the “NoThink” condition, two 

were assigned to the “Think” condition and the remaining two contexts served as “Baseline” 

contexts which will be described in more detail below. Phase2 TNT: One of the previously 

learned contexts appeared with either an “X” (“NoThink” instruction) or a “+” (“Think” 

instruction) in the center of the context. If shown a “+”, the participant tried to immediately 

retrieve the object associated with that context. If shown an “X”, the participant tried to 

immediately prevent the associated object from coming to mind. The memory cue (i.e. the 

colored context) and the Think(+)/NoThink (X) cue remained on the screen for two seconds. The 

participant then saw one of two screens: the context with six objects (Search Screen) or the 

context with 6 question marks (Intrusion Rating Screen). If shown the Search Screen, 

participants reported whether or not the associated object was present, “yes” or “no”. If shown 

the intrusion rating screen, participants reported whether or not the object came to mind (0= “not 

at all”, 1= “kind of”, 2= “definitely”). To test whether repeated efforts to block retrieval affects 

future retrieval attempts, 50% of the NoThink context trials were actually paired with a retrieval 

cue (+), which prompted participants to try to retrieve the associated object. A Search Screen 

with 6 objects then appeared and the participants reported whether or not the associated object 

was present. Each Think and NoThink context was displayed a total of 160 times during Phase2 

with 80 intrusion rating trials and 80 search screen trials per context. The two Baseline contexts 

always occurred with a retrieval cue (+) followed by a search screen. Importantly, however, there 

were only 80 trials per Baseline context to match the number of retrieval trials presented with the 

NoThink contexts (see Figure 2.1 for task design). 
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Figure 2.1. A) Participants learned 6 object-context associations. Two of these contexts became “Think” contexts, 
two became “NoThink”, and two became “Baseline” contexts in Phase2.  B) In Phase2 participants were given a 
memory cue (i.e. one of the colored contexts) and were prompted to “think” (+) or “not think” (X) of the associate. 
After a Think cue, participants were shown one of two screens: a search test screen or an intrusion rating screen 
where they indicated if the associate came to mind “not at all”, “kind of”, or “definitely”. Trials with a NoThink cue 
(X) were always followed by an intrusion rating. A proportion of NoThink context trials (50%) were presented with 
a retrieval cue (+), prompting the participant to try to retrieve the associate. Participants then responded to a search 
array. Baseline contexts were always presented with a retrieval cue (+) but were only presented 80 times each to 
match the number of NoThink context trials that were paired with a retrieval cue. 
 
EEG Recording and Preprocessing 

 We recorded scalp EEG using a 64 electrode ActiveTwo system with an electrode 

montage in accordance with the 5% 10/20 system (Biosemi Instrumentation, The Netherlands). 

Additional electrodes were placed bilaterally on the mastoids, the canthi and below and above 

each eye. Data were sampled at 1024Hz and on-line referenced to the BioSemi CMS-DRL 

reference. We kept all offsets from the reference below 25 µV. 

The EEG data were preprocessed using custom MATLAB scripts and EEGLAB 14_1_1b 

(Delorme & Makeig, 2004). During preprocessing, we filtered the data using a .1hz high-pass 

and  80hz low-pass Butterworth filter (3rd order). We re-referenced the data to the average 

mastoids and then identified any channels with excessive noise via visual inspection. We used 

interpolation to mitigate the effect of any channel identified as excessively noisy. Channel 
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interpolation was only required for one channel in one subject. Next, we segmented the 

continuous EEG data into epochs from 2000ms prior to the context memory cue to 5000ms after 

context onset. We then conducted independent component analysis to remove prominent eye 

artifacts (Makeig, Bell, Jung, & Sejnowski, 1996) and we used threshold rejection and visual 

inspection to remove any trials with excessive residual artifact (due to muscle tension, sweat 

etc.). The artifact rejection procedure resulted in the removal of 19.36% +/-  8.74% SD of trials 

across the 20 participants.  

NSW pre- intrusion rating 

We first selected all of the trials that preceded an intrusion rating screen. In this subset of 

trials, NoThink contexts were always paired with the NoThink instruction (i.e. an “X” in the 

center of the screen) while Think contexts were always paired with a retrieval cue (“+”). We 

sorted trials into their respective condition, Think or NoThink contexts. We then computed the 

average NSW amplitude at electrodes Fz and Cpz during the 400-900ms period after memory 

cue onset for each condition. Although the scalp distribution for the NSW has been shown to 

vary according to the type of memory information, object-related memories typically focus over 

mid-frontal sites (Mecklinger & Pfeifer, 1996). Further, Hellerstedt et al. (2016) reported the 

greatest NoThink vs. Think effect on NSW at electrode Fz. We included Cpz in the analysis 

because prior work using a very similar object-context task reported more posterior effects on 

NSW amplitude (Itthipuripat & Woodman, 2018). The 400-900ms time window was also 

selected according to these studies (Hellerstedt et al., 2016; Itthipuripat & Woodman, 2018). We 

conducted a paired t-test for each electrode to test for changes in NSW amplitude across 

conditions (Think, NoThink). We expected a reduction in NSW amplitude for NoThink trials 

compared to Think trials.  
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NSW pre- search 

We next selected all of the trials that preceded a Search Screen. The procedure for 

computing NSW amplitude on search trials was identical to the above “pre-intrusion rating” 

analysis except that we now included three conditions: Think contexts, NoThink contexts (now 

shown with a “+” retrieval cue), and Baseline contexts (contexts always shown with a “+” 

retrieval cue but with the same trial count as the NoThink contexts shown with a retrieval cue). 

We then used a one-way repeated measures ANOVA to test for an effect of condition on NSW 

amplitude. We performed this analysis for both electrodes. If repeated suppression attempts 

affects future retrieval efforts, we again expected a reduction in NSW amplitude for NoThink 

contexts despite the cue to retrieve.  

NSW amplitude vs. behavior  

Lastly, we examined the relationship between NSW amplitude and each participant’s 

frequency of reported intrusions for NoThink trials. We expected that people who reported fewer 

NoThink intrusions would have a smaller NSW amplitude for NoThink trials, reflecting less 

information retrieved into working memory. We conducted a Pearson’s correlation to examine 

the relationship between each participant’s average NSW amplitude for NoThink contexts that 

preceded an intrusion rating (i.e. when trying to prevent retrieval) with the percentage of reported 

intrusions for NoThink trials. We computed this correlation for both electrode sites. 

Behavioral Analysis 

Phase1 Learning  

We first examined memory performance for each context-object pair in Phase1. This 

analysis provided a sanity check and was important for demonstrating that there were roughly 

equivalent learning rates for each object-context pair prior to Phase2. We calculated the average 
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hit rate (i.e. the probability of correctly responding “yes” when the associate was present in the 

search array) and the average false alarm rate (i.e. incorrectly responding “yes” when the 

associate was absent). We conducted two repeated measure ANOVAs to test whether there was 

1) a difference in the average hit rate and 2) a difference in the false alarm rate for each object-

context pair during Phase1.  

Phase2 

Intrusion Ratings. Consistent with prior work, we predicted a decline in reported 

intrusions for NoThink trials as the task endured. Specifically, we examined the change in 

reported intrusions across the 10 blocks. We ran a two-way repeated measures ANOVA with 

block (1-10) and condition (Think, NoThink) as the factors and percentage of reported intrusions 

as the dependent measure. In accordance with prior work, ratings were coded as an intrusion 

whenever participants reported that the associate either “kind of” or “definitely” came to mind.  

Search Performance. Our task included a proportion (50%) of trials in which a NoThink 

context was paired with a retrieval cue and followed by a search array. We aimed to test whether 

repeated efforts to suppress retrieval affected later efforts to retrieve the previously “inhibited” 

memory. We conducted three one-way repeated measures ANOVAs to examine whether 

memory performance suffered during retrieval attempts for NoThink contexts paired with a 

retrieval cue compared to Think and Baseline contexts. These ANOVAs tested for changes in 1) 

the rate of false alarms, 2) the rate of correct hits, and 3) the speed of responding to a hit in the 

search array (i.e. the response time).   

Results 

Behavior 

Phase1:  
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Search Performance. There was no effect of object-context pair for either the 

probability of hits, F(5,95)= 0.226, p=.950 nor the probability of false alarms F(5,95)= 2.24, 

p=.057 during Phase1 learning. This result demonstrates that there was no initial difference in 

memory accuracy for each object-context pair prior to advancing to the Phase2 Think/NoThink 

manipulation.  

Phase2:  

Intrusion Ratings. We expected participants to report fewer intrusions for NoThink 

trials compared to Think. We also predicted that, consistent with prior work, participants would 

report fewer intrusions for NoThink trials across the duration of the task.  We found a main 

effect of Block F(9,171)=2.59, p=.038, a main effect of Condition F(1,19)=47.45, p<.001, and a 

Condition x Block interaction F(9,171)=3.42, p<.001 for the frequency of reported intrusions 

(Figure 2.2A). The main effect of Condition showed that people reported fewer overall intrusions 

for NoThink trials compared to Think. Further, these findings replicate prior reports of a 

decrease in reported intrusions for NoThink trials across the duration of the task. In contrast to 

past work, however, we did also observe a slight reduction in reported intrusions for Think trials 

later in the task, as indicated by the main effect of Block. Importantly, however, the decline was 

greater for NoThink compared to Think trials. This was confirmed by conducting a paired t-test 

that compared the change in reported intrusions for Think (Block10-Block1, mean delta=-2.50, 

sd=19.81) versus the change in reported intrusions for NoThink (Block10-Block1, mean delta=-

17.5, sd= 27.92), t(19)=3.54, p=.002. This pattern of intrusion ratings is consistent with prior 

reports and suggests that participants were performing our novel version of the TNT task in a 

similar manner to previous studies.  
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Search Performance. Our secondary hypothesis was that prior suppression episodes 

might impair later attempts to retrieve NoThink associates. We examined performance on search 

screens (i.e. trials in which all contexts were presented with a “+” retrieval cue) to test whether 

participants were less accurate or slower to identify memory hits when retrieving an associate 

that had been previously paired with a NoThink instruction.  There was a main effect of 

condition on hit rate during Phase2 search trials, F(2,19)=3.485, p=0.041. We conducted three 

paired samples t-tests to examine how hit accuracy changed across conditions, with a 

Bonferroni-adjusted alpha level of 0.17 (.05/3). Participants had fewer correct hits on NoThink 

trials compared to Baseline, t(19)=3.2781, p=.004. Although the pattern of data suggests a 

similar reduction in accuracy for NoThink contexts compared to Think contexts, the effect was 

not significant, t(19)=1.537, p=.141. There was also no significant difference between Think and 

Baseline contexts, t(19)=0.907, p=.376 (Figure 2.2B). A similar pattern emerged when we 

examined the speed of responding to successful “hit” search trials (i.e. speed of correctly 

identifying the presence of the associated object). Again, there was a main effect of condition, 

F(2,19)= 4.996, p=.012. Participants were slower to correctly respond to the associated object for 

NoThink contexts compared to Baseline contexts, t(19)=-3.6885, p=.002. Again, NoThink 

contexts appeared to be slower compared to Think contexts but the effect did not reach 

significance, t(19)=-1.870, p=.077. There was again no significant difference between response 

times for Baseline and Think contexts t(19)=-1.284, p=.215 (Figure 2.2C). There was also no 

effect of condition on false alarm rate, F(2,19)=1.569, p=0.221.Together, these results show a 

slight  decline in accuracy and a slowing of responses for contexts that were previously presented 

with a NoThink instruction. The effect, however, was only reliable when comparing NoThink 

and Baseline contexts. 
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Figure 2.2. A) Consistent with prior studies, participants reported fewer intrusions for NoThink trials later in the 
task. B) The probability of a successful hit during Phase2 search arrays (i.e. accurately reporting “yes” when the 
associated object was present) varied across conditions. Post-hoc t-tests, revealed a decrease in accuracy for 
NoThink contexts compared to Baseline. The decrease in accuracy for NoThink vs. Think contexts, however, did 
not reach significance. C) The speed of correctly identifying a hit also varied across conditions. Participants were 
slower to identify a hit for NoThink contexts compared to Baseline contexts. A similar pattern was observed for the 
NoThink vs. Think comparison but it, again, did not reach significance.  
 
NSW amplitude 

NSW pre- intrusion rating:  

We first tested for modulations of NSW amplitude prior to intrusion ratings, when 

NoThink contexts were paired with a NoThink instruction and Think contexts were paired with a 

Think instruction. Thus, this comparison reflects the standard comparison of interest between 

when individuals are actively attempting to retrieve an associate versus intending to prevent 

retrieval. We predicted a reduction in NSW amplitude for NoThink trials, presumably reflecting 

less information retrieved into working memory as participants sought to prevent retrieval. 

Consistent with this hypothesis, both paired t-tests (for electrode Fz and electrode Cpz) revealed 

a reduction in NSW amplitude for NoThink trials compared to Think trials, t(19)=-4.253, p<.001 

for electrode Fz (Figure 2.3A)  and t(19)=-7.43, p<.001 for electrode Cpz (Figure 2.3C).  

NSW pre- search:  

Our secondary hypothesis was that previously “suppressing” retrieval of an associate 

would hinder later efforts to retrieve the item and that this would be reflected in the NSW 
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amplitude. To test this, we examined NSW amplitude on the trials that preceded a search screen. 

For this set of trials, all context types (NoThink, Think and Baseline) were paired with a retrieval 

cue (+). We expected a reduction in NSW amplitude for NoThink contexts (i.e. a context that 

had been previously paired with a NoThink instruction) even as participants were prompted to 

now retrieve. Contrary to this hypothesis, however, we did not find a reliable effect of Condition 

on NSW amplitude for trials preceding search screens, F(2,38)=1.69, p=.197 for electrode Fz 

(Figure 2.3B) and F(2,38)=0.899, p=.415 for electrode Cpz (Figure 2.3D). To assess support for 

the null hypothesis we also computed bayes statistics for the Think versus NoThink comparison 

at both electrodes. We found anecdotal evidence in support of the null hypothesis at both 

electrodes, B10=0.795 for electrode Cpz and B10 =0.274 at electrode Fz (Kass & Raftery, 1995).  

 

 

Figure 2.3. A) NSW amplitude at electrode Fz was significantly reduced during efforts to prevent retrieval 
(NoThink) vs. retrieve (Think), suggesting that participants were largely successful in excluding the NoThink 
associate from working memory. B) We did not find a significant reduction in NSW amplitude at electrode Fz when 
NoThink contexts were paired with a retrieval cue. C) Electrode Cpz also showed a reduced NSW amplitude for 
NoThink trials compared to Think trials. D) Electrode Cpz showed no effect on NSW amplitude across conditions 
for trials that preceded a search screen and when participants were instructed to retrieve for NoThink contexts. 
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Relationship between NoThink NSW amplitude and Reported Intrusions:  

We observed a negative correlation between participants’ percentage of reported 

intrusions for NoThink trials and the pre-intrusion NSW amplitude for NoThink trials from 

electrode Fz, R=-0.455, p=0.044 (Figure 2.4A). Specifically, participants who reported more 

intrusions showed a large NSW amplitude which may reflect more information coming to mind. 

There was no significant relationship for NSW amplitude at electrode Cpz and reported 

intrusions, R=-0.104, p=0.663. Together these data suggest that the NSW amplitude recorded at 

electrode Fz is more relevant to NoThink performance (Figure 2.4). 

 

Figure 2.4. A) Participants who reported more NoThink intrusions had larger average NSW amplitudes at electrode 
Fz on NoThink trials.  

Discussion 

We measured NSW amplitude as participants attempted to either retrieve or prevent the 

retrieval of a cued memory. As predicted, we found a reduction in NSW amplitude for NoThink 

trials compared to Think trials. We interpret this as evidence that participants were largely 

successful in preventing the associate from coming to mind when instructed to cancel retrieval. 

Additionally, participants who reported greater success in preventing retrieval (i.e. fewer 

NoThink intrusions), had a smaller NSW amplitude measured from a frontal electrode site. We 

did not, however, observe a reduction in NSW amplitude when participants were prompted to try 

to retrieve in a NoThink context. Together these results provide objective evidence that 
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individuals can voluntarily prevent retrieval of an associated memory yet still maintain access to 

the memory if later required to retrieve it.  

Our key finding was that NSW amplitude was reduced when participants sought to 

prevent retrieval. We demonstrate this result in a novel version of the TNT task using context-

object pairs rather than arbitrary word pairs. Assuming NSW tracks the amount of information in 

working memory, the reduction in amplitude may reflect less retrieved information. Further, 

because NSW amplitude has been shown to scale with the quantity of information, the reduction 

in NSW amplitude for NoThink trials is consistent with the inhibition account. Alternative 

strategies for avoiding the NoThink associate, including thought substitution, would likely yield 

the same amount or an even greater quantity of items in working memory compared to Think 

trials (Benoit & Anderson, 2012). Additionally, NSW amplitude was smaller during NoThink 

trials for participants who reported fewer intrusions. This result suggests that NSW amplitude 

may specifically relate to the amount of information that we consciously retrieve and our 

mnemonic awareness.  

Our secondary hypothesis was that repeated efforts to prevent retrieval would interfere 

with future retrieval attempts. This prediction was based on prior reports that use the standard 

TNT task and show a decline in final recall for NoThink items, an observation termed 

“suppression induced forgetting” (e.g., Benoit & Anderson, 2012; Bergström et al., 2009b; 

Castiglione et al., 2019; Brendan E Depue et al., 2007; Detre et al., 2013; Levy & Anderson, 

2012). As the name implies, suppression induced forgetting is thought to result from repeated 

suppression episodes that erode the memory trace and impede later access (Anderson & Green, 

2001). Contrary to our hypothesis, we did not find a reliable effect on NSW amplitude when 

participants were given a NoThink memory context and were instructed to actively retrieve the 
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associate. Behavioral metrics of memory accuracy, however, did show subtle effects. 

Specifically, participants were less accurate and slower to respond to hit trials for NoThink 

contexts that were paired with a retrieval cue compared to Baseline contexts. Although, the 

pattern of data was similar (i.e. reduced accuracy and slower response times) for NoThink 

retrieval trials compared to Think trials, these behavioral effects were not significant. Thus, our 

data suggest that despite subtle effects on behavioral metrics of retrieval, participants maintain 

access to NoThink associates and are largely successful in retrieving these items when prompted 

to do so. The current study, however, is the first to our knowledge to examine retrieval for 

NoThink items during the Think/NoThink phase itself. We speculate that inserting retrieval 

prompts for NoThink items may have counteracted the standard effect on memory. This result 

may have important implications as it suggests that repeated and consistent efforts to inhibit 

retrieval may be necessary to induce long-lasting changes on intrusive memories.  

One limitation of the NSW approach is that the ERP is thought to track the amount of 

information in working memory rather than the specific content. Due to the lack of memory-

specific information, we are unable to entirely rule out other more task-general processes that 

could also contribute to changes in the NSW amplitude (e.g. increased task difficulty for 

NoThink trials). We aim to address this shortcoming in the subsequent chapter.   

 Overall, these data support theories of executive control over retrieval with evidence of 

reduced intruding information during NoThink trials in an entirely novel version of the TNT 

task. This study highlights the need for a more objective method for measuring intrusions and 

identifies the NSW as a useful tool for probing theories of executive control over long term 

memory retrieval.  
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Chapter 2, in full, is currently being prepared for submission for the publication of the 

material. Sundby Kelsey; Itthipuripat, Sirawaj; Aron, Adam. The dissertation author was the 

primary investigator and author of this paper.  
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Chapter 3: 

 

Using multivariate methods to track memory retrieval in a Think/NoThink Task 
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Abstract 

 Items in our environment often elicit the retrieval of associated memories. This retrieved 

information can confer behavioral benefits by guiding our actions and drawing our attention to 

features that proved important in the past. On the other hand, cues can also bring to mind 

unwanted memories. A growing body of literature suggests that individuals are able to 

voluntarily cancel retrieval via a right prefrontal frontal (PFC) network. According to the direct 

suppression account, the right PFC actively inhibits the retrieval process and thereby erodes the 

associate memory. The extant data, however, lack objective evidence that the memory 

representation itself is modulated during retrieval. The current study seeks to develop methods 

that can both objectively and continuously track memory reactivation during efforts to suppress 

retrieval. In Chapter 2 we observed a marked reduction in the the negative slow wave potential 

(NSW), an event related potential that tracks the amount of information in working memory, as 

participants sought to prevent retrieval (NoThink). NSW amplitude, however, does not provide 

information about the specific content retrieved into working memory, making it challenging to 

rule out alternative explanations for the NoThink effect. We now apply an EEG-based decoding 

approach to more accurately determine whether the specific prohibited memory intrudes during 

NoThink efforts. These data reveal reliable decoding of the associate memory during both Think 

and NoThink trials, suggesting that information may frequently intrude despite efforts to prevent 

retrieval. Importantly, however, we observed a later reduction in decoding accuracy for the 

NoThink memory representations relative to Think. This suggests that memory content may still 

be susceptible to control even once retrieval has begun. This study demonstrates the utility of 

multivariate decoding methods as a novel approach to objectively and continuously monitoring 
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the retrieval of memories during Think/NoThink tasks, and thus, provides a critical tool for 

testing theories of executive control over cued retrieval.  

Introduction 

We rely on on our past experiences to point us to relevant information and to guide our 

behavior. Reminders of the past, however, can become detrimental when they elicit unwelcomed 

memories. Research suggests that individuals can voluntarily “stop” cued retrieval via a right 

prefrontal network (PFC) (Brendan E Depue et al., 2016; Guo et al., 2018). There is currently, 

however, little direct evidence that recruitment of the right PFC prevents or suppresses the 

reactivation of a memory trace. The current evidence for retrieval suppression relies largely on 

self report and later deficits in memory that are thought to be the consequence of suppressing 

retrieval (Anderson & Bell, 2001; Levy & Anderson, 2012). These behavioral data are linked to 

both increased activation of the right PFC network and reduced activity in the downstream 

hippocampus (Anderson et al., 2004; Benoit & Anderson, 2012; Benoit et al., 2015; Gagnepain 

et al., 2014; Schmitz et al., 2017). None of these data, however, provide an objective measure of 

the memory information itself as individuals are trying to prevent retrieval. An objective measure 

of the memory representation is important for both validating claims of active inhibition and for 

resolving ongoing debates as to whether the right PFC exerts control proactively, in response to 

the cue (Castiglione et al., 2019), or reactively, in response to an intruding memory (Castiglione 

& Aron, 2021; Levy & Anderson, 2012). The current study addresses this limitation by adopting 

methods that use neural actively to better track the reactivation of a memory across the retrieval 

window and as participants seek to suppress.  

In Chapter 2, we used the negative slow wave potential (NSW), to track the amount of 

information entering working memory during a Think/NoThink (TNT) task. The standard TNT 
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task instructs participants to either retrieve (Think) or prevent retrieval (NoThink) of a cued 

memory (see General Introduction Chapter for a detailed description) (Anderson & Bell, 2001; 

Levy & Anderson, 2012). We observed a reduction in NSW amplitude for NoThink trials which 

may reflect less information retrieved into working memory. NSW amplitude, however, does not 

provide a specific metric of memory content, making it challenging to rule out other potential 

explanations for the observed effect. The current study expands on Chapter 2 by using a 

multivariate approach to more accurately determine whether the specific prohibited memory 

intrudes during NoThink efforts.  

Multivariate methods have been used to track a range of information but several methods 

have proven particularly successful in tracking spatial information (e.g., Bae & Luck, 2018; 

Foster, Sutterer, Serences, Vogel, & Awh, 2017; Sutterer, Foster, Serences, Vogel, & Awh, 

2019). Thus, we designed a novel object-location version of the TNT task and used a support 

vector machine (SVM) decoding approach. We applied this method to scalp EEG to monitor the 

emergence of retrieved memories reflected in neural activity. We first expected SVM decoding 

to reliably track retrieval during a learning Phase in which participants were prompted to retrieve 

on every trial. This result would simply help to validate our application of the SVM methods by 

replicating prior work (Bae & Luck, 2018). Our core prediction, however, focused on the 

Think/NoThink phase. We predicted that SVM decoding would succeed in tracking Think 

memories, i.e. when trying to retrieve, yet fail to reliably track NoThink memories, i.e.  when 

participants sought to prevent retrieval. By applying SVM decoding to each timepoint, this 

method also provides a continuous metric of the memory representation across the retrieval 

window and may yield unique insight into when memory information intrudes and/or is 

successfully modulated. 
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Methods 

Participants 

We collected data for 26 participants. Five participants were excluded due to excessive 

artifact in the EEG data (i.e. >60% trials rejected due to artifact) and one participant was 

excluded due to abnormally poor task performance10. One additional participant withdrew before 

completing the visit. Thus, 19 participants were included in the final analysis (mean age=20.21, 

SD=2.57; right handed; 16 female). Participants received $20/hour for their time. All participants 

provided written informed consent according to a protocol approved by the University of 

California San Diego (UCSD).  

Object-Location Think/NoThink Task 

We developed a novel object-location version of the Think/NoThink task to use with the 

SVM analysis technique (Figure 3.1). This task was adapted from Sutterer et al. (2019). The task 

consisted of two phases: a two-part learning phase and the Think/NoThink phase. Phase1 Part1: 

Phase1 was split into two parts. Part1 consisted of a brief learning period to ensure that 

participants had acquired some degree of learning prior to collecting the scalp EEG data that 

would be used for training the SVMs. Each trial began with an object presented in a specific 

location on the computer screen. Participants viewed the object-location display for 1000ms and 

were instructed to try to remember the association between the presented object and its 

designated location. The memory cue (i.e. the object) then disappeared as participants sought to 

maintain their memory for the association. After a 1250ms memory delay, the memory cue 

reappeared in the center of the screen and participants had to click the remembered location on a 

response circle. After responding, participants received feedback with the object displayed in the 

correct location and their response error for that trial. The response error reflected the difference 
																																																								
10 Specifically, this participant failed to respond to trials prior to the response deadline on every trial excluding one. 
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between the participant’s response and the correct location ranging from -180 (a 

counterclockwise error) to 180 degrees (a clockwise error). Participants learned a total of 12 

object-location pairs and each pair was presented 5 times during Part1of learning, resulting in a 

total of 60 trials. Phase1 Part2 (EEG training dataset): During Part2 of learning, one of the 

previously learned objects appeared in the center of the screen as the memory cue and remained 

on screen for 2000ms. We instructed participants to try to immediately retrieve and think of the 

associated location for the duration of the memory cue. We used the scalp EEG data collected 

during this 2000ms retrieval window to train the SVM model (described in more detail below). 

After the retrieval period, a response circle appeared prompting participants to click the 

remembered location (unspeeded response). Participants again received feedback with the object 

displayed in the correct location and their response error. Part2 of learning included 600 total 

trials (50 trials per memory cue) divided into three blocks with 200 trials per block. We 

encouraged participants to briefly rest between blocks. Phase2 Think/NoThink (EEG testing 

dataset): Phase 2 introduced the Think/NoThink manipulation. Eight of the 12 pairs were 

assigned to the Think and NoThink conditions (i.e. 4 per condition). The remaining 4 “Baseline” 

pairs did not reappear in the task but allowed greater coverage of the response circle and 

prevented the memory task from being too easy. On each trial, one of the Think/NoThink objects 

appeared in the center of the screen as the memory cue. A green memory cue served as a 

“Think” cue and prompted participants to immediately retrieve the associated location from long 

term memory (LTM). Alternatively, a red memory cue indicated that the participant must try to 

not think of the associated location. The memory cue remained on the screen for 2000ms. After 

Think trials, participants saw one of two screens: 1) a test screen with a response circle that 

prompted them to click the associated location or 2) an intrusion rating screen where they 
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indicated if the location came to mind “never”, “briefly”, or “often”. Participants were informed 

that there was a time limit for their response on the test screen and that responding quickly was 

important. We included this instruction to encourage participants to quickly retrieve the 

remembered location immediately upon seeing the memory cue. The screen advanced if 

participants failed to respond within 2000ms. After NoThink trials, participants again saw one of 

two screens: 1) a speeded (2000ms for response) visual perception test in which they clicked a 

dot that appeared randomly on the response circle or 2) an intrusion rating screen where they 

indicated if the associated location came to mind “never”, “briefly”, or “often”. The visual 

perception test was designed to match the behavior required from the test screen on Think trials 

without ever requesting that participants respond with the true associated NoThink location. We 

never tested participants for the associated location on NoThink trials because this may have 

increased the likelihood that some participants would ignore the NoThink instruction in 

anticipation of a potential test. Phase2 included 640 total trials divided into 4 blocks (160 trials 

per block) with each of the 8 memory cues appearing a total of 80 times. Participants responded 

to intrusion ratings on 75% of the trials for each condition (240 intrusion rating trials per 

Think/NoThink condition, 60 per memory cue) and responded to the memory/perception test 

screen on the remaining 25% of the trials in each condition (80 test screen trials per 

Think/NoThink condition, 20 per memory cue). We used the EEG data collected as participants 

sought to either “Think” or “Not Think” of the associated locations as the testing dataset for the 

SVM analysis.  
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Figure 3.1 A) In Phase1Part1, prior to collecting EEG data to train the SVM models, participants completed a brief 
learning period in which they learned to associate objects with specific locations on the computer screen. B) In 
Phase1Part2, participants were shown one of the previously learned objects as a memory cue, and were instructed to 
try to retrieve the associated location. After the retrieval period, they clicked the remembered location on a response 
circle and received feedback. C) In Phase2 participants were given one of the previously learned objects either in 
green (Think) or in red (NoThink). If the memory cue appeared in green, the participant tried to immediately 
retrieve and think of the associated location. They were then shown one of two screens: 1) a test screen (25% of 
trials) for which they clicked the remembered location or 2) an intrusion rating screen (75% of trials) for which they 
reported whether or not the location came to mind never (0), briefly (1), or often (2). If the memory cue appeared in 
red, the participant instead tried to block retrieval of the associated location. After each NoThink trial, participants 
again saw one of two screens: 1) a speeded perception test (25% of trials) in which they had to click the location 
where a dot randomly appeared or 2) an intrusion rating screen (75% of trials). In our primary analysis, we used 
Phase1Part2 data to train the SVMs and Phase2 data to test the models. 
 

Stimuli 

We drew the memory cue objects from the Sutterer and Awh (2016) clip art library. We 

randomly assigned the selected objects to unique angular locations (0-360 degrees within 30 

degree steps) for each participant. Thus, every quadrant of the response circle had three assigned 

objects that were randomly assigned to one of the three conditions (Baseline, Think, NoThink).  
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EEG Acquisition and Preprocessing 

We recorded scalp EEG using a 64 electrode ActiveTwo system (BioSmei 

Instrumentation, Netherlands) with a sampling rate of 1024Hz. External electrodes were placed 

under and above each eye, on the bilateral mastoids and on each canthi. The data were on-line 

referenced to the BioSemi CMS-DRL reference and we kept all offsets below 25µV during 

recordings.  

We conducted all EEG analyses using Matlab2016b (The Math Works, United States) 

with the EEGLAB (Delorme & Makeig, 2004) and ERPLAB toolboxes (Lopez-Calderon & 

Luck, 2014). Data were first downsampled to 512Hz, referenced to the average mastoids and 

filtered (0.01-80hz). We identified channels with excessive noise via visual inspection and used 

interpolation to mitigate the effect of bad channels. The data were then epoched from -500 ms 

prior to the memory cue to 2000ms post memory cue. We then performed baseline correction 

with the 200ms preceding the memory cue (i.e. during fixation). The epoched data were sorted 

into bins for each spatial memory included in the analyses, resulting in eight bins. We then used 

the ERPlab function pop_artstep to identify epochs with artifact exceeding a threshold of 75 µV. 

These epochs were excluded from the subsequent analyses. Lastly, we performed independent 

component analysis and removed independent components reflecting eye artifacts (i.e. blinks and 

saccades).   

Analysis of Task Behavior 

Phase1 

We first computed each participant’s average response error for both Part1 and Part2 of 

Phase1 Learning. Participants learned a total of 12 object-location pairs with only one object 
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assigned to each 30degree segment of the response circle. Thus, an average response error 

<30degrees indicates that participants were within the appropriate segment of the circle.  

Phase2 

Intrusion Ratings. We calculated the frequency of reported intrusions for both Think 

and NoThink conditions. The frequency was calculated by dividing the number of trials with a 

reported intrusion in one condition (i.e. Think or NoThink) by the overall number of trials that 

had an intrusion rating screen for that condition. This value was then converted to a percentage 

by multiplying by 100. Consistent with prior work we coded both “briefly” and “often” as 

intrusions. We used a paired t-test to examine differences in reported intrusions for Think and 

NoThink conditions. We also calculated the frequency of reported intrusions for Think and 

NoThink trials in each Phase2 block to test for changes in reported intrusions across the duration 

of the task. We conducted a two way repeated measures ANOVA with condition (Think, 

NoThink) and Block (1 to 4) as the factors and percentage of reported intrusions as the 

dependent measure. Consistent with prior studies, we expected a decline in reported intrusions 

for NoThink trials across the duration of the task.  

Response Accuracy. We expected accurate responding on both types of test screens in 

Phase2 (memory and perception). We calculated each participant’s average response error on the 

memory tests that occurred on 25% of the Think trials. Again, we assumed that an average error 

of ~30degrees was indicative of successful retrieval. We next calculated average response error 

for the perception tests that occurred on 25% of NoThink trials. High accuracy (i.e. within a few 

degrees) on the perception test was important for demonstrating that participants remained 

vigilant and attentive on NoThink trials. 
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SVM Overview 

EEG-based decoding, also referred to as stimulus classification, uses patterns of neural 

activity to predict which stimulus or task condition produced the observed neural response. A 

model is first trained to distinguish between different stimulus classes according to differences in 

neural activity. The algorithm used to train the model can vary but the current study focuses on 

the use of support vector machines (see Appendix for inverted encoding model approach). 

Support vector machines (SVMs) are a supervised machine learning algorithm frequently used 

for classification problems. The method classifies data by estimating a hyperplane or decision 

boundary from a training dataset that maximizes the distance between the hyperplane and the 

nearest datapoint of each class. The model is then able to classify a novel datapoint (from a 

testing dataset) according to which side of the hyperplane the datapoint falls.  

In the case of TNT, we assume that if a memory can be accurately classified into its 

correct location bin based on neural data, this implies that memory information was retrieved and 

present in the neural signal. Our decoding approach was motivated by a recent study that used 

the distribution of phase-locked ERP voltages to decode precise spatial locations during a 

working memory task (Bae & Luck, 2018). We applied these methods to the object-location 

version of TNT to examine our ability to decode spatial memories from whole brain patterns of 

ERPs during Think trials and to test for reductions in decoding accuracy during NoThink trials. 

SVM Analysis  

Phase1 Training/Phase1 Testing 

We first applied the ERP decoding methods to only Phase1Part2 data (split into training 

and testing sets) to confirm that we could reliably decode retrieved spatial memories when 

participants were instructed to retrieve on every trial. The model was trained and tested using the 
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scalp distribution of phase-locked ERP voltage. The raw voltage was filtered (0.1-80hz) during 

preprocessing and thus, was not specific to any frequency band. The procedure, described below, 

closely followed the methods from Bae and Luck (2018) and was conducted with adapted 

versions of their analysis scripts.  

The analyses were conducted on the epoched data (-500 to 2000ms relative to the 

memory cue) and applied to each participant’s data separately. We first partitioned the Phase1 

data into three independent sets to be used as either training or testing data (see Trial 

Assignments for more details). The data were then resampled at 50Hz (i.e. ~1 data point per 

20ms) to improve computing efficiency. Thus, each dataset initially contained a 4-dimensional 

matrix for each participant with the dimensions of time (126 timepoints), spatial bin (8 unique 

remembered locations-i.e. those that were later assigned to be Think or NoThink), trials, and 

electrode site (64 electrodes). We then computed the average ERP for each of the 8 spatial bins 

at each electrode and at every timepoint in all three of the sets. Thus, after averaging, each of the 

3 datasets (per participant) contained one averaged ERP distribution (across the 64 electrodes) 

for each spatial bin and at every point in time (i.e. the dataset dimensions were 8 spatial bins x 64 

electrodes x 126 timepoints). 

We first trained the classifier using SVMs to define the decision boundaries between 

classes. Because SVMs are typically used for binary classification problems (i.e. discriminating 

between only two classes), we trained 8 separate SVMs to account for all 8 remembered 

locations. Using a “one vs. all” approach, each SVM learned to implement a binary classification 

that distinguished one of the 8 locations from the other 7 locations. This procedure was 

performed for every timepoint.  
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Next, during the testing stage, we used the 8 trained SVMs combined with error-

correcting output codes (ECOC) to classify each of the retrieved locations in the independent test 

dataset (Dietterich & Bakiri, 1994). ECOC models combine the results from multiple binary 

classifiers (e.g. multiple SVMs) to solve multiclass categorization problems. Specifically, unique 

8 bit codes were used to denote each class. The eight numbers reflect the targets for each of the 

eight trained SVMs (Dietterich & Bakiri, 1994).  For example, (1, 0, 0, 0, 0, 0, 0, 0, 0) and, (0, 1, 

0, 0, 0, 0, 0, 0, 0) represent class one and class two respectively. When given a new datapoint to 

classify, if all 8 SVMs accurately classify it, then the ECOC reports no error. However, if at least 

one of the classifiers fails, then the class with its code closest in hamming distance to the given 

output code (i.e. the closest match) will be assigned as the label. Thus, these 8 trained ECOC 

models were together used to predict the location label for each item in the test dataset. Using the 

MATLAB predict() function, a single spatial bin label was assigned to each observation in the 

testing dataset by minimizing the average binary loss over the 8 SVMs. We then computed the 

decoding accuracy by comparing the true spatial bin label (from the test dataset) with the 

predicted label. Decoding was deemed correct if the classifier correctly determined which of the 

8 locations was being retrieved from long term memory.  

Phase1 Training/Phase2 Testing 

Our primary aim was to test whether memory information was present (i.e. above chance 

decoding) when participants were instructed to retrieve on Think trials versus prevent retrieval 

on NoThink trials. To test this, we applied the ERP decoding methods to the Phase2 

Think/NoThink data. The procedure followed the exact steps described above except that we 

used Phase1 data for training and Phase2 data for testing (see below Trial Assignment).   

Trial Assignment 
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Phase1 Training/Phase1 Testing 

We first applied the SVM procedure to Phase1 data. As described above, the Phase1 data 

were divided into three datasets while ensuring that each set had an equal number of trials per 

spatial bin. Using a cross-validation procedure, we used two of the datasets to train the SVM 

classifier and the remaining dataset to test the classifier. We repeated this procedure three times 

such that each set served as the testing set once. We computed the average decoding performance 

across each test set at each timepoint. Chance performance was 12.5% (1/8). 

Phase1 Training/Phase2 Testing 

To examine decoding during the Phase2 Think/NoThink manipulation, we used the 

Phase1 data for training and the Phase2 data for testing. We first partitioned the Phase1 data into 

two independent training sets and the Phase2 data into two independent testing sets. The number 

of trials for each location bin and each condition were balanced across both training sets and 

across both testing sets. We used both training sets to train the models and then conducted the 

testing stage with each of the independent test datasets.  The decoding accuracies were then 

averaged across each test set and calculated separately for Think spatial bins and NoThink spatial 

bins. 

Resampling 

Phase1 Training/Phase1 Testing 

For the Phase1 only analysis, we iterated the entire SVM procedure, including random 

trial assignment, ten times to avoid spurious results driven by idiosyncrasies from trial 

assignment. We averaged decoding accuracy for each of the 8 spatial locations across the ten 

iterations. Thus, this produced a single estimate of each participant’s decoding accuracy for each 

spatial memory at each timepoint during retrieval in Phase1. We then averaged across the 8 
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spatial memories to achieve each participant’s average decoding accuracy for spatial memories at 

each timepoint during Phase1 retrieval. In line with methods by Bae and Luck (2018), we 

applied a five-point moving window (reflecting a +/- 40ms period) to smooth decoding 

accuracies across timepoints and reduce noise. Based on estimates from Bae and Luck (2018), 

we expect the final temporal precision from the full decoding pipeline to be ~50ms. 

Phase1 Training/Phase2 Testing 

For the Think/NoThink analysis, we again repeated the entire decoding procedure ten 

times with new random trial assignments for each of the training and testing datasets. We then 

averaged decoding accuracy for the four spatial bins in each condition (Think and NoThink) 

across each iteration. Thus, this produced single estimates of each participant’s decoding 

accuracy for either Think spatial memories or for NoThink spatial memories during retrieval in 

Phase2. We again applied a five-point moving window to smooth decoding accuracies across 

timepoints and mitigate noise.  

Decoding accuracy and statistics  

Phase1 Training/Phase1 Testing 

We first tested whether we could reliably decode retrieved spatial memories during 

Phase1 only, i.e. as participants sought to retrieve on every trial. Decoding accuracy should 

exceed chance levels (i.e. 1/8 with 8 spatial bins) if the retrieved spatial memory was accurately 

represented in the ERP scalp distribution during Phase1 Learning. We used a 3 step 

nonparametric cluster-based Monte Carlo simulation technique to statistically compare decoding 

accuracy to chance levels at each time point while controlling for multiple comparisons (Bae & 

Luck, 2018). We restricted our statistical analyses to a time window in which retrieval was 

expected to occur (500-2000ms post memory cue). We selected this time window according to 
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hippocampal data that estimates pattern completion to occur around 500ms post memory cue 

(Staresina & Wimber, 2019). 

Step1. We first used one-tailed one-sample t-tests at each timepoint to identify times at 

which the mean decoding accuracy, averaged across all participants, exceeded chance levels in 

the retrieval window. We then identified clusters of contiguous time points for which the single-

point t-tests were significant (p<.05). We summed the t-scores in each cluster to obtain a cluster-

level t-mass that was then compared against a cluster level t-mass calculated from a null 

distribution. This analysis assessed whether a cluster of contiguous significant t-values was 

larger than a mass that would occur by chance alone. The procedure for producing the null 

distribution is described below in step2. 

Step2. We produced the Monte Carlo null distribution and calculated cluster level t-mass 

values from the null. The null distribution was created by simulating the decoding accuracy 

when the decoder randomly guessed the retrieved spatial location while naïve to the true 

location. Specifically, on each simulated trial, we randomly sampled an integer from 1 to 8 to 

serve as the decoder prediction label for a given target. The prediction was deemed correct if it 

matched the target value. Consistent with the procedure run on the true data, we repeated this 

routine 240 times (8 locations x 3 cross-validations x 10 iterations) and then averaged across the 

240 repetitions to obtain the mean simulated decoding accuracy for each time point. Using the 

same procedure applied to the true data, the simulated decoding accuracies were then smoothed 

with a five-point running average filter. Step 2 was repeated 19 times to reflect each of the 19 

participants. We then calculated the cluster-level t-mass from these simulated data using the 

same procedure that was applied in Step1 (i.e. focusing on the window of retrieval 500-2000ms 
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post cue). In cases with more than one significant cluster, we selected the t-mass from the largest 

cluster.  

Step3. We produced a null distribution for the cluster mass. Specifically, we simulated 

10,000 experiments (i.e. 10,000 iterations of step2) in which the decoder randomly guessed the 

retrieved location. We then created a distribution with the maximum t-mass value from each of 

the 10,000 iterations. We next calculated the p-value of each cluster in the true data by testing 

where each observed t-mass from the true data fell within the simulated null distribution. We 

considered the observed cluster-level t-mass to be significant if it fell above the top 95% of the 

null distribution.  

Phase1 Training/Phase2 Testing 

Our primary hypothesis what that we would be able to reliably decode spatial memories 

for Think trials and that decoding accuracy would be reduced during NoThink trials. To test this, 

we applied the same statistical procedure as we described above to the decoding accuracies that 

we obtained when we trained the model with Phase1 data and tested the model with the Phase2 

Think/NoThink data. The cluster-based Monte Carlo simulation technique (described above) was 

used to identify time points with above chance decoding for the Think and for the NoThink 

conditions separately. To compare the two conditions and to identify the timepoints at which 

Think and NoThink differed, we used a non-parametric bootstrap method (with 5000 iterations), 

followed by FDR to correct for multiple comparisons. 

SVM Predictions 

Phase1 Training/ Phase1 Testing 

We first performed the decoding analysis on only the Phase1 data (split into separate 

training and testing datasets). We expected above-chance decoding of the retrieved spatial 
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memories during Phase1. We also expected participants with higher decoding accuracy to 

perform better on the memory tests given after each trial. 

Phase1 Training/Phase2 Testing 

Our primary analysis examined decoding accuracy for Phase2 Think/NoThink. We 

expected reliable decoding for Think trials and reduced decoding accuracy for NoThink trials as 

participants sought to prevent retrieval. 

Results 

Behavior  

Phase1 

The group average for response error was within 30degrees of the correct location for 

both Part1 and Part2 of Phase1 learning. This demonstrates adequate learning of the object-

location pairs prior to advancing to Phase2 (Part1 mean error=4.947, SD=1.369; Part2 mean 

error=13.732, SD=8.615) (Figure 3.2A). 

Phase2 

Intrusion Ratings. Participants reported more intrusions on average for Think trials 

compared to NoThink trials, t(18)=8.632, p<.001. A repeated measures ANOVA with Condition 

(Think, NoThink) and Block(1 to 4) as factors also revealed changes in reported intrusions as the 

task progressed. There was a main effect of Block (F(3,54)=9.622, p<.001),  a main effect of 

Condition (F(1,18)=73.38, p<.001), and a Condition x Block interaction (F(3,54)=14.33, <.001). 

Thus, consistent with the prior NSW study, we observed a decline in reported intrusions from 

Block1 for both conditions. Importantly, however, we again found that the decline in reported 

intrusions was significantly greater for the NoThink condition. This was confirmed by a paired t-

test that compared the change in reported intrusions for Think (Block4-Block1, mean delta=-
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0.439) versus the change in reported intrusions for NoThink (mean delta=-18.772), t(18)= 4.792, 

p<.001 (Figure 3.2C). 

Response Accuracy. The group average for response error was within 30degrees of the 

correct location on the post Think test screens that occurred on 25% of the Think trials (mean 

response error=10.962, SD=7.891). Participants were also accurate on the perception tests that 

occurred after 25% of NoThink Trials (mean response error= 2.470, SD=2.267) (Figure 3.2B).  

 

Figure 3.2. A) Participants showed accurate retrieval of spatial memories during both parts of Phase1 Learning. B) 
Participants remained accurate in responding to test screens that occurred after a proportion of Think trials. 
Participants were also very accurate on the perception tests that occurred after a proportion of the NoThink trials, 
helping to confirm that participants remained vigilant and attentive on NoThink trials. C) Consistent with prior 
work, we observed a reduction in the frequency of reported intrusions for NoThink trials across the task duration.  
 
SVM Phase1 Training/Phase1 Testing 

To validate that we could use the SVM approach to decode the retrieval of spatial 

memories, we first applied the decoding regime to only the Phase1 data (split into training and 

testing sets) during which participants sought to retrieve on every trial. We found above chance 

decoding in the window 700ms –1980ms post memory cue (Figure 3.3A). We also observed a 

negative correlation between response accuracy in Phase1 (i.e. average degrees off from the 

correct location) and decoding accuracy across participants. Specifically, participants with better 

behavioral accuracy had higher EEG decoding accuracy of the retrieved location, R=-0.473, 

p=.041 (Figure 3.3D). This correlation helps to validate that the quality of decoding from the 

neural representation relates to behavioral measures of memory accuracy. 
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SVM Phase1 Training/Phase2 Testing  

Our primary analysis applied the decoding methods to Phase2 data to test whether 

decoding accuracy was reduced during NoThink trials when participants sought to prevent 

retrieval. We found above-chance decoding for both Think and NoThink trials in the window 

700ms –1920ms post memory cue. We also observed a later reduction in NoThink decoding 

relative to Think from 1060ms-1140ms post memory cue (Figure 3.3B). 

 

Figure 3.3. A) We could reliably decode retrieved spatial memories in Phase1 data, when participants retrieved on 
every trial (significant period 700ms –1980ms post memory cue, indicated by blue dotted bar). B) There was above-
chance decoding for both Think and NoThink spatial memories (significant period 700-1920ms post memory cue, 
indicated by green (Think) and red (NoThink) dotted bars) during Phase2. Later during retrieval, decoding was 
reduced for NoThink memories relative to Think (significant period 1060-1140ms post memory cue, indicated by 
black dotted bar). C) Scalp topography of ERPs for each remembered location in the Phase1 training set, averaged 
across 700-2000ms post memory cue. The decoding analyses included only the 8 object-location pairs (from the 12 
learned) for each participant that were subsequently assigned to Think or NoThink conditions in Phase2. This 
topography appears to show a negative voltage over anterior sites which may relate to the NSW ERP measured in 
Chapter 2. D) Participants with better neural decoding also performed better on the memory tests in Phase1. 
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Post-hoc Analysis 

Decoding vs. self-reported intrusions 

 Consistent with prior work, we observed a reduction in self-reported NoThink intrusions 

across the duration of the task (Figure 3.2C). We next conducted an exploratory analysis to test 

whether decoding accuracy showed a similar pattern. Specifically, we predicted that decoding in 

the second half of the task (blocks 3-4) would be reduced for NoThink memories compared to 

the first half of the task (blocks 1-2). Current theories contend that the decline in self-reported 

intrusions is the consequence of executive control (Levy & Anderson, 2012). Thus, we did not 

expect decoding accuracy to decline later in the task for the Think condition. Indeed, we found 

that the reduction in NoThink decoding accuracy was amplified in the second half of the task 

(i.e. the last two blocks) versus the first half (Figure 3.4A). There was no difference between task 

halves in the Think condition (Figure 3.4B).  This result is important for showing that decoding 

accuracy at least partially reflects the participants’ subjective experience. 

 

Figure 3.4. A) The decoding accuracy for NoThink memories is further reduced for the second half of the task 
compared to the first (significant divergence 1120-1220ms post cue). This pattern is consistent with the tendency for 
participants to report fewer NoThink intrusions later in the task. B) There was no significant difference between 
decoding for Think trials when comparing the first vs. second half of the task. 
 
 
 
 
 



	 77 

Discussion 

 The current study presents a novel approach for tracking the retrieval of memories during 

a Think/NoThink task. Using SVM decoding methods, we observed above-chance decoding for 

both Think and NoThink spatial memories. We interpret this as evidence that memory 

information frequently intrudes in response to an associated cue despite efforts to suppress 

retrieval. NoThink decoding accuracy was, however, reduced later in the retrieval period. This 

later reduction may reflect the consequence of inhibitory control or other strategies aimed at 

preventing retrieval of the NoThink item. Further, decoding accuracy decreased across the 

duration of the task for NoThink memories. This pattern mirrors the tendency for people to 

report fewer intrusions during NoThink trials later in the task and suggests that decoding 

accuracy is at least partially related to one’s subjective experience. Together these data 

contribute objective support for the theory that individuals can voluntarily modulate the retrieval 

process when confronted with an associated cue. 

 Although the TNT task has greatly advanced the field’s understanding of executive 

control over LTM retrieval, the outcome of NoThink trials has proven challenging to measure. 

Evidence for success on NoThink trials is often inferred from post trial self-reports and impaired 

recall in subsequent memory tests. Thus, the current study makes an important contribution by 

revealing measureable changes in the neural representation of the NoThink memories as 

participants attempt to suppress retrieval.  

A major advantage of the SVM approach is that it can be applied to each timepoint 

during retrieval, providing a continuous measure of the neural representation across the critical 

period. Having a continuous metric is important for examining when information intrudes and 

when the putative executive process intervenes. As a result of this, the current dataset revealed 
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an interesting pattern in which NoThink memory information appears to initially intrude and is 

then subsequently reduced relative to intentional retrieval (i.e. Think trials). This later dip in 

decoding for NoThink memories suggests that memory information may still be susceptible to 

modulation even after the initiation of retrieval. This finding aligns with current explanations for 

suppression induced forgetting which posit that a memory trace must be at least partially active 

in order for it to be susceptible to suppression (Detre et al., 2013; Dudai, 2004; Lee, 2009; Levy 

& Anderson, 2012; Nader et al., 2000). Our observation is also consistent with prior work that 

reports increased activity in the right PFC network, the proposed source of control, specifically 

on trials with reported intrusions. This has been interpreted as evidence that inhibitory control 

intervenes to suppress or clear the intruding memory (Levy & Anderson, 2012).  

The current study is limited in several ways. First, it is unclear how decoding accuracy 

relates to one’s subjective experience of a memory. That is, the ability to decode a memory from 

neural activity does not necessitate that the individual is overtly aware of the intruding content. 

Although, the present data shows some parallels between self-reported intrusions and decoding 

(i.e. both are reduced later in the task), decoding may also reflect memory information that is 

present in neural activity yet not conscious. The relationship between decoding accuracy and 

one’s subjective experience requires further investigation. Yet it is important to note that latent 

or subconscious memory intrusions may still be detrimental. Although the data are mixed, a large 

body of literature suggests that subconscious information may sometimes effect decisions and 

behavior (for review,  Kouider & Dehaene, 2007; Newell & Shanks, 2014). As a result, 

measuring information that is retrieved yet does not reach conscious awareness may still be 

relevant to understanding executive control of LTM. 
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Second, it is important to acknowledge, that the decoding analysis was conducted on data 

averaged across trials. This is because raw voltage from scalp EEG is very noisy and difficult to 

measure on a single trial level. Based on these averaged data, the current results do not appear to 

support a “gating” theory in which rapid control preemptively cancels retrieval upon seeing an 

associated cue. However, because the current approach does not provide a single trial metric, it is 

still certainly possible that an earlier executive process may successfully prevent retrieval on 

some trials and that these trials are simply masked when examining the averaged result.  

Lastly, the current analysis is unable to determine what causes the observed changes in 

decoding accuracy during NoThink trials. In addition to active inhibition, there are a number of 

non-inhibitory explanations that could produce reductions in decoding accuracy (e.g. diverting 

attention to another thought). Linking reductions in decoding to inhibition will require testing the 

relationship between the right PFC network and changes in decoding accuracy.  

In summary, the present study provides objective evidence that individuals are able to 

intentionally modulate memory retrieval even once the process has begun. These data go beyond 

our prior NSW work, presented in Chapter 2, by tracking the specific NoThink memory 

representation across the retrieval window. Although the gating and clearing accounts of 

inhibitory control are not necessarily mutually exclusive, the extant literature has lacked the tools 

to adequately test either theory. The current study helps to address this limitation by providing an 

objective and continuous metric of memory information that greatly improves our ability to test 

these theories and to gain a deeper understanding of when retrieval becomes susceptible to 

control. 
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Chapter 3 is coauthored with David W. Sutterer, Sirawaj Itthipuripat and Adam Aron. 

The dissertation author was the primary investigator and author of this paper.  
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Chapter 4: 

 

Examining the relationship between right frontal beta and memory representations during 

a Think/NoThink task 
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Abstract 

A recent theory posits that action-stopping and “canceling” memory retrieval requires a 

common inhibitory process that is implemented via a right prefrontal (PFC) network. According 

to this theory, recruitment of the right PFC network should result in less intruding memory 

content when provoked by an associated cued. There is currently, however, little direct evidence 

linking the right PFC network to the active clearing or exclusion of memory information during 

efforts to prevent retrieval. Testing this relationship has been hindered by the absence of an 

objective and continuous metric of the associate memory across the retrieval window. In Chapter 

3, we addressed this problem by using support vector (SVM) decoding methods applied to EEG 

data to track the retrieval of memories as participants sought to either retrieve (Think) or prevent 

retrieval (NoThink). In the current chapter, we conducted an exploratory analysis that examines 

the relationship between right frontal beta, a marker of the right PFC network, and SVM 

decoding accuracy. We hypothesized that right frontal beta on NoThink trials would correspond 

to less intruding memory information and that this would be reflected in the decoding accuracy. 

Consistent with this prediction, we found that participants with a higher probability of right 

frontal beta bursts, within 500ms of the memory cue, exhibited lower overall decoding accuracy 

for NoThink memories. Since decoding accuracy is thought to reflect the quality or amount of 

memory specific content present in the neural signal, this relationship between right frontal beta 

and decoding accuracy is consistent with inhibitory accounts of the right PFC network. This 

preliminary evidence thus links a right prefrontal executive system with an objective measure of 

the associate memory, and helps to validate the theory that this network contributes to executive 

control over cued retrieval. 
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Introduction 

Inhibition is often considered essential for maintaining control over our actions and 

thoughts. A substantial body of research implicates a right prefrontal (PFC) network in both the 

inhibition of actions and in the “inhibition” of cued memory retrieval (Benoit & Anderson, 2012; 

Benoit et al., 2015; Brendan E Depue et al., 2016; Guo et al., 2018; Levy & Anderson, 2002, 

2012). To date, however, there is little direct evidence that this right PFC network actively 

suppresses or prevents the retrieval of memories. The present dissertation contributes two tools 

that may aid in testing the relationship between right PFC recruitment and its effect on memory 

retrieval. First, in Chapter 1, we helped to validate right frontal beta oscillations as an EEG 

signature of the right PFC network (Sundby, Jana, & Aron, 2021). Next, in Chapter 3, we 

identified support vector machine (SVM) decoding methods applied to EEG data as a reliable 

tool for tracking the neural representation of the associate memory during a Think/NoThink task. 

In the current chapter, using the same participants from the SVM study of Chapter 3, we 

conducted an exploratory analysis that combined these tools to test whether heightened right 

frontal beta relates to reduced decoding accuracy of NoThink memories. This would provide a 

more direct link between recruitment of the right PFC network and disruption of the retrieval 

process. 

  Support for right frontal beta as a signature of the right PFC network comes primarily 

from studies that examine its role in action-stopping (Enz et al., 2021; Hannah et al., 2020; 

Schaum et al., 2021; Sundby et al., 2021; Swann et al., 2009; Wagner et al., 2018). Specifically, 

right frontal beta power increases during successful stop trials and in a time window that is 

critical for stopping, i.e. after the stop signal but before stop signal reaction time (SSRT). 

Although prior work has shown similar increases in right frontal beta during NoThink trials that 
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relate to fewer self-reported intrusions, this relationship has not yet been tested using an 

objective measure of the associate memory (Castiglione et al., 2019).  

A growing body of research on beta oscillations and inhibitory control indicate that these 

increases in beta power are the result of brief bursting events within the beta band rather than a 

prolonged modulation (Enz et al., 2021; Errington, Woodman, & Schall, 2020; Jana, Hannah, 

Muralidharan, & Aron, 2020; Little, Bonaiuto, Barnes, & Bestmann, 2018; Wessel, 2020). 

Analyses of beta bursts provide a rich set of features including burst probability and burst timing 

relative to an event. These features have provided new insight into the relationship between beta 

and action-stopping. Studies using burst timing, for example, reveal a tight relationship between 

beta burst timing and stop signal reaction time (SSRT), a behavioral “timestamp” that is thought 

to mark the end of the stopping process (Jana et al., 2020). One advantage of beta burst analyses 

rather than beta power, is that meaningful changes in bursts do not require beta modulations to 

consistently occur at the same moment across trials. This is particularly pertinent for tasks that 

study executive control over long term memory retrieval, for which the timing of intrusions and 

implementing control may vary widely both within and across participants. The current study 

tests the relationship between right frontal beta bursts and SVM decoding, our objective metric 

of memory retrieval, during a TNT task.  

As described in Chapter 3, we used SVM decoding applied to whole brain patterns of 

ERP voltages to track the retrieval of spatial memories during a novel object-location version of 

the TNT Task. This approach revealed above-chance decoding for both Think and NoThink 

memory representations during the retrieval period. Importantly, however, we observed a later 

reduction in NoThink decoding accuracy which may reflect successful efforts to modulate the 

retrieval process. In the current chapter we tested whether decoding accuracy of the NoThink 
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memories was related to the probability of beta bursts during NoThink trials. Unlike action-

stopping and SSRT, however, it is currently unclear which precise timepoint during the decoding 

window would reflect the “timestamp” for when the putative control process affects retrieval. 

Thus, the current study instead focused on beta burst probability in a time window that is critical 

for action-stopping (i.e. within 500ms of the cue) and the decoding accuracy for NoThink 

memories averaged across the full window of above-chance decoding (700-1920ms post memory 

cue). Therefore, this exploratory analysis simply tested whether a higher probability of beta 

bursts soon after the cue corresponds to less memory specific information being retrieved and 

represented in neural activity. We predicted that early recruitment of the right PFC network, 

reflected in increased beta bursts (within 500ms of the cue), would relate to lower overall 

decoding accuracy of the NoThink memories. To measure right frontal beta, we used generalized 

eigenvalue decomposition (GED), a guided multivariate source separation technique, to select a 

right frontal filter from each participant’s EEG data (Cohen, 2017). We then used this spatial 

filter to examine the relationship between beta busts and decoding accuracy for NoThink 

memories.  

Methods 

Participants 

This analysis included the same 19 participants that were used in the SVM analysis 

described in Chapter 3 (mean age=20.21, SD=2.57; right handed; 16 female). 

Behavior and EEG  

The beta burst analysis was applied to the same dataset used for the SVM analysis. These 

data were collected during the object-location version of the TNT task. We did not conduct any 
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new behavioral analyses nor change any steps in the preprocessing of the EEG data (see Chapter 

3 for details on task, behavioral data, and EEG preprocessing).  

Identifying a right frontal filter 

Our method for identifying a right frontal spatial filter and examining beta bursts was 

modeled after methods used to study beta bursts in action-stopping. As noted above, we used 

GED (Generalized Eigen Decomposition), a guided multivariate source separation technique, to 

identify a right frontal filter (i.e. a weighting of the electrodes) for each participant. GED 

identifies a spatial filter, in other words a subspace, which maximally separates two conditions of 

interest. Moreover, GED is guided because it uses information about features of interest 

including the frequency, topography and time window in which you expect the underlying 

activity of two different conditions to diverge. We used GED rather than selecting specific 

electrodes because this method has been shown to substantially improve the signal-to-noise ratio 

in the analysis (Cohen, 2017). Selecting the filter for each participant involved the following 

steps: 

1. Epoching the EEG data from -1000 to 3000ms, time-locked to the memory cue (we 

selected a large epoch to avoid edge artifacts from filtering) 

2. Narrow band filtering the data at each frequency in the beta band (12-24 Hz) using a 

Gaussian window with full-width half-maximum of 5Hz. We used 12-24Hz as the 

beta band range (rather than 12-30Hz) because this reduced the number of 

components to manually review and because the majority of work on right frontal 

beta and inhibitory control shows the relevant changes in lower beta (for review see, 

Schmidt et al., 2019; Wagner et al., 2018).  
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3. Computing the covariance matrices at each frequency (12-24Hz) for each condition 

(Think trials and NoThink trials) in the window of interest (0-500ms post cue) and 

then running GED. This requires solving the generalized eigen value equation (see 

below) to factorize the covariance matrices of both conditions (i.e. the covariance 

matrix for Think and the covariance for NoThink) to its respective eigen values (λD)  

and eigen vectors (WD). A small 1% regularization was added to the reference matrix 

(i.e. the Think covariance matrix) to improve the quality of the decomposition 

(Cohen, 2021). The generalized eigen value equation was as follows: 

C-1
ThinkCNoThink WD = WD λ 

4. The eigenvectors (WD) represent the spatial filters which maximally separate Think 

from the NoThink condition and the corresponding eigenvalues (λ) represent the 

amount of variance explained by each eigenvector. Selection of the filter/component 

for further analysis is done by looking at the spatial topography, the % of variance 

explained and the signal (NoThink) to reference (Think) power ratio of each 

component. The spatial topography of a filter is estimated by computing the forward 

activation, i.e. projecting the selected eigenvector onto the corresponding covariance 

matrix (in this case the NoThink covariance matrix). The signal to reference ratio of 

the filter, or the power ratio is estimated by projecting the power time series (i.e. 

power at a specific frequency) of the respective conditions (NoThink and Think) on 

the selected component and then computing the ratio of mean power within the 

window of interest (in this case 0-500ms).  

5. We manually reviewed the top 6 components from the GED output, based on the % 

variance explained, for each beta frequency. Among these, we then selected the filter 
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with features that best matched those identified in action-stopping. It is important to 

note that we did not have a separate action-stopping task to help localize a right 

frontal beta filter that could then be applied to the TNT data. Thus, we selected the 

component according to the following characteristics typical of the beta signature for 

action-stopping: a power ratio greater than 1 (i.e. greater power for NoThink vs. 

Think within 500ms of the memory cue) and a right frontal topography (Figure 4.1).  

 

Figure 4.1 A) The time window for GED was from 0 to 500ms after memory cue onset. B) An example illustration 
of the GED implementation in one participant: GED was performed for NoThink versus Think trials with C-1

Think 
and CNoThink representing the covariance matrices (0-500ms) for each condition. WD denotes the eigenvector matrix 
corresponding to the matrix of eigenvalues (λ). C) The eigenvalue spectrum for the same participant with three 
example components. The component topography reflects the filter forward model (activation= CNoThink WD). The 
first component in panel C shows an example of a right frontal topography. D) The power ratio between the mean 
power in NoThink vs. Think in the 0-500ms window. Only components that had a power ratio >1 were considered 
for selection.  
 
Extracting Beta Bursts from the right frontal filter 

Our procedure for identifying beta bursts, described below, again closely follows 

methods used in studies on action-stopping (Figure 4.2). After identifying the right frontal filter, 
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we projected the weights onto the epoched data. We then computed the event-related spectral 

perturbations (ERSP) of NoThink and Think trials. The NoThink ERSP was used to identify 

each participant’s peak beta band, i.e. the the beta frequency that showed the greatest power 

increase in the window of interest (0-500ms post memory cue). We then used that peak 

frequency to extract the beta amplitude time series in each condition (Think and NoThink). This 

required first filtering the data at each participant’s peak beta band using a frequency domain 

Gaussian window with full-width half-maximum of 5Hz. We then computed beta amplitude by 

using a Hilbert transform to derive the complex analytic time series and then taking the absolute 

of the analytic signal. The amplitude was computed for each timepoint within a trial and for the 

baseline period (i.e. the 500ms preceding the memory cue during fixation). We calculated both 

the median and standard deviation of the baseline period after pooling across all trial types (i.e. 

Think and NoThink). Bursts were defined as any period within a trial in which the beta 

amplitude exceeded the median baseline amplitude by + 1.5 SD. We identified each trial 

timepoint that exceeded this burst threshold. This analysis provided us with a measure of burst 

probability, i.e. the likelihood of a beta burst at each timepoint within 500ms of the memory cue. 

This time window was selected based on when right frontal beta is typically observed during 

action-stopping (Jana et al., 2020) and during retrieval suppression according to one study that 

used the standard TNT task (Castiglione et al., 2019). Thus, burst probability reflects the 

percentage of timepoints with beta bursts in the window of interest, i.e. the first 500ms of 

encountering the Think/NoThink memory cue, averaged across trials. 
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Figure 4.2. A) An example ERSP from one subject with the neural activity during NoThink trials after applying the 
right frontal filter. B) The ERSP was used to identify the subject specific beta band, i.e. the band that showed a peak 
increase in the window of interest (0-500ms post cue). The data were filtered at each participant’s peak beta band 
prior to computing beta amplitude and extracting bursts. C) The histogram of beta amplitude for all trials in a 
participant during the baseline window (-500-0ms preceding the cue). This period was used to define the burst 
threshold, i.e. +1.5 SD of the median beta amplitude from for this baseline period. D) The burst raster for all 
NoThink trials across time in an example participant. Each red dot represents a burst in that trial. Burst probability 
was estimated as the % of timepoints with a burst within 500ms of the memory cue, averaged across trials. 
 
The relationship between beta bursts and decoding accuracy 

We next tested whether the probability of beta bursts within 500ms of the memory cue 

corresponded to reduced decoding accuracy for NoThink memories. We computed 1) the 

probability of beta bursts within 500ms of the NoThink memory cue and 2) decoding accuracy 

for NoThink memories averaged across the retrieval period that showed above-chance decoding 

for both conditions (i.e. 700ms-1920ms post memory cue). We conducted a Pearson’s correlation 

to quantify the relationship between burst probability and NoThink decoding accuracy across 

participants.     
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The relationship between beta bursts and self-reported intrusions 

We conducted the same analysis for self-reported measures of memory intrusions. 

Specifically, we performed a Pearson’s correlation to examine the relationship between burst 

probability and the percentage of reported NoThink intrusions for each participant.   

Results 

The relationship between beta and decoding accuracy 

We first tested the hypothesis that increases in right frontal beta bursts would relate to 

lower overall decoding of the NoThink memories. Consistent with this prediction, we found a 

significant relationship such that participants with a higher probability of beta bursts showed 

lower overall decoding accuracy for NoThink trials, which may reflect less intruding memory 

content, R=-.471, p=.042 (Figure 4.3C). To test whether this relationship was specific for 

NoThink memories, we also tested the correlation between beta burst probability on Think trials 

and decoding accuracy for Think memories. We did not find a significant relationship, R=0.147, 

p=0.548. 

The relationship between beta and self-reported intrusions 

We next tested the hypothesis that increases in right frontal beta bursts would relate to a 

lower frequency of self-reported intrusions. In contrast to this prediction, we did not find a 

significant relationship between the percentage of self reported intrusions and burst probability 

on NoThink trials, R=.428, p=.067 (Figure 4.3D).  
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Figure 4.3. A) Average right frontal topography of the filters selected for each participant using GED. B) An 
illustration of the probability of right frontal beta bursts across time for Think (green) and NoThink (red) averaged 
across all participants. C) Participants with a higher probability of beta bursts showed reduced decoding accuracy 
(averaged across the 700-1920ms above-chance decoding window) for NoThink trials. D) We did not observe a 
reliable relationship between beta bursts and the frequency of self-reported intrusions.  
 

Discussion 

 The current chapter examined the relationship between right frontal beta bursts and SVM 

decoding accuracy of NoThink memories. We found that participants with a greater probability 

of bursts, in the first 500ms of encountering a NoThink cue, showed reduced overall decoding 

accuracy for the NoThink memories (an objective measure of intrusions), although there was no 

such relationship with a behavioral measure of self-reported intrusions. According to prior work, 

we assume that right frontal beta bursts reflect the recruitment of the underlying right PFC 

network (Sundby et al., 2021). Together we interpret these results as evidence that early 
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recruitment of the right PFC network relates to one’s ability to modulate retrieval and the 

presence of an intruding memory. These data are the first, to our knowledge, to reveal a 

relationship between an objective metric of the associate memory and the right PFC network 

during a TNT task. Thus, this study helps to validate the theory that recruitment of the right PFC 

network corresponds to changes in retrieval and less intruding information.  

 The current results are consistent with a number of fMRI studies that report right PFC 

activation during NoThink trials. These fMRI studies posit that the right PFC network acts to 

inhibit retrieval and any intruding information. This is inferred from the observation that right 

PFC activity corresponds to reductions in downstream hippocampal activity, fewer self-reported 

intrusions, and reduced memory in a final recall test (Anderson et al., 2004; Benoit & Anderson, 

2012; Benoit et al., 2015; Brendan E Depue et al., 2007; Gagnepain et al., 2014; Schmitz et al., 

2017). These data, however, provide only indirect or subjective evidence linking the right PFC to 

inhibitory control over LTM retrieval. By using SVM decoding, the current study contributes 

more specific evidence that recruitment of the right PFC network, reflected in beta bursts, 

corresponds to observable changes in the neural representation of the associate memory. Further, 

these changes in decoding were measured across the retrieval period (i.e. when participants must 

actively prevent retrieval), a critical window that is largely inaccessible with the existing 

methods (e.g. post trial self-report and final recall tests).  

 It is important to note, however, that the current analysis was exploratory and is limited 

in several ways. First, future work should adopt a dual task approach in which the participants 

perform both the spatial TNT task (or another version of TNT that is amenable to the SVM 

approach) and an action-stopping task. The action-stopping task could then help to localize the 
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right frontal filter and to validate that the selected filter shows the standard result for action-

stopping prior to testing it in the TNT task.  

Second, although we selected the filter according to the established features observed in 

action-stopping (i.e. right frontal topography, beta within 500ms of the cue etc.), we are unable 

to validate that the observed beta modulations reflect the right PFC network specifically and an 

active inhibitory process. Indeed, another line of research more broadly links changes in frontal 

beta (without a right specific topography) to the gating of working memory and decisions about 

which information to encode versus ignore (Lundqvist, Herman, Warden, Brincat, & Miller, 

2018; Zavala, Jang, & Zaghloul, 2017). Thus, the relationship between right frontal beta bursts 

and decoding accuracy may instead reflect a broader function of beta oscillations relevant to 

controlling the contents of working memory but that are not necessarily specific to active 

inhibition of retrieval or the right PFC network (for review see, Schmidt et al., 2019). We did 

however, find that the relationship between beta bursts and decoding accuracy was unique to the 

NoThink condition. We speculate that if beta modulations were instead related to a non-specific 

gating function (in which, for example, decreased beta permits information and increased beta 

precludes information) then we might also expect beta bursts to relate to decoding accuracy for 

the Think condition. Specifically, a lower probability of beta bursts may have corresponded to 

improved decoding accuracy when actively retrieving on Think trials. The present data did not 

show this relationship for the Think condition. 

Third, the current approach does not address the temporal relationship between beta 

bursts and the precise time at which a memory representation is “suppressed.” This relationship 

is important for better understanding the functional relevance of right frontal beta and whether it 

is involved in either the prevention or clearing of memory intrusions. Interestingly, the 
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divergence in decoding accuracy between Think and NoThink conditions occurs far later 

(~1000ms) than the measured beta bursts. This raises interesting questions as to why very early 

modulations in beta relate to changes in NoThink decoding. We speculate that early modulations 

of beta may reflect an initial process aimed at controlling retrieval that may also prepare the 

system to respond to later intrusions. Whether or not this proposed secondary process is related 

to beta or the right PFC network is an open question.  

Lastly, we did not find a reliable relationship between beta bursts and self-reported 

intrusions. This is inconsistent with prior work that found greater right frontal beta power for 

trials with no reported intrusion (Castiglione et al., 2019). The relationship between beta and 

self-reported intrusions should be investigated further. However, the fact that we observe a 

relationship to an “objective” metric of memory intrusions yet not subjective self-report may 

underscore the importance of using methods beyond self-report to more reliably determine 

whether or not memory information is retrieved during efforts to suppress.  

In conclusion, by combining two novel tools, the current study provides important 

evidence linking a marker of the right PFC network to a measureable decline in the neural 

representation of the associate memory. This work demonstrates the utility of developing more 

objective methods for examining the proposed role of the right PFC network. Further, it provides 

support for the broader theory that individuals can voluntarily exert control over cued retrieval, 

which has profound implications for both several clinical populations and for our everyday 

experience.  
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GENERAL DISCUSSION 

We encounter an abundance of cues in our daily lives that prompt actions and sometimes 

even memories. Controlling these intrusions, whether an inappropriate action or an unwanted 

thought, is essential for our productivity and mental well-being. A compelling theory in 

cognitive psychology asserts that, much like stopping actions, individuals are able to actively 

inhibit the retrieval of an unwanted memory and that this process relies on a shared right PFC 

network. Yet our ability to test theories of inhibitory control over LTM retrieval is limited in 

several critical ways: 1) the majority of neuroimaging studies use methods with limited temporal 

resolution and are unable to determine when the putative inhibitory network intervenes, and 2) 

memory intrusions are typically measured using post trial self-report rather than an objective 

metric. The studies in this dissertation sought to overcome these problems in order to develop a 

deeper understanding of executive control over cued retrieval. The discussion below reviews the 

results from Chapters 1-4 and examines how they contribute to the existing literature.  

 In Chapter 1, we addressed the first limitation, i.e. the lack of a temporally precise 

method for determining when the proposed inhibitory process interrupts retrieval. Specifically, 

we sought to validate right frontal beta oscillations as an EEG marker of the right PFC network 

and inhibitory control. Scalp EEG has a temporal resolution in the order of milliseconds, making 

it a valuable method for examining the timing of neural events like network recruitment. 

Evidence linking right frontal beta to the right PFC network comes primarily from studies on 

action-stopping that report a robust increase in right frontal beta when participants successfully 

cancel an action (Enz et al., 2021; Hannah et al., 2020; Schaum et al., 2021; Swann et al., 2009; 

Wagner et al., 2018; Wessel et al., 2016). To use this as a reliable signature of the right PFC 

network, however, requires first demonstrating that these modulations of beta depend on the 
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integrity of the underlying network. Thus, to causally test the relationship between beta and the 

right PFC network, we used rTMS to disrupt a key node in the network and to examine how this 

affected beta during an action-stopping task. Consistent with our hypothesis, disruption of the 

right PFC network resulted in reduced right frontal beta power during the time window that is 

critical for stopping. These results support right frontal beta as a reliable signature of the right 

PFC network. By validating this EEG signature in the more established domain of action 

stopping, future work can more confidentially use it as a tool to examine how and when the 

network intervenes during efforts to prevent retrieval.  

A temporally precise marker of the network is particularly important for distinguishing 

between two theories that make distinct predictions about when the right PFC intervenes: the 

“gating” account which predicts early network recruitment in response to the memory cue and 

the “clearing” account which predicts later recruitment in response to an intruding memory. 

Although prior fMRI studies were instrumental in identifying the right PFC network and its 

potential role in controlling retrieval, these Chapter 1 results provide a method that is better 

suited for examining the temporal dynamics of network recruitment (Benoit & Anderson, 2012; 

Benoit et al., 2015; Brendan E Depue et al., 2016; Guo et al., 2018; Levy & Anderson, 2012).  

In Chapter 2 we moved on to address the second major limitation, i.e. the lack of an 

objective method for tracking memory retrieval during efforts to suppress. In the case of action-

stopping, the absence of a motor response provides overt evidence of successful inhibition. 

Evidence for active inhibition of a cognitive process like retrieval is far more difficult to 

establish. Prior work points to reductions in final recall, declines in self-reported intrusions, and 

reduced hippocampal activity as evidence of successful retrieval suppression (e.g., Anderson & 

Bell, 2001; Anderson et al., 2004; Benoit et al., 2015; Levy & Anderson, 2012). Yet none of 
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these methods measure the memory representation itself during the critical retrieval window, i.e. 

when an individual must implement control to avoid an intrusion. 

Thus, in Chapter2, we use an event-related potential (ERP) to more reliably track the 

presence of intruding information during the NoThink instruction. Specifically, we tested 

whether the negative slow wave (NSW), an ERP that has been shown to track the number of 

items held in working memory, was reduced when participants sought to prevent the retrieval of 

a cued memory. We conducted this study using a novel version of the TNT task in which 

participants learned to associate a context in the form of a large colored background, with a 

specific object. Participants were then given a context as a memory cue and were instructed to 

either retrieve or prevent retrieval of the associated object. We found that NSW amplitude was 

reduced for NoThink items compared to Think items. Further, participants who reported fewer 

intrusions, had a smaller NSW amplitude for NoThink trials. We interpreted these results as 

evidence that participants were largely successful in preventing the associate from coming to 

mind when instructed to stop retrieval. The NSW approach, however, is limited in a number of 

ways. Based on prior literature, NSW amplitude appears to reflect the amount of information 

entering conscious working memory, but it does reflect the specific content of the items in 

working memory (Drew et al., 2006; Fukuda et al., 2015; Itthipuripat & Woodman, 2018). Due 

to this lack of memory-specific information, we are unable to fully dismiss other factors that 

could contribute to the observed reduction in amplitude (e.g. task difficulty). We addressed this 

limitation in the subsequent chapter.    

In Chapter 3, we sought to expand on the NSW results by using multivariate methods to 

track the specific prohibited NoThink memories rather than the mere quantity of information 

retrieved during a Think/NoThink task. In a novel object-location version of the TNT task, we 
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used EEG-based decoding methods that have previously proven successful in tracking precise 

spatial memories (Bae & Luck, 2018). We discovered that we could reliably decode both Think 

and NoThink memories from neural activity during the retrieval period. Importantly, however, 

we observed a subsequent reduction (~1000ms post cue) in decoding accuracy for NoThink 

memories compared to intentional retrieval episodes (i.e. Think trials). We assume that the 

reduction in decoding accuracy reflects successful efforts to modulate retrieval.    

Consistent with the NSW study, these data provide additional objective evidence that 

individuals are able to voluntarily modulate the retrieval of information. However, using this 

more specific metric, the decoding results reveal that, on average, modulation occurs after the 

initiation of retrieval. Accordingly, the decoding data appear to align with the “clearing” account 

in which control strategies are implemented in response to intruding information. This 

observation also fits with current explanations of suppression induced forgetting. Suppression 

induced forgetting refers to impaired memory for NoThink items and is thought to result from a 

weakening of the memory trace due to suppression (e.g., Anderson & Bell, 2001; Benoit & 

Anderson, 2012; Bergström et al., 2009b). Explanations for suppression induced forgetting point 

to reconsolidation theory and the notion that reactivating a memory pushes it into a labile state 

that can then be actively suppressed (Detre et al., 2013; Dudai, 2004; Nader et al., 2000). By this 

logic, an intrusion and partial reactivation of a memory is in fact necessary to produce final 

forgetting effects. The EEG decoding approach, presented in this chapter, may prove useful for 

testing this assertion. Specifically, future studies could expand our work by adding a final recall 

phase and testing whether NoThink decoding accuracy relates to the degree of final forgetting. 

Indeed, one study that used decoding methods applied to fMRI data suggests that the strength of 

reactivation may be a critical yet largely overlooked factor in the TNT literature. Specifically, 
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Detre et al. (2013) found that only moderate levels of memory activation were amenable to 

suppression and final forgetting. This may be due to the fact that particularly weak reactivation 

does not elicit an active inhibitory process while particularly strong reactivation may be resistant 

to inhibitory control. The decoding approach applied to EEG (i.e. rather than fMRI) has the 

added advantage of examining the quality of the neural representation at each timepoint and thus, 

could provide a more detailed understanding of how memory reactivation (e.g. the strength or 

duration of reactivation) relates to subsequent forgetting.  

An overarching goal of this dissertation was to develop tools that, when combined, might 

provide deeper insight into whether and how the right PFC exerts control over retrieval. In the 

final Chapter 4, we provide one example of how these tools can be coupled to test whether 

recruitment of the PFC network corresponds to measureable changes in the neural representation 

of the associate memory. Specifically, we conducted an exploratory analysis to test whether 

increases in right frontal beta, presumably reflecting the right PFC network, relates to poorer 

decoding of the NoThink memories. Our analysis of beta focused, on an early time window 

(within 500ms of the memory cue) when right frontal beta has been shown to correspond to 

inhibitory control in the context of action-stopping (Castiglione et al., 2019; Hannah et al., 2020; 

Jana et al., 2020; Wagner et al., 2018). Indeed, we found that a greater probability of beta bursts 

on NoThink trials corresponded to lower overall decoding accuracy of the NoThink memory. We 

interpret this as preliminary evidence that early recruitment of the right PFC network relates to 

one’s ability to modulate retrieval and the degree to which a memory intrudes.  

A Hypothetical Two-Phase Model 

Taken together, our data support a more complex view of executive control of LTM 

retrieval that likely involves both early and late phases of control. We first observed early 
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reductions in NSW amplitude (400-900ms), an ERP that is thought to reflect the amount of 

information present in working memory. A more specific measure of the memory information -- 

the EEG decoding– suggests, however, that some memory content is retrieved (on average) 

regardless of trial type and that modulation of the retrieved content occurs later during retrieval. 

Interestingly, the overall decoding accuracy across retrieval was related to very early 

modulations of right frontal beta bursts, a putative marker of inhibitory control via the right PFC 

network. The variable timing observed across these studies should be investigated further and 

could reflect a number of factors. We posit, however, that these results may in part reflect two 

phases of control and two types of “stopping”. 

Even in the far “simpler” context of action-stopping, the timing of control has been 

shown to vary. Electromyography (EMG) recordings from the muscle being stopped, reveal two 

types of successful stop trials: trials in which muscle activity is canceled before movement 

initiation and trials in which muscle activity begins and is subsequently shutdown (Jana et al., 

2020). A similar two-phase model may apply to executive control over cued retrieval (Figure 

5.1). Specifically, an early gate-like process may interject rapidly upon seeing a cue and act to 

weaken or, in some cases, even prevent retrieval of the associated memory. If this process fails 

or if the memory later reaches a conscious threshold, a secondary process may be required to 

cope with the intruding memory. This dual phase model also accommodates the extant literature 

that shows variable results as to whether the right PFC is recruited on trials with or without 

reported intrusions (Castiglione & Aron, 2021; Castiglione et al., 2019; Levy & Anderson, 

2012). 

The demand for each of these proposed processes may depend on a number of factors 

including the strength or saliency of the associate memory. Future studies could, for example, 
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examine whether the saliency of a memory determines whether or not a secondary phase is 

necessary. The tasks used in the NSW and SVM studies varied in several ways that may affect 

the frequency of intruding information. It may be, for example, that spatial memories are 

particularly prepotent (e.g. more so than objects) and produce a higher rate of intrusions that 

require later subsequent control. This type of circumstance is likely more akin to what we 

experience with intrusive memories in the real world which tend to be highly salient thoughts.  

A few studies propose similar two-phase hypotheses (Castiglione & Aron, 2021; Brendan 

E Depue et al., 2007). In all of these cases, there are several outstanding questions about the 

specifics of the two-phase model. Here we focus on just two. First, while our work provides a 

more objective method for tracking memories and thus, a tool for examining whether the content 

is reduced, more work is needed to confirm that changes in the neural representation are the 

result of an active inhibitory process (see below Combing Tools and Future Applications). 

Indeed, other strategies including diverting attention away from the intruding memory, could 

also reduce decoding accuracy for the ignored item. Second, future studies should examine 

whether each phase or type of “stopping” is implemented by distinct nodes within the right PFC 

network. The majority of our work focuses on the right inferior frontal gyrus (rIFG), a locus in 

the right PFC network that is more tightly linked to the right frontal beta signature and early 

control processes. Retrieval suppression, however, recruits several regions of the right lateral 

PFC, including the right medial frontal gyrus (rMFG), that may uniquely contribute to executive 

control over LTM.  
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Figure 5.1 A hypothetical two-phase model of executive control over LTM retrieval. An early process intervenes 
rapidly to prevent or weaken the retrieved associate. This early process is likely mediated by right frontal beta and 
the rIFG. A secondary process may often be required to cope with later intrusions. This process may rely on other 
nodes in the right PFC network, including regions like the right MFG.  
 
Stopping Cued Retrieval in the World Outside the Laboratory  

An important question is whether retrieval suppression is an effective strategy for 

avoiding unwanted memories outside of a laboratory setting. Thought substitution (i.e. diverting 

attention to a different thought), may be more ecologically valid and it produces similar benefits, 

including impaired recall for the avoided item (Hertel & Calcaterra, 2005). Further, retrieval 

suppression has also been shown to be less effective when the situation requires suppressing a 

memory across an extended period of time (e.g. 5 seconds vs. 2.5 seconds) (van Schie & 

Anderson, 2017). This presents a problem for everyday living where memory cues are likely to 

persist longer than a few short seconds.  

This raises the question as to why a suppression strategy would be used at all. We posit 

that suppression may be most useful when paired with thought substitution. Specifically, 

enacting a rapid “stop” may facilitate the transition to a substitute thought. This hypothesis is 

motivated by studies that use the stop-change paradigm. The stop-change paradigm requires 
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participants to stop one motor response and switch to a new motor response. Several studies find 

that inhibiting the original response is important for reducing interference and efficiently 

changing to the new response (for review see, Boecker, Gauggel, & Drueke, 2013). A similar 

principle may apply to memory retrieval, in which actively stopping the unwanted memory may 

enable a more efficient switch to a new thought. This idea is also consistent with more standard 

switching tasks in which lingering activity related to a prior task set interferes with performance 

of a new task set (Yeung, Nystrom, Aronson, & Cohen, 2006). Importantly, this dissertation 

provides tools that would allow future studies to test this hypothesis. For instance, by using the 

SVM decoding approach, one could test whether increased right frontal beta precedes thought 

substitution and whether the magnitude or timing of beta relates to how quickly an individual 

switches. If carefully designed, this type of study could track both the prohibited NoThink 

memory and the substituted item.  

It is also unclear how individuals know to apply inhibitory control upon encountering a 

memory cue outside of the lab. This point is particularly relevant to the “gating” account and the 

notion that retrieval can be canceled proactively in response to an associated cue. In the lab 

setting, the memory cue is paired with an explicit instruction to prevent retrieval (i.e. the word 

written in red). Yet, in the real world, the memory cue itself does not signal any need to stop 

retrieval. That is, an innocuous cue for one individual may trigger a harmful memory for another. 

One possibility is that individuals can learn to associate a cue with a need to prevent retrieval. A 

number of studies show that, in the case of action-stopping, inhibition via the right PFC network 

can become automatic when people learn to associate certain stimuli with stopping (Lenartowicz, 

Verbruggen, Logan, & Poldrack, 2011; Verbruggen & Logan, 2008). This raises interesting 
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questions as to whether individuals could learn to suppress retrieval in response to a provocative 

memory cue without an explicit NoThink instruction. 

In summary, the Think/NoThink task, like many paradigms, suffers from the scalability 

problem (Badre, 2020). The task creates a simplified and controlled version of a very complex 

real world problem (i.e. the need to prevent retrieval when provoked by a reminder). This 

simplification allows us to study complex questions in a controlled lab setting yet may fail to 

accurately capture the nuances of our day-to-day experiences. Although future work should 

certainly develop more realistic models of cued memory suppression, it is important to note that 

the Think/NoThink task may still provide valuable insights. For instance, with the proper tools, 

the task can help to address a basic cognitive neuroscience question: does the right PFC network 

serve a “supramodal” inhibitory function or is it specific to stopping actions? Additionally, if 

further evidence demonstrates that recruiting the right PFC network helps to preclude unwanted 

memory information, people may be able to receive training to effectively use this strategy even 

if it is not the default in the real world. If training proves successful, this could have important 

implications for individuals who are particularly susceptible to intrusive thoughts. 

Combining Tools and Future Applications 

The utility of an EEG signature of the right PFC network extends beyond examining 

correlations between the timing of network recruitment and evidence of “suppression” in the 

neural signal during retrieval. An EEG signature may also allow for future studies to causally test 

the relationship between right frontal beta and changes in memory representations. Specifically, 

TMS could be used to entrain right frontal beta oscillations and test how this affects an intruding 

memory representation. This would be a powerful demonstration that recruitment of the right 

PFC network may actively suppress the intruding memory trace.  
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Conclusion 

The experiments detailed in this dissertation contribute several tools that are necessary 

for gaining a deeper understanding of executive control over cued retrieval. Specifically, these 

studies provide a high temporal resolution marker of the candidate right PFC network and 

methods for objectively and continuously tracking the reactivation of memories during efforts to 

suppress. Using these metrics, we find evidence of both early and late modulations of memory 

retrieval. We suggest that this may warrant a two-phase model of control including both an early 

gate-like process and a later process that may function to clear intruding information. Our hope is 

that these tools lay the groundwork for future studies to rigorously test these models of executive 

control over LTM and to continue to make progress towards understanding a truly profound 

problem in cognitive and clinical psychology: How can we prevent the intrusion of unwanted 

memories and maintain control of our thoughts? 
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Table 5.1 Summary of Chapters 
Chapter Task  Methods  Aim Addressed Key Takeaway 
1 Stop Signal • fMRI 

• rTMS 
• EEG 
• EMG 

Temporally precise 
marker of right PFC 
network  

• Right frontal beta 
provides marker of 
right PFC network 

2 Object-
Context 
TNT 

• EEG 
• NSW 

Objective metric of 
memory  

• Reduced amount of 
intruding information 
during NoThink 

• Aligns with “gating” 
account 

3 Object-
Location 
TNT 

• EEG 
• SVM 

decoding 

Objective (specific & 
continuous) metric of 
memory  

• Retrieval initiated 
regardless of condition 
& NoThink modulation 
occurs later  

• Aligns with “clearing” 
account  

4 Object-
Location 
TNT 

• EEG 
• SVM 

decoding  
• Beta 

Bursts 

Relationship between 
right PFC network & 
objective metric of 
memory  

• Early recruitment of a 
right PFC network 
(within 500ms of cue) 
relates to poorer neural 
representation of 
NoThink memory  

 
 
Table 5.2 Questions for future research  
Questions for future research  

Are the observed modulations in the neural representation of memories indicative of active 
suppression or an alternative strategy?  

Are both proposed phases of control (early and late) reliant on the right PFC network and 
active inhibition? Or do distinct network nodes control different aspects? 

Does the strength of an associated memory determine how susceptible it is to executive 
control? 
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APPENDIX 

Inverted Encoding Model (IEM) Approach 

 We initially applied an inverted encoding model to the EEG data collected during the 

object-location version of TNT (Chapter 3 data). Inverted encoding models (IEMs) are often 

used to reconstruct stimulus information (e.g. location, color, orientation, etc.) from patterns of 

neural activity. The below analysis was motivated by a recent study that used an IEM applied to 

alpha power to track the retrieval of precise spatial memories from LTM (Sutterer et al., 2019). 

We applied these methods to the object-location version of TNT to estimate spatially selective 

channel tuning functions (CTFs) from whole brain alpha topography for 1) Phase1 Learning 

data, i.e. when actively retrieving on each trial and 2) Phase2 TNT data, when trying to either 

retrieve (Think) or prevent retrieval (NoThink) of a spatial memory.   

Analysis  

1) Phase1 Training/Phase1 Testing 

As a validation of our approach, we first conducted the IEM analysis on Phase1 data only 

(split into separate training and testing datasets). Phase1 was part of learning and instructed 

participants to actively retrieve the cued spatial memory on every trial, a procedure that closely 

matched the task used in prior work (Sutterer et al., 2019). Consistent with Sutterer et al. (2019), 

the IEM was applied to the multivariate distribution of alpha power across all electrodes. We 

modeled the alpha power at each electrode as the weighted sum of eight hypothetical channels 

(i.e. neuronal populations), each tuned to a unique angular location. The response profile of each 

channel was modeled as a half sinusoid raised to the seventh power (i.e. the basis set). We 

circularly shifted the response profile so that each channel’s peak response was centered over 

one of the eight location bins. This design assumed that each of our hypothetical channels was 
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tuned to optimally respond to one of the eight location bins. The location bins were centered at 

0°, 45°, 90° etc. 

The Phase1 data were first partitioned into three independent sets that then served as 

training or testing datasets (see Trial assignments for more details). During step1(training), we 

used the neural activity from a training set (B1) to solve for a set of weights (W). The weights 

approximate the degree to which each of the eight channels contributes to the power at each 

electrode. A general linear model was used to describe the relationship between the training data 

(B1), the predicted channel responses to each training stimulus (C1 estimated from the basis 

functions) and the weights (W): 

B1=WC1 

We computed the weight matrix using a least-squares estimation procedure: 

𝑊=B1C1
T(C1C1

T)-1 

During the testing stage, we then inverted the model and used the weight-matrix to 

estimate the channel responses (C2) for the test data (B2).  

𝐶2=(𝑊T𝑊)-1𝑊TB2 

This provided an 8-point channel response function for each location bin. The channel 

response functions were then circularly shifted such that the channel matching the remembered 

location was situated in the center of the tuning curve. This aligned each channel response profile 

to a common center (i.e. 0 degrees). We then computed the average channel tuning function 

across the eight remembered locations. The above IEM routine (training and testing) was applied 

to every timepoint to produce CTFs for each point during retrieval.  

Phase1 Training/Phase2 Testing 
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Our core analysis aimed to use an IEM to track the retrieval of spatial memories during 

the Think/NoThink manipulation in Phase2. We applied the same methods as described above. 

The only difference was that we now trained the model using only Phase1 data and tested the 

model using only Phase2 Think/NoThink data. Thus, we computed an average CTF at each 

timepoint for each condition (Think and NoThink) to examine how the retrieval of memory 

information changed when trying to prevent retrieval vs. actively retrieve. We used Phase1 data 

for training because it was important to train the model with a dataset that included neural 

activity when participants were actively retrieving each spatial memory.  

Trial Assignment 

Phase1 Training/Phase1 Testing 

For the Phase1 validation analysis, we divided the Phase1 data into three independent sets 

to use as either training or testing data in the IEM routine. During trial assignment, we ensured 

that each set contained an equal number of trials per location bin. Within each set we averaged 

across trials to compute the average alpha power at each electrode for each spatial bin. Thus, 

each set contained one average scalp topography of alpha power for each of the eight spatial 

bins. We used a cross-validation procedure in which two sets were used for training and the 

remaining set was used for testing. We repeated the procedure three times such that each set 

served as the testing set once. The resulting CTFs were then averaged across each test set, 

resulting in an averaged CTF for each timepoint.  

Phase1 Training/Phase 2 Testing 

To monitor the retrieval of memories during the Think/NoThink phase, we used the 

Phase1 data for training and the Phase2 data for testing. We partitioned the Phase1 data into two 

independent training sets and the Phase2 data into two independent testing sets. The number of 
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trials for each location bin and each condition were balanced across both training sets and across 

both testing sets. The data were then averaged across trials for each spatial bin in each set 

resulting in one average scalp topography of alpha power for each of the eight spatial bins in 

each set. We repeated the procedure four times such that each training set was used to train the 

model with each testing set. The CTFs were computed separately for the Think and NoThink 

conditions. We averaged the CTFs across each test set, resulting in an averaged CTF for Think 

and an averaged CTF for NoThink at each timepoint. 

Resampling 

Phase1 Training/Phase1 Testing 

We repeated the Phase1 validation analysis (training and testing with only Phase1 data) 

10 times with a different random assignment of trials to account for spurious results that could 

arise from idiosyncrasies during trial assignments.  

Phase1 Training/Phase2 Testing 

When training with Phase1 data and testing with Phase2, we again conducted the full 

analysis 10 times to avoid spurious results due to trial assignments.  

Calculating CTF Selectivity and Identifying significant timepoints 

We quantified spatial selectivity (i.e. the quality of the retrieved memory) by calculating 

the slope of the CTF at each timepoint. A larger CTF slope reflects greater spatial selectivity. 

Thus, accurately retrieving a specific spatial memory should yield a higher CTF slope. To 

calculate the CTF slope, we averaged the response from channels of equidistance (e.g. +/- 2 bins) 

and used linear regression. To identify the timepoints at which the CTF slopes were significantly 

above chance, we applied a nonparametric cluster approach that corrects for multiple 

comparisons (for detailed description see, Sutterer et al., 2019).  
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Results 

IEM 

Phase1 Training/Phase1 Testing 

We observed reliable reconstructions of spatial memories during Phase1 when 

participants were prompted to retrieve the remembered location on each trial. CTF slopes were 

reliably above chance in the periods 572ms-916ms and 1364-1578ms post memory cue 

(FigureA.1 A). This confirmed that we were able to use an IEM applied to alpha power to track 

the retrieval of spatial memories during a task Phase in which participants were retrieving on 

every trial. We also observed a negative correlation such that participants who were more 

accurate in their remembered response (according to post trial test performance) had a higher 

CTF slope i.e. greater spatial selectivity in their neural data, R=-.628, p=.004. (Figure A.1 B).  

Phase1 Training/Phase2 Testing 

Our primary prediction was that we would observe reliable CTF slopes for Think trials, 

reflecting accurate retrieval, and that CTF slopes would be reduced for NoThink trials when 

trying to prevent retrieval. The data showed periods in which NoThink slopes were reduced 

below Think (710ms-1038ms, 1126ms-1384ms, 1640ms-1730ms). There were not, however, any 

time periods in which either Think or NoThink slopes were reliably above chance (Figure A.1 

C). Thus, although these data show modulations of NoThink memory representations relative to 

Think, it is unclear how to interpret this result since we failed to produce reliable memory 

reconstructions during Think trials, i.e. trials in which participants were instructed to retrieve.  
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Figure A.1. A) We observed reliable reconstructions of retrieved spatial memories during Phase1. The blue bars 
indicate significant CTF slopes. B) Participants who were more accurate in their remembered responses in Phase1 
also showed higher quality reconstructions of each spatial memory (i.e. larger CTF slopes). C) We were unable to 
reliably reconstruct spatial memories above chance for either Think or NoThink trials in Phase2. The black bars 
indicate periods with a significant difference between Think and NoThink CTF slopes. 
 

Summary of results and discussion 

 We used an IEM applied to alpha power to test whether we could reliably track the 

retrieval of spatial memories in a novel object-location version of the Think/NoThink task. We 

first showed that we could replicate past work and reconstruct retrieved spatial memories during 

Phase1 of the task, when participants were actively trying to retrieve on each trial. Additionally, 

participants that showed greater spatial selectivity in the neural data during Phase1, performed 

better on the memory tests. This suggests that the memory information reflected in the CTF slope 

was related to memory accuracy. 

 Our primary goal, however, was to use the IEM to examine the retrieval of memories 

during the Think/NoThink phase. To do this we trained the IEM with Phase1 data (i.e. retrieving 

on each trial) and tested the model with Phase2 data (i.e. retrieving on Think trials and 

“stopping” retrieval on NoThink trials). Our core question was whether an IEM approach would 

provide more objective evidence that memory representations were precluded or suppressed as 

participants sought to avoid retrieval. We did observe a reduction in memory reconstructions for 

NoThink trials compared to Think. However, it is unclear how to interpret this result because we 

failed to produce reliable reconstructions of the spatial memories on Think trials, i.e. when 

participants were instructed to retrieve.  
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Because our primary goal for this chapter was to find methods that could objectively 

track the emergence of an associate memory during the TNT phase, we next tried a different 

multivariate approach. As described in Chapter3, we applied an EEG-based decoding method 

(i.e. SVM decoding) to the raw voltage in the EEG signal rather than alpha power. This method 

was applied to the same dataset and thus, shared several of the qualities that could be 

contributing to poor IEM reconstructions (e.g. increased task difficulty in Phase2).  

It is important to note that we did not observe consistent results using the IEM and SVM 

decoding methods. We propose two potential explanations for why these methods may yield 

different results when using the TNT task. First, we speculate that neural representations may 

become nosier even when information is accurately retrieved in Phase2 (due to increased task 

difficulty, switching between retrieving and not retrieving etc.) and that different types of 

measures may suffer more as a result of the added noise. CTF slope, the dependent measure from 

the IEM, is a very precise metric that quantifies the quality of a stimulus representation. As a 

result of its precision, a measure like CTF slope may be more affected by noisy neural 

representations compared to classification models that are forced to assign a label that is either 

correct or incorrect.  

Another, perhaps more likely, possibility is that raw voltage captures aspects of memory 

representations that are not specific to the alpha band. Maps of the ERP topography from the 

Phase1 data that were used to train the SVMs appear to show a negative voltage over anterior 

electrodes which may relate to the negative slow wave, an ERP that we have previously shown 

to be modulated during the Think/NoThink task (see Figure 3.3C). It remains unclear, however, 

why alpha oscillations, a frequency that is consistently linked to spatial information, did not 

reliably track spatial memories during Think trials (Foster, Sutterer, Serences, Vogel, & Awh, 
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2016; Foster et al., 2017; Stokes, Atherton, Patai, & Nobre, 2012). It is worth noting, that alpha 

oscillations have not been studied in the context of the Think/NoThink task. We speculate that 

these results may relate to an ongoing debate about whether alpha oscillations track the specific 

memory representation or covert shifts in attention to a remembered location (Carlisle & 

Woodman, 2011; Foster et al., 2017; Hakim, Adam, Gunseli, Awh, & Vogel, 2019; Wang, 

Rajsic, & Woodman, 2019). If tracking spatial attention, it is possible that attention is not 

automatically deployed to the remembered location in the TNT context, i.e. when participants are 

required to switch between retrieving and preventing retrieval. Though currently purely 

speculative, restraining attentional shifts may be an adaptive strategy for a setting in which you 

must frequently try to prevent the intrusion of a cued memory. Future work could address these 

questions by manipulating the percentage of NoThink trials and testing whether attention is more 

readily pulled to remembered locations in task settings that require less cognitive control over 

memories.  
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