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Abstract

Our perception of time depends on multiple psychological processes that allow us to anticipate events. In this study, we used event-related

functional magnetic resonance imaging (fMRI) to differentiate neural systems involved in formulating representations of time from processes

associated with making decisions about their duration. A time perception task consisting of two randomly presented standard intervals was

used to ensure that intervals were encoded on each trial and to enhance memory requirements. During the encoding phase of a trial, activation

was observed in the right caudate nucleus, right inferior parietal cortex and left cerebellum. Activation in these regions correlated with timing

sensitivity (coefficient of variation). In contrast, encoding-related activity in the right parahippocampus and hippocampus correlated with the

bisection point and right precuneus activation was associated with a measure of memory distortion. Decision processes were studied by

examining brain activation during the decision phase of a trial that was associated with the difficulty of interval discriminations. Activation in

the right parahippocampus was greater for easier than harder discriminations. In contrast, activation was greater for harder than easier

discriminations in systems involved in working memory (left middle-frontal and parietal cortex) and auditory rehearsal (left inferior-frontal

and superior-temporal cortex). Activity in the auditory rehearsal network correlated with memory distortion. Our results support the

independence of systems that mediate interval encoding and decision processes. The results also suggest that distortions in memory for time

may be due to strategic processing in cortical systems involved in either encoding or rehearsal.

D 2004 Elsevier B.V. All rights reserved.
Theme: Neural basis of behavior

Topic: Cognition

Keywords: Timing; Memory; Decision making; Basal ganglia; Cerebral cortex; Cerebellum

1. Introduction that represents time through the accumulation of pulses
Interest in how the brain processes temporal information

has grown over the years, due to its importance in

everyday activities that depend upon anticipating events

and flexibly adjusting behavior to changing temporal

goals. Information processing theories of temporal cogni-

tion maintain that multiple processes determine our ability

to time events [20,33], including a metaphorical ‘‘clock’’
0926-6410/$ - see front matter D 2004 Elsevier B.V. All rights reserved.
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emitted from a timekeeper mechanism. The level of

attention devoted to the passage of time is thought to

influence the operation of the timekeeper, perhaps by

mediating the starting and stopping of pulses. Once a

representation of time is formulated, it is encoded into

memory, and then decision processes compare the current

representation of time from the clock process with those

stored in memory to decide when and how to respond. The

interaction among these component processes gives rise to

our perception of time.

The present study investigated the neural representation

of processes associated with encoding intervals and making

decisions about their durations. The neural underpinnings of
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temporal information processing remain controversial,

largely due to the difficulty in distinguishing between

systems that specifically support timekeeping mechanisms

and systems that regulate other processes, such as decision

making. Focal lesion studies in humans have shown that

damage to the basal ganglia, cerebellum and cerebral cortex

all disrupt the ability to perceive and/or reproduce time

intervals or perform other behaviors that appear to depend

upon accurate timing [8,21–23,25,35,39]. The reasons for

performance impairments remain controversial, because it is

unclear how a deficient timekeeper should affect temporal

processing proficiency (e.g., accuracy, variability) relative to

impairments in other processes such as attention [55] or

motor dysfunction in the performing limb [18]. Adding to

this problem, functional imaging research has focused on

motor timing or used blocked-trial designs, which make it

difficult to distinguish the role of central timing mechanisms

from sensorimotor or other processes.

In an earlier study, we addressed some of these limita-

tions by using the temporal resolution capabilities of func-

tional magnetic resonance imaging (fMRI) to study

activation in neural systems associated with different com-

ponents of a time perception task [45]. In this task, two

tones separated by 1200 ms (defining the standard interval)

were presented, followed by a comparison interval. Subjects

judged whether the comparison interval was longer or

shorter than the standard. We showed that activation in the

basal ganglia (bilateral caudate and putamen) and right

inferior parietal cortex developed in association with encod-

ing the standard interval. This contrasted with activation in

the right dorsolateral prefrontal cortex (DLPFC), which

developed later in association with comparing the two

intervals and making a decision about their relative duration.

These results were consistent with the respective roles of the

basal ganglia and the right inferior parietal cortex in

timekeeping [36] and attention [23] components of the

clock process and the right DLPFC in executive components

of working memory [43].

Despite converging evidence supporting the striatum and

dopamine neurotransmission in hypothetical clock processes

[22,32,36,38,39], other research suggests that the caudate

nucleus is intimately involved in working memory [29,42].

This proposal suggests that early caudate activation in our

study could be due to actively maintaining the same

representation of a single standard interval across trials,

rather than encoding the interval on each trial. We addressed

this issue in the present study by randomly presenting two

different standard intervals (1200 or 1800 ms) to encourage

subjects to encode the standard on each trial. If the caudate

is involved in formulating representations of time, we

predicted that activation should be seen within 4 s after

the onset of the standard interval.

A second focus of the study was to investigate the neural

systems that support decisions about two temporal events.

Decision processes are involved in comparing pulse counts

from the clock process with those stored in memory, but
little is known about the nature of these processes. Theo-

retically, decisions take into account a threshold for deter-

mining whether a comparison interval exceeds the duration

of a standard interval [20]. This assumption is consistent

with a study showing that decision thresholds can be biased

by manipulating payoff contingencies for detecting correct

or incorrect responses [56]. In this study, selective attention

to reinforced responses affected decisions about temporal

events, but not their timing, implying a functional indepen-

dence of the clock and decision components of timing.

Selective attention has been implicated in making decisions

about time in electrophysiological studies [9,10]. Here, the

amplitude of slow cortical potentials in the prefrontal cortex

is greater for incorrect than correct responses, ostensibly

reflecting the lower level of attention paid to time when

intervals can be easily discriminated. Still, the precise

source(s) of the electrophysiological responses is (are)

unknown, as is the role of other neural systems. Addition-

ally, electrophysiological responses distinguishing correct

and incorrect trials could also reflect the quality of interval

encoding, rather than decision processes per se. Complicat-

ing the identification of decision processes is the fact that

decisions closely follow the processing of information that

must be acted upon. It is therefore not clear whether neural

activity associated with selecting a response is due to the

goodness of encoding an interval, decision making, or both.

For these reasons, we examined the effect of time discrim-

ination difficulty on brain activation during the decision-

making phase of a trial to evaluate regions involved in

decisions more directly. This aspect of the study also

allowed us to test the independence of neural systems that

support clock and decision components of temporal infor-

mation processing. We predicted that decision difficulty

should not influence activation in systems that are princi-

pally involved in timekeeping operations, if these processes

are independent [20,56].

A related issue pertains to the role of memory in interval

encoding and decision processes. Timing theory assumes

that output from the clock process is encoded into memory

and then retrieved for decision making, suggesting that the

medial temporal lobes (MTL) should participate in temporal

processing, given their role in memory [7]. It has been

speculated that the MTL is crucial for keeping memory

traces active and accessing them for decision making [7,47].

However, controversy remains as to whether MTL lesions in

animals disrupt timing [13,40]. Functional imaging studies

have not found MTL activation during timing, although this

could be due to the use of ‘‘control’’ conditions that subtract

out activation. Another explanation relates to the use of a

single standard interval across blocks of trials, which could

minimize memory demands during temporal processing.

This possibility is suggested by the ‘‘migration’’ of temporal

estimates when subjects are trained on two different inter-

vals [30]. When different intervals are tested together,

shorter intervals are overestimated and longer ones under-

estimated relative to when they are tested separately. This
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appears to reflect a mixing of memories for the two intervals

rather than a decision bias, because the latter should produce

a distortion in the same direction for both standard interval

conditions, which does not occur. In the present study, we

expected that the use of two randomly presented standard

intervals would place greater demands on memory process-

es, resulting in MTL activity in association with interval

encoding and decision making.

Finally, while we assumed that clock and decision-

making processes were operating primarily during the

standard interval encoding and decision phases of a trial,

respectively, other processes are likely ongoing at the same

time during both phases. To better define the functional

significance of activity during these two phases of a trial, we

correlated brain activation with different behavioral meas-

ures of time perception to better identify systems that were

preeminent in interval timing. Whether patterns of brain

activation during temporal processing can be distinguished

by measures that have different theoretical significance is

not known. Although the bisection point, a measure of

accuracy, reflects clock speed [20], we did not expect it to

correlate with timekeeping systems in our study since the

rate of the clock should be the same for both standard

intervals. The point of bisection might correlate, however,

with activity in systems that encode and retrieve represen-

tations of different intervals. We expected the difference

between the bisection points, a measure of the migration or

distortion in memory for intervals [30], to correlate with

activation in systems associated with memory processes.

Finally, we predicted that the coefficient of variation, a

measure of temporal processing efficiency or sensitivity

[20], would correlate with activity in systems previously
Fig. 1. Trial events, image acquisition and theoretical hemodynamic response assoc

acquired at the onset of the first tone (T1). Responses for shorter trials (1200-ms s

within 6-s posttrial onset, whereas responses for longer trials (1800-ms standard a

three hypothetical time course functions illustrate the expected MR signal response

light blue) of a trial.
associated with timing in lesion studies including the basal

ganglia [22,39], right middle-frontal and inferior parietal

cortex [23] and cerebellum [25].
2. Methods

2.1. Subjects

Study participants were 24 right-handed healthy adults

between the ages of 21 and 53 (mean = 30.6, S.D. = 10) with

no history of neurological or psychiatric disorders. Only

nonsmokers were studied due to the effect of nicotine on the

dopamine system. Participants were asked to refrain from

drinking alcohol 24 h prior to their scanning session. Study

procedures were approved by the Human Research and

Review Committee at the University of New Mexico Health

Sciences Center. Informed consent was obtained from all

participants.

2.2. Procedures

Event-related fMRI was conducted on a 1.5-T Picker

scanner at the New Mexico Veteran’s Affairs Health Care

System in Albuquerque. Subjects performed time discrim-

inations as they underwent fMRI scanning. Prior to imaging,

subjects practiced the task outside the scanner. Throughout

the scanning session, subjects were instructed to maintain

fixation on a green cross in the center of a screen. One

second before the onset of each trial, the fixation cross

changed color (white) for 500 ms, signaling the subject to

get ready for the trial. Fig. 1 (top) diagrams the trial events.
iated with interval encoding and decision phases of a trial. The first scan was

tandard interval condition with a ‘‘shorter’’ comparison interval) were made

nd ‘‘longer’’ comparison interval) were made within 7-s of trial onset. The

associated with standard interval encoding (red) and decision phases (blue,



Fig. 2. Percent longer responses for the 1200- and 1800-ms standard interval

conditions. Data are plotted as a function of the comparison interval. Open

circles denote the 1200-ms standard interval condition, and closed circles

denote the 1800-ms standard interval condition. Dashed lines illustrate the

point of bisection for the two standard interval conditions (1299 and 1730 ms

for the 1200- and 1800-ms standard intervals, respectively).
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At the beginning of a trial, two tones (T1 and T2) separated

by 1200 or 1800 ms (standard interval) were randomly

presented, followed by a 2800-ms (1200-ms standard) or

2200-ms (1800-ms standard) delay, and then two more tones

(T3 and T4; comparison interval) that were separated by a

longer or shorter amount of time than the standard interval.

Subjects indicated whether the comparison interval was

longer or shorter than the standard interval by pressing

one of two keys using their right index or middle finger.

For each standard interval condition, there were four longer

and four shorter comparison intervals that incremented

logarithmically beginning at F 5% of the standard interval

duration. Reaction time (RT) and accuracy were recorded.

To generate temporal discrimination gradients, accuracy

data were converted to the percent longer responses associ-

ated with each comparison interval.

Subjects rested supine in the scanner with their head

secured by chin and forehead straps, and foam padding to

limit head motion in the head coil. Tone stimuli were

binaurally delivered to subjects via air conduction through

plastic tubes that passed through earplugs, which attenuated

background scanner noise. Background scanner noise con-

sisted of approximately 500 Hz pulses occurring every 205

ms throughout an imaging run. Visual stimuli were presented

using an Avotec Silent Vision goggle system. A non-ferrous

key-press device was positioned directly under the subject’s

right hand to record responses. Stimulus presentation, syn-

chronization of stimulus events with the MRI scanner and the

collection of behavioral data for offline analyses were

achieved using RTStim software (www.rtstim.org).

2.3. fMRI procedures

Images were acquired using a single-shot, blipped gra-

dient-echo echo-planar pulse sequence (21 contiguous sag-

ittal 6-mm slices, TE = 36 ms, TR = 2.0 s, 90j flip angle,

FOV= 256 mm, 64� 64 matrix). Before functional imag-

ing, high-resolution 3D spoiled gradient recalled at steady-

state T1 anatomic images were collected (TE = 5 ms,

TR = 24 ms, 40j flip angle, NEX= 1, slice thickness = 1.2

mm, FOV= 256 mm, 256� 256 matrix) for anatomic lo-

calization and co-registration.

Fig. 1 shows that image acquisition was synchronized to

the onset of the first tone (T1) and the comparison interval.

Because different delays were pegged to each standard

interval, image acquisition coincided with the onset of the

comparison interval in both conditions. Each run consisted

of 24 trials for a total of 96 experimental trials. There were

48 trials for each standard interval condition, with 6 trials

per comparison interval. For each run, a minimum of six

images was collected per trial (i.e., 144 images for 24 trials).

Another 42% of these images (i.e., 60 images) consisted of

‘‘blank’’ (resting) scanning intervals that were included as a

baseline control condition and randomly inserted at the end

of trials (i.e., one to four images) to introduce jitter in the

time series. This procedure helps differentiate activation
trials from baseline activation [6]. Subjects completed four

imaging runs. An additional four images were added to the

beginning of each run to allow the MR signal to reach

equilibrium; these images were discarded in the data anal-

yses. Another four images were added to the end of each run

to accommodate the delayed rise of the hemodynamic

response. In total, 212 images were acquired per run, and

each run lasted approximately 7 min.

Fig. 1 shows the expected hemodynamic response in

relationship to the encoding and decision phases of a trial.

We expected that the 2- and 4-s posttrial onset-scanning

intervals should reveal brain activation patterns specific to

encoding time intervals. We expected that activity associat-

ed with decision making would be evident during the 8- and

10-s scanning intervals. This assumption was based on the

observation that discrimination responses for shorter trials

(e.g., 1200 ms standard and ‘‘shorter’’ comparison intervals)

were made within about 6 s of trial onset, whereas responses

for longer trials (e.g., 1800 ms standard and ‘‘longer’’

comparison intervals) were made within 7 s of trial onset.

In addition, peak activity in the contralateral (left) primary

motor cortex occurred 8- and 10-s posttrial onsets, in

association with the right finger key-press responses. We

reasoned that the analyses of decision difficulty would then

separate regions specifically associated with decision mak-

ing from those involved in encoding the comparison interval

or other processes.

2.4. fMRI analysis

Functional images were generated using Analysis of

Functional NeuroImages (AFNI) software [11]. Time-series

images were spatially registered in three dimensions to

minimize effects of head motion. A deconvolution analysis

was used to generate impulse response functions (IRFs) of

http://www.rtstim.org
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the fMRI signal on a voxel-wise basis. This analysis

produced an estimate of the hemodynamic response for

each condition (i.e., standard interval, discrimination diffi-

culty) relative to a baseline state (rest) without making a

priori assumptions about the shape, delay, or magnitude of

the IRF. Anatomical and functional images were then

interpolated to volumes with 1 mm3 voxels, co-registered,

converted to Talairach stereotaxic coordinate space and

blurred using a 4-mm Gaussian full-width, half-maximum

filter to compensate for intersubject variability in anatomic

and functional anatomy. Activation foci were delineated

using the Talairach atlas for the cerebral cortex [51] and

the Schmahmann atlas for the cerebellum [48].

To examine regions associated with encoding the stan-

dard interval, a mixed-model analysis of variance (ANOVA)

treating subjects as a random factor tested the within-

subjects effects of encoding (2- and 4-s images) and

standard interval condition (1200 and 1800 ms). In these

analyses, the main effect of encoding reflects brain activity

that was significantly greater than baseline activity during
Table 1

Regions showing signification activation during the encoding phase of a trial

Left hemisphere Talairach coordinates Volume

x y z
(Al)

Main effect of encoding

Medial frontal and cingulate

Increased activation

Anterior cingulate (24) � 11 16 25 239

Decreased activation

Medial frontal (9) � 3 52 22 423

Frontal

Temporal

Superior temporal

(22,41,42)

� 54 � 30 12 1228

Parietal

Superior parietal (7) � 35 � 64 43 370

Angular gyrus (39) � 44 � 60 35 253

Inferior parietal (40) � 48 � 45 41 297

Occipital

Basal ganglia

Caudate (body) and

putamen

� 16 4 22 1829

Caudate tail � 36 � 34 � 1 217

Putamen � 29 3 3 306

Cerebellum

Declive (lobule VI) � 11 � 75 � 15 526

Pyramis (lobule VIIB) � 12 � 70 � 29 730

Tuber (lobule VII) � 35 � 57 � 28 1938

Main effect of standard interval

Medial frontal

Superior frontal (9) � 4 53 34 225

Temporal

Numbers in parentheses refer to Brodmann areas.
a Post-central gyrus.
the 2- and 4-s epochs. To reduce false positives, the

threshold for statistical significance was a p-value of

0.005 and a minimum cluster size of 200 Al [17]. A second

analysis examined regions associated with making decisions

about the relative duration of the two intervals. Due to the

small number of observations for each comparison interval,

several approaches were taken to gain adequate statistical

power. First, we collapsed across standard interval condi-

tion. Second, we omitted comparison interval conditions

that fell between those that were the closest and furthest

away in physical time (i.e., longer and shorter by the same

amount) from each standard interval. This was done because

time discrimination functions are often asymmetrical with

respect to the physical distance of the comparison interval

from the standard, especially when two or more standard

interval conditions are randomly presented. In our data,

within-subject error variance was reduced, and the greatest

differences in accuracy were obtained by taking the average

of the comparison intervals that were the closest and furthest

in physical time from the standard interval as an index of
Right hemisphere Talairach coordinates Volume

x y z
(Al)

Medial frontal (9) 1 41 35 431

Posterior cingulate (23) 7 � 40 23 358

Pre-SMA (6) 7 11 55 1666

Inferior frontal (44,45) 51 10 21 552

Superior temporal

(21,40a,41,42)

54 � 28 9 11,412

Precuneus (7) 4 � 51 61 516

Precuneus (7) 6 � 81 35 3624

Inferior parietal (40) 40 � 48 40 2298

Lingual gyrus (18) 10 � 88 � 10 258

Caudate (body) 14 � 1 17 1184

Caudate (body) 10 16 3 774

Declive (lobule VI) 40 � 61 � 20 3335

Parahippocampus (36)

and hippocampus

31 � 17 � 17 219
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discrimination difficulty (i.e., hard and easy decisions). This

resulted in 24 trials for the easy and 24 trials for the hard

discriminations (i.e., 12 trials for each standard interval

condition). A mixed-model ANOVA treating subjects as a

random factor was applied to the IRF estimates for hard and

easy conditions to test the effect of decision difficulty 8 and

10 s posttrial onset. Because this analysis contained only

half of the total number of experimental trials, we adopted a

less conservative significance threshold of p = 0.01 and used

a minimum cluster size of 200 Al.
3. Results

3.1. Behavioral results

A repeated-measures ANOVA tested the main effects of

standard interval, comparison interval and their interaction

for RT and percent longer responses. The Huynh-Feldt

correction was used to adjust for heterogeneity of variance.
Fig. 3. Percent signal change in selected regions showing a main effect of encoding

of the standard interval (2- and 4-s epochs). The time course of the MR signal cha

the 1200-ms standard interval condition, and closed circles and solid lines denote

designate areas showing a main effect of encoding, and foci in red designate are
In the analysis of the RT data, there was a main effect of

comparison interval [F(5.3,161) = 3.49, p < 0.01], showing

that RTs were generally longer for comparison intervals

closer than further away in physical time from the standard

interval. RTs in the 1200-ms condition (mean = 1055,

SDerr = 62.6) did not differ significantly from those in the

1800-ms condition (mean = 1021, SDerr = 65.9). No other

effects were significant.

Fig. 2 displays the percent longer responses for each

standard interval condition as a function of the comparison

interval. The standard� comparison interval interaction

[F(5.8,161) = 3.2, p < 0.01] suggests that subjects overesti-

mated time in the 1200-ms condition and underestimated

time in the 1800-ms condition. This was confirmed by a

subsequent analysis that estimated the bisection point (i.e.,

point in time at which 50% of responses are ‘‘longer’’),

which reflects timing accuracy. Here, a linear regression was

applied to each subject’s data, and then estimates were

derived for the bisection point (timing accuracy) and differ-

ence limen (timing variability). The dashed lines in Fig. 2
(A) and standard interval condition (B) in association with the presentation

nge is graphed for the entire 16-s trial. Open circles and dashed lines denote

the 1800-ms standard interval condition. Activation foci displayed in green

as showing a main effect of standard interval condition.
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illustrate the point of bisection for the 1200-ms (mean =

1299, SDerr = 23) and 1800-ms (mean = 1730, SDerr = 26)

standard interval conditions. Next, we computed a measure

of memory migration or distortion by subtracting the 1200-

ms bisection point from the 1800-ms bisection point. Larger

values indicate greater differentiation between the two

standard interval conditions. On the average, subjects

showed some merging of their memories for the two

intervals as indicated by the mean difference of 431 ms

(SDerr = 30). Finally, the coefficient of variation was com-

puted by dividing the difference limen (1200-ms standard:

mean = 237, SDerr = 21.5; 1800-ms standard: mean =315.3,

SDerr = 27.4) by the bisection point. Timing was scalar or in

proportion to the timed interval as demonstrated by the

similar coefficients of variation for the 1200-ms (mean =

0.182, SDerr = 0.015) and 1800-ms (mean = 0.183, SDerr =

0.018) standard interval conditions.

To directly compare performance on easy and hard trials,

a repeated-measure ANOVA tested the effects of standard
Fig. 4. Percent signal change in selected regions showing a main effect of time disc

epochs). (A) graphs the percent signal change in the left motor cortex as a function

in selected regions. The bar graphs contrast the percent signal change in an epoc

effect of discrimination difficulty, with the epochs associated with the decision-m

bars denote hard interval discriminations. Activation foci displayed in red des
interval, decision difficulty (easy, hard) and their interaction.

For RT, a main effect of decision difficulty [F(1,23) = 10.5,

p < 0.01] showed that responses were faster for easy (mean =

949 ms, SDerr = 62) than hard decisions (mean = 1098 ms,

SDerr = 69). For percent correct, a main effect of decision

difficulty [F(1,23) = 41.4, p < 0.0001] demonstrated that

easy discriminations (mean = 80.4, SDerr = 2.9) were more

accurate than hard discriminations (mean = 61.3, SDerr =

1.7). No other effects were significant.

3.2. fMRI results

3.2.1. Encoding phase

Table 1 lists the regions showing significant main effects

of encoding (2 and 4 s posttrial onset) and standard interval

condition (critical F = 9.629). A main effect of encoding was

found in distributed brain regions in association with the

presentation of the standard interval. Fig. 3A displays the

time course of the MR signal change across the entire trial
rimination difficulty during the decision-making phase of a trial (8- and 10-s

of the time posttrial onset. (B) graphs the effect of discrimination difficulty

h associated with interval encoding (2-s posttrial onset), which showed no

aking phase (8- and 10-s posttrial onset). Black bars denote easy, and gray

ignate regions showing greater activation for harder than easier interval



D.L. Harrington et al. / Cognitive Brain Research 21 (2004) 193–205200
for selected regions. This figure shows that activation

decreased below baseline during the encoding of the stan-

dard interval in the left medial frontal cortex (BA 9) and

right pre-SMA. In both regions, activation did not return to

baseline until the end of the trial. In contrast, activation

increased above baseline in the right medial frontal cortex

(BA 9; not shown) and the anterior and posterior cingulate

areas. In all remaining regions, activation increased above

baseline during the encoding phase of the trial. These

regions included the bilateral superior temporal cortex,

distributed areas of the parietal cortex (bilateral BA 40, left

BA 7, left angular gyrus, right precuneus), right lingual

gyrus, basal ganglia (bilateral caudate body, left caudate tail,

left putamen) and lobules VI and VII of the cerebellum

(bilateral declive, left pyramis, left tuber).

Table 1 shows that a main effect of standard interval was

found in two regions: the left medial superior-frontal cortex

and the right parahippocampus, both of which showed

greater activation during the 1800-ms than the 1200-ms

standard interval condition (see Fig. 3B).

3.2.2. Decision phase

To establish the epochs associated with the decision

phase of a trial, a region of interest analysis was performed

for the primary motor cortex contralateral to the performing

hand, testing for the standard interval� time posttrial onset

interaction (2–12-s posttrial onset) (critical F = 4.669,
Table 2

Regions showing significant effects of discrimination difficulty during the decisio

Left hemisphere Talairach coordinates Volume

x y z
(Al)

Medial frontal

Medial frontal (8) � 1 25 45 1538

Frontal

Middle frontal (10) � 32 55 8 324

Inferior frontal (47) � 18 26 � 17 236

Inferior frontal (47) � 50 24 0 230

Temporal

Superior temporal (22) � 65 � 21 4 234

Insula � 28 27 4 713

Parietal

Superior parietal (7) � 27 � 66 53 851

Inferior parietal (40) � 49 � 53 45 322

Inferior parietal (40) � 34 � 41 41 241

Occipital

Middle occipital (19) � 46 � 77 10 907

Basal ganglia

Putamen, nucleus

accumbens

� 13 11 � 6 530

Activation was greater for hard than easy discriminations in all regions excep

discriminations. Numbers in parentheses refer to Brodmann areas.
p = 0.005). Fig. 4A graphs the significant interaction. This

figure shows that peak activation in the 1200-ms condition

occurred from 8 to 10 s posttrial onset, whereas peak

activation in the 1800-ms condition occurred 10 s posttrial

onset. These results suggest that the 8- and 10-s epochs

represented the decision-making phase of the trial, since

response implementation closely follows a decision. This

assumption is supported by the RT findings, which show

that decision and response implementation processes are

carried out within approximately 1 s after the offset of the

comparison interval.

Table 2 lists regions showing significant main effects of

discrimination difficulty at the 8- and 10-s posttrial onset

epochs (critical F = 2.655), and Fig. 4B graphs the percent

signal change in some of these regions. Greater activation

for hard than easy decisions was found in the left medial

frontal cortex (BA 8), bilateral prefrontal cortex (BA 10, 45,

47), left superior temporal cortex, left superior (BA 7) and

inferior parietal cortex (BA40), left middle occipital cortex

(BA 19) and the putamen and nucleus accumbens. In

contrast, greater activation for easy than hard discrimina-

tions was seen in the right parahippocampus. To verify that

activation was specific to the discrimination difficulty

during these epochs, post hoc t-tests compared the percent

signal change for easy and hard decisions, 2 s posttrial

onset, when the decision stage had not yet begun. No effect

of discrimination difficulty was found during this epoch.
n phase of a trial

Right hemisphere Talairach coordinates Volume

x y z
(Al)

Superior frontal 26 38 16 299

Inferior frontal (10) 35 42 � 3 418

Inferior frontal (45,47) 45 20 5 278

Parahippocampus (37) 30 � 43 � 4 331

t the parahippocampus, where activation was greater for easy than hard
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3.3. Correlation of behavioral and fMRI data

To identify regions associated with behavioral measures

of time discrimination, Pearson correlations analyzed the

relationship between three different indices of time discrim-

ination (bisection point, memory migration, coefficient of

variation) and area under the curve in regions identified in

the encoding (2- and 4-s epochs) and the decision (8- and

10-s epochs) phases in the above analyses. Due to the

exploratory nature of these analyses, an uncorrected p level

of 0.05 was the criterion for significance. Table 3 shows that

during the encoding phase, larger coefficients of variation

(poorer processing efficiency) were associated with greater

activation in the right inferior parietal, right caudate, left

declive and left tuber. In contrast, increases in the bisection

point correlated with greater activation in the right para-

hippocampus, whereas a greater memory migration effect

was associated with greater activation in the right precu-

neus. During the decision phase, a greater memory migra-

tion effect was associated with less activation in the left

superior temporal cortex.

To explore whether brain activation during the decision

phase related to response preparation processes, Pearson

correlations examined the relationship between RTs for easy

and hard discriminations and the area under the curve for

regions showing an effect of decision difficulty. Longer RTs

were associated with greater activation in the left superior

parietal (� 27,� 66,53) and inferior parietal (� 49,� 53,45)

cortices (r= 0.30, p < 0.05 for both analyses).

D.L. Harrington et al. / Cognitiv
Table 3

Correlations of timing proficiency with area under the curve in regions

associated with encoding and decision phases of a trial

Talairach

coordinates

Estimates of timing

proficiency

x y z Bisection

pointa
Memory

biasb
Coefficient

of variationa

Encoding phase: main effect of time

Right inferior

parietal

40 � 48 40 0.31*

Right precuneus 4 � 51 61 � 0.44*

Right caudate 14 � 1 17 0.30*

Left declive

(lobule VI)

� 11 � 75 � 15 0.36**

Left tuber

(lobule VII)

� 35 � 57 � 28 0.32*

Encoding phase: main effect of standard interval

Right

parahippocampus

31 � 17 � 17 0.40***

Decision-making phase: main effect of time

Left superior

temporal

� 65 � 21 4 0.44*

All tabled correlations based on two-tailed significance tests where

*p< 0.05, **p< 0.025 and ***p< 0.01.
a df = 48.
b df = 24.
4. Discussion

4.1. Interval encoding

The results showed that distributed regions of the basal

ganglia, cerebellum and cerebral cortex were activated

during the standard interval encoding phase of a trial.

However, activation correlated with behavioral measures

of time discrimination in only some of these regions

including the right caudate, right inferior parietal cortex

and precuneus, right parahippocampus and hippocampus

and left cerebellum. Damage to most of these regions

produces timing deficits [22,23,25,40], which further sup-

ports their preeminence in interval timing. The results were

also in keeping with a right hemisphere bias for time

perception processes [23,45]. It was notable that different

behavioral measures of time discrimination were associated

with activity in different neural systems during this phase of

the trial. This result supports timing theory, which assumes

different measures express functionally distinct processes.

Encoding-related activity in the caudate nucleus and

putamen extends our previous fMRI results [45] by dem-

onstrating this effect under conditions when subjects were

encouraged to encode the standard interval on each trial.

Thus, it appears that basal ganglia activation in our earlier

study was not due to rehearsing the same interval through-

out the experiment. Importantly, greater activation in the

right caudate was associated with reduced timing sensitivity,

which suggests this area is more specifically involved in the

clock process. This result is consistent with research in

animals demonstrating that the binding affinity of D2

receptor antagonists predicts clock speed [36] and that

striatal neurons fire in response to specific durations during

a temporal estimation task [34]. The positive association

between caudate activity and the coefficient of variation

suggests that clock processes are more effortful in individ-

uals who are less proficient at interval timing.

The above result is relevant to findings in people with

Parkinson’s disease who were tested ‘‘on’’ and ‘‘off’’ their

dopamine replacement therapy as they performed a temporal

estimation task, in which different durations were tested

across different blocks of trials [30,31]. Temporarily stopping

dopamine therapy produced an increase in the coefficient of

variation and a migration effect (i.e., overestimation of

shorter and underestimation of longer intervals), relative to

when patients were taking their normal therapy. Because

working memory demands were presumably minimized in

this paradigm, the results were attributed both to a slowdown

in memory storage and deficient inhibition of competing

memories during retrieval [31]. This contrasts with our study,

in which memory migration might be more related to trial by

trial variability in working memory processes. Still, because

caudate activity did not correlate with the migration effect

during encoding or retrieval of interval representations in our

study, the memory distortions in Parkinson’s disease are not

likely due to basal ganglia dysfunction per se, but perhaps
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more directly related to reduced cortical functioning in this

disorder.

Caudate activation during interval encoding was accom-

panied by activity in two areas of the right parietal lobe that

appear to subserve distinct functions. Like the caudate,

activation in the right inferior parietal cortex correlated with

timing sensitivity. This finding is consistent with our previ-

ous fMRI study, which showed that caudate and right

inferior parietal activity were unique to timing events, rather

than more generally related to making sensory discrimina-

tions [45]. These results are also in agreement with dis-

turbances in time perception after damage to the inferior

parietal cortex of the right, but not the left hemisphere [23],

which correlate with deficits in attention. Collectively, these

findings strengthen evidence for the right inferior parietal

cortex in modulating attention during interval encoding,

perhaps by regulating the starting and stopping of pulses

from the timekeeping mechanism [20]. A recent study

provides physiological support for this proposal, showing

that neurons in the posterior parietal cortex of monkey

(which are not specific to a hemisphere) respond to elapsed

time during the performance of a time perception task

similar to ours [28]. In the present study, it is noteworthy

that activity in the right inferior parietal cortex did not

correlate with decision difficulty, suggesting that the well-

documented attention function of this region in humans was

specific to interval encoding in our task.

In contrast to the right parietal cortex, encoding-related

activity in the right medial-parietal cortex (precuneus) corre-

lated with memory bias. Greater activation in the right

precuneus was associated with a larger migration effect.

The precuneus has dense interconnections with the MTL

[53], consistent with its participation in memory encoding

and retrieval [43]. Structural equation modeling of networks

involved in working memory further demonstrate that the

precuneus shares strong functional connections with extras-

triate cortex, parahippocampus, anterior and posterior cingu-

late areas and inferior frontal cortex [26], all of which were

activated during encoding in the present study. Although the

specific function of the precuneus is not well defined, activity

in this area is greater for imaginable than nonimaginable

word-pair associates during retrieval [16]. These findings

lead us to speculate that increased activity in the precuneus

may reflect greater difficulty in accurately encoding intervals,

possibly due to the use of visual strategies. Avisual encoding

of time might be more susceptible to memory distortion

because temporal processing is more variable in visual than

auditory modalities [46]. This proposal is compatible with

our finding that memory distortion is reduced during decision

making when there is greater activation in systems involved

in auditory rehearsal (see below).

We also found activation in the right parahippocampus and

hippocampus during interval encoding, which correlated with

the bisection point, indicating that MTL processing was

specifically sensitive to the temporal characteristics of the

standard interval. This result is consistent with timing theory,
which assumes that output from an internal clock is encoded

and represented in memory [20]. Our results are also in

keeping with a bias for the left MTL in verbal processing

and the right MTL in nonverbal processing [52]. However,

our results also suggest that damage to the MTL may not

necessarily affect timing sensitivity [13], at least under

conditions in which memory functions are minimized.

MTL pathways also appeared to act interdependently with

the lateral ventral prefrontal (BA 44, 45), medial frontal (BA

9, 23, 24) and parietal (BA 7) and superior temporal cortex to

promote encoding [7], with some regions showing decreased

activation (left medial 9, right preSMA) and others showing

increased activation (cingulate areas, right medial 9, right

precuneus, left inferior frontal, superior temporal). Of partic-

ular significance in our study was activation in the right

inferior-frontal (BA 44, 45) and superior-temporal cortices,

which constitutes an auditory rehearsal network [41,57] that

may maintain standard intervals active in working memory

for later decision making. Unlike the MTL, activity in frontal

and temporal regions during encoding did not correlate with

performance, perhaps indicating that rehearsal networks are

not crucial early during the formulation of interval represen-

tations. Consistent with our earlier fMRI study [45], activa-

tion was also not observed in middle-frontal areas widely

associated with executive functions of working memory,

which strengthens our contention that activity during the 2-

and 4-s epochs was largely a reflection of clock and memory

encoding processes.

Temporal processing efficiency during encoding also

correlated with activation in vermal and hemispheric lobules

VI and VII of the cerebellum, which receive auditory and

visual inputs (vermis) and afferents from the motor and

prefrontal cortices (cerebellar hemispheres) [1]. In a previ-

ous fMRI study, we reported that cerebellar activation

associated with encoding the standard interval was not

significantly greater than a baseline sensorimotor control

condition, leading us to conclude that it did not support

timekeeping processes per se [45]. This conclusion is

consistent with recent findings showing normal time-per-

ception performance in patients with large cerebellar lesions

due to stroke [24]. Why then does cerebellar activity

correlate with timing proficiency in the present study?

Insight into this question can be gained by first considering

the work of Bruekelaar and Dalrymple-Alford [4], who

reported that rats with large lesions to the lateral cerebellar

hemispheres, but not the vermis, showed subtle time esti-

mation deficits for intervals in the milliseconds (200–800

ms), but not in the seconds (2–8 s) range. Cerebellar

hemisphere lesions also disrupted numerical discrimina-

tions. However, both timing and numerical discrimination

deficits recovered with extended training, unlike lesions to

the substantia nigra and caudate putamen, which other work

suggests produce enduring timing deficits [22,36,39]. These

results are inconsistent with a cerebellar timing hypothesis

[25], which would predict more robust and long-term time

estimation deficits, particularly after large cerebellar hemi-
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sphere lesions. Bruekelaar and Dalrymple-Alford proposed

that cerebellar damage adds a constant source of variability

to time estimation that is masked in longer interval con-

ditions, because it constitutes a relatively smaller proportion

of the variance. Although the precise source of the variabil-

ity is unknown, the cerebellum participates in a broad range

of sensory and cognitive functions that have no apparent

interval timing requirements including tactile discrimina-

tions, spatial learning and working memory [12,19,27]. One

model suggests that this is due to the cerebellum’s role in

monitoring and adjusting input from the cerebral cortex [3],

perhaps to signal discrepancies between an intended action

and the actual sensory consequences [2]. By this account,

timing sensitivity in our task may relate in part to the

cerebellums’ role in monitoring input from sensory (audi-

tory) systems involved in encoding intervals and optimizing

this input in accord with internal representations of the

standard intervals stored in memory.

4.2. Decision making

Neural systems associated with timing sensitivity during

interval encoding (right caudate, right inferior parietal

cortex, left cerebellum) were not implicated in decision

processes. Similarly, activity in regions related to making

decisions did not correlate with timing sensitivity. These

results supported the independence of clock (and perhaps

other unspecified sensory processes) and decision processes,

consistent with scalar timing theory [20].

Making decisions about interval durations was associated

with activity in distributed regions that mediate working

memory, including the frontal and posterior (parietal, tem-

poral) cortices. Activation was greater for harder than easier

discriminations, presumably reflecting the greater demands

of more difficult decisions on processing resources. Al-

though these results are in agreement with the assumption

that decision processes compare pulse counts from the clock

with a distribution of stored values [20], our results suggest

decision and memory processes are more interdependent,

because regions involved in working memory mediate

decision making. This included the bilateral anterior mid-

dle-frontal cortex (BA 10) where activity was not found

during epochs associated with interval encoding, in agree-

ment with its role in executive functions of working

memory [15]. In contrast, the time course of activation in

auditory rehearsal networks (bilateral inferior frontal and

left superior temporal cortices) began early during interval

encoding and continued into the decision phase. Of partic-

ular importance was the correlation of memory bias with

activity in the left superior temporal cortex, but only during

the decision phase of the trial. This finding indicated that

greater utilization of auditory rehearsal systems helped to

distinguish representations of the two standard intervals.

Thus, distortions in the representation of intervals appear to

be associated with systems that mediate interval encoding

(precuneus) and decision making (superior temporal cortex).
Though the prefrontal cortices seem to be more special-

ized in terms of the operations they perform (e.g., encoding,

rehearsal, executive functions) [15], hemispheric biases in

processing different types of information have been noted in

the parietal cortex of humans. A bias for timing events in the

right parietal cortex has been demonstrated in focal lesion

and fMRI studies [23,45]. Our results extend these findings

by showing that the right parietal cortex does not support

attention mechanisms during decision making, which might

be engaged to compare intervals. Rather, decision making

was specifically correlated with activity in the left superior

and inferior parietal cortex, with greater activation associ-

ated with longer RTs. This finding suggests the left parietal

cortex plays a preeminent role in preparatory processes

involved in decisions. Converging support for this proposal

can be found in studies showing that the left parietal cortex

is biased for processes related to mathematical calculations

or making decisions about the magnitude (size, distance) of

symbolic or nonsymbolic stimuli [14,50]. Altogether, these

results seem to suggest that the parietal cortex may acquire

sensory information from other regions for the purpose of

accumulating evidence about stimulus properties (e.g.,

amount, size, duration), which is used in decision making.

In humans, this function appears to be biased for left

hemisphere processing, perhaps related to the lateralization

of language functions.

In contrast to interval encoding, the right parahippocam-

pus, but not the hippocampus was associated with decision

making, consistent with its role in retrieval of nonverbal

information [7]. However, unlike cortical activity, activation

was greater for easy than hard interval discriminations, the

latter of which showed deactivation or suppression relative

to baseline. Though previous studies have not examined the

role of the MTL in decision processes, reduced (but not

suppressed) parahippocampus activation was reported for

forgotten words relative to remembered words [5,54], im-

plying that unsuccessful retrieval is related to how well

information is encoded. Our results, however, appear to

relate more to the difficulty of decisions, rather then the

goodness of encoding, because accuracy for hard interval

discriminations was close to chance. Memory processes

associated with easy and hard interval discriminations may

be more analogous to those involved in making decisions

about solvable and unsolvable anagrams. Similar to our

results for easy and hard interval discriminations, one study

reported parahippocampus activity increased above baseline

for a solvable anagram task, but decreased below baseline

for unsolvable anagrams [49]. Though deactivation is diffi-

cult to interpret, our results suggest that parahippocampus

activation may also be reflective of retrieval success during

decision making.

Finally, the left putamen was associated with decision

processes as well as interval encoding. However, unlike the

caudate nucleus, activity in the putamen did not correlate

with any behavioral measures of timing. One speculation is

that the basal ganglia nuclei may contribute differently to
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the perception and the reproduction of time. Previously, we

reported putamen, but not caudate activation, in healthy

adults during the reproduction of time intervals [44].

Though time perception is associated with activation in

both nuclei [45], the present study suggests the putamen

plays a nonspecific role, in contrast to the caudate. The

possibility that the putamen and caudate mediate timing for

different purposes (i.e., action vs. perception) is consistent

with their neuroanatomically distinct pathways to motor and

nonmotor areas of the prefrontal cortex, respectively [37].

4.3. Summary

The present study identified networks of brain activity

that were associated with interval encoding and decision

processes. The relationship between behavioral measures of

timing competency and activity in these networks further

delineated their functional specificity. It is noteworthy that

timing sensitivity relates to activity associated with formu-

lating representations of time, but not making decisions

about their duration. This provides compelling evidence for

the functional distinctions between these two components of

our time perception task. During interval encoding, timing

sensitivity correlated with activity in the right caudate and

right inferior parietal cortex, in keeping with their associa-

tion with ‘‘clock’’ processes. Though activity in the cere-

bellum also correlated with timing sensitivity, the subtle

effects of cerebellar damage on timing together with its

broader role in sensorimotor functions lead us to speculate

that it plays a more primary role in monitoring and adjusting

input from cortical systems involved in sensory processing

and working memory. For the first time we demonstrated a

role for right MTL in interval encoding (where it correlated

with the bisection point) and decision making, which may

be due to the greater demands in our task on memory

processes. Our data also show that distortions in the mem-

ory for intervals relate to right precuneus and left superior

temporal cortex activity, which may respectively reflect

encoding and rehearsal strategies used to store and maintain

information active in memory.
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