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Recent advances in genomics have underscored the surprising ubiquity of DNA copy number variants (CNVs). They carry information on the modalities of genome evolution and about the deregulation of DNA replication in cancer cells; their study can be helpful to localize tumor suppressor genes, distinguish different populations of cancerous cell, as well identify genomic variations responsible for disease phenotypes. A number of different high-throughput technologies can be used to identify copy number variable sites, and the literature documents multiple effective algorithms. We augment this literature with a focus on computational speed and simultaneous analysis of multiple sequences.

One the one hand, we explore CNV reconstruction for single sample via estimation with a fused-lasso penalty. We mount a fresh attack on this difficult optimization problem by a majorization-minimization (MM) framework. We also reframe the reconstruction problem in terms of imputation via discrete optimization. This approach is easier and more accurate than parameter estimation. The accuracy of our imputations is comparable to that of hidden Markov models at a substantially lower computational cost.

On the other hand, we investigate the specific problem of detecting regions where
variation in copy number is relatively common in the sample at hand: this encompasses the cases of copy number polymorphisms (CNPs), related samples, technical replicates, and cancerous sub-populations from the same individual. We present a segmentation method to reconstruct CNV regions, that is based on penalized estimation and is capable of processing multiple signals jointly. Our approach is computationally very attractive and leads to sensitivity and specificity levels comparable to those of state-of-the-art specialized methodologies. Its versatility and speed make the method applicable to data obtained with a wide range of technologies and particularly useful in the initial screening stages of large data sets.

Finally, we perform CNV detection and analysis in a set of pedigrees from two Central American isolate and admixed populations. We characterize CNPs in this sample in terms of their frequencies and prevalence on different genetic backgrounds.
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## CHAPTER 1

## Introduction

### 1.1 Biological background

As a more and more comprehensive catalogue of human genetic variation becomes available [The International HapMap Consortium (2005)], a long-term goal in statistical genetics is to investigate the effect of genetic variation, in combination with environment, on human diversity and health, to uncover the mechanism underlying human genome evolution, to understand differences between populations and to identify risk factors of complex diseases and genetic predictors of patient's response to treatment [Goldstein and Cavalleri (2005)].

Variation in DNA happens at a very wide spectrum. Large variants can affect an entire chromosome and typically have detectable phenotypic effect. Down's syndrome, for example, is caused by the presence of an extra copy of Chromosome 21. On the other end of the spectrum, progress in biotechnology allow us to identify sequencelevel variation as small as single nucleotide polymorphisms (SNPs), which involve only single base substitution. About 10 million SNPs are estimated to be present in human genome at $>1 \%$ frequency [Feuk et al. (2006)]. They constitute the most common markers used in population genetics and genetic association studies. Between the two extremes, submicroscopic structure variations of intermediate scale are revealed at high resolution with the development of genome-scanning array technologies and comparative DNA sequence analysis.

DNA copy number variants (CNVs) are an important class among other types of
large variants, such as inversion, translocation and loss of heterozygosity (LOH) [Feuk et al. (2006)]. They are generally regarded as gains (insertions or duplications) and losses (deletions or null genotypes) of DNA segments larger than 1 kb as compared to their normal counterparts defined by a reference genome or a pool of normal DNA samples [Feuk et al. (2006); Freeman et al. (2006); Scherer et al. (2007)]. In 2004, two landmark papers [Sebat et al. (2004); Iafrate et al. (2004)] opened the door to the investigation of CNVs at the genome-wide scale. Thanks to the steady development of high-throughput technologies, a series of studies [Tuzun et al. (2005); Redon et al. (2006); Jakobsson et al. (2008); Cooper et al. (2008); McCarroll et al. (2008); Kidd et al. (2008); Conrad et al. (2009); The International HapMap 3 Consortium (2010); Mills et al. (2011)] followed and contributed to our increasing knowledge on distributions, sizes, frequencies and other population-genetic properties of CNVs. CNVs occurring in more than $1 \%$ of the population are called copy number polymorphisms (CNPs) [Feuk et al. (2006)]. They account for a large proportion of genetic variation in normal cells than were previously expected. The fraction of the genome covered by CNV regions (encompassing overlapping or adjacent gains or losses) is estimated to be $12 \%$ based on the populations of the HapMap collection [Redon et al. (2006)]. Similar to SNPs, more than $99 \%$ of the CNVs follow Mendelian patterns of inheritance rather than being derived from new mutation [Feuk et al. (2006); McCarroll et al. (2008)]. Most biallelic CNPs are in strong linkage disequilibrium with flanking SNPs [McCarroll et al. (2008); Campbell et al. (2011)], and most low-frequency CNVs segregate on specific SNP haplotypes [McCarroll et al. (2008)]. Given the fact that CNVs cover more proportion of human genome and have higher mutation rate and potentially larger penetrant effect [Sebat (2007); Scherer et al. (2007)], it gradually became a routine to investigate CNVs along with SNPs in a genetic association study.

In the last five years, a number of studies have been carried out that document the significant implications of CNVs in phenotypic variation and complex diseases. Most CNPs are benign and serve as an important resource for human-genetic stud-
ies in diverse worldwide populations. Campbell et al. (2011) reported that biallelic CNPs, in particular those in segmental duplication regions, show greater stratification when compared to frequency-matched SNPs. Several CNPs are associated with susceptibility to common diseases, such as lupus [Fanciulli et al. (2007); Molokhia et al. (2011)], psoriasis [Hollox et al. (2008)], Crohn disease [Bentley et al. (2009)], and obesity [Chen et al. (2011b); Jarick et al. (2011); Yang et al. (2012)]. Recent discoveries have shown that rare and de novo CNVs play a more important role in finding clues to "missing heritability" in some psychiatric diseases, such as autism [Pinto et al. (2010)], schizophrenia [Stefansson et al. (2008); The International Schizophrenia Consortium (2008); Walsh et al. (2008); Vrijenhoek et al. (2008); Ingason et al. (2009)] and bipolar disorder [Malhotra et al. (2011)].

Before the community became aware of their ubiquitous existence in normal cells, changes in copy number were observed in tumor cells. These changes in the cancer genome are mostly due to somatic mutations during the genesis and development of the tumor, so they are usually referred to as copy number aberrations (CNAs) to be distinguishable from inherited CNVs. CNAs are often larger in size and sometimes can extend for an entire chromosome. Recurrent CNAs in a wide range of cancer types have been compiled and cataloged [Albertson et al. (2003)]. It has been shown that duplications in genomic regions harboring oncogenes and deletions in regions containing tumor suppressor genes are involved in the establishment of tumor status through altered gene expression levels [Newton and Lee (2000)], but the general mechanism of complex CNA profiles underlying tumor progression and their evolution in drug resistance is still an open area of research. The study of tumor CNA is complicated by the fact that the available tissue is typically heterogeneous - a mixture of different sub-populations of cancer cells and normal cells [Neuvial et al. (2011)].

Throughout this dissertation, CNV analyses are mainly focused on data generated from normal tissue samples. A simulation study in Chapter 3 is used to demonstrate CNV analysis in tumor data.

### 1.2 Characteristics of high-throughput technologies

With the continuous advancement of high-throughput biotechnologies, copy number variants can be detected at increasing resolution across the whole genome. Next generation sequencing technology is able to provide a very detailed map of genome-wide structure variants at nucleotide resolution [Mills et al. (2011)], but currently, they are not extensively employed in CNV analysis for large samples due to cost consideration. Microarray based technology remains the primary method used for CNV detection in large-scale genetic studies [Pinto et al. (2011)]. The two main types of microarrays are comparative genomic hybridization (CGH) arrays and single nucleotide polymorphism (SNP) arrays (or genotyping arrays). Characteristics of the data generated by the two platforms will be briefly introduced respectively.

### 1.2.1 CGH array

CGH array is a high-throughput technology for scanning changes in DNA copy number at genome-wide level [Pinkel et al. (1998); Albertson and Pinkel (2003); Pinkel and Albertson (2005)]. The generated CNV profile falls into a wide range of coverage and resolution depending on the biological materials used as probes distributed on microarrays, such as bacterial artificial chromosomes (BACs) [Snijders et al. (2001)], cDNAs [Pollack et al. (1999)], oligonucleotides [Lucito et al. (2003); Barrett et al. (2004)], but their data generation procedures are of the same nature.

In a typical array-CGH experiment, total genomic DNA is extracted from test and reference cells, fragmented, and differentially labeled with two dyes. The two sets of DNA fragments are then mixed and hybridized to microarrays spotted with probes that are complementary to sample DNA sequences. Fluorescence signals are measured separately for test and reference samples with two different color channels. For a given probe, the relative intensity of the test versus reference signals reflects a noisy measurement of the relative DNA amount, ideally proportional to the relative DNA copy


Figure 1.1: An example of tumor array-CGH data. The data is complied in Tibshirani and Wang (2008), showing a genomic region with duplications and deletions in glioblastoma multiforme (GBM) tumors. Log ratio measurements are shown in cyan dots, linearly ordered by probe locations. The red line is fitted by fused lasso [Tibshirani and Wang (2008)]. The dashed line indicates $y=0$, corresponding to normal copy number.
number in the test versus reference samples at that genomic location [Pinkel and Albertson (2005)]. With proper normalization, the data usually takes the form of log ratio (LogR) of test and reference intensities at each probe, linearly ordered according to the physical locations of probes along the genome.

Figure 1.1 shows an example of array-CGH data present in a genomic region of glioblastoma multiforme (GBM) tumors [Tibshirani and Wang (2008)]. Since variation in DNA copy number tends to occur in contiguous blocks, with probe locations in a block having the same copy number, their log ratio signals appear to fluctuate around a
series of contiguous segments with constant means. Log ratios corresponding to normal copy number are traditionally normalized to 0 . The segment with average $\log$ intensity ratio larger or smaller than 0 indicate increase or decrease in DNA copy number in the test genome relative to the reference genome.

### 1.2.2 SNP array

SNP arrays are originally designed for high-density genotyping with hundreds of thousands to millions of probes, but fortunately they also yield information for CNV analysis at no additional cost. Illumina [Peiffer et al. (2006)] and Affymetrix [Bignell et al. (2004); Huang et al. (2004)] are two major commercialized platforms extensively used in scientific community. Despite their obvious technical differences, the two platforms generate conceptually very similar CNV reconstruction problems. For definiteness, we focus on the data delivered by the Illumina platform at our disposal.

When reconstructing CNV from genotype data, researchers rely not only on the final genotype calls but also on raw measurements obtained from the genotyping array. A DNA sample from an individual is preprocessed, hybridized to a chip, and queried at $n$ SNPs. For convenience, we will call the two alleles A and B at each SNP. The amount of DNA carried by each allele at a queried SNP is measured by recording the luminescence of specifically labelled hybridized DNA fragments. Transformations and normalizations of the luminescences lead to two noisy measurements for each SNP $i: y_{i}$ (LogR or $\log \mathrm{R}$ ratio (LRR) following Illumina terminology) and $x_{i}$ (B-allele frequency, BAF). The former quantifies the total DNA present at the SNP location, similar as log intensity ratio generated by CGH array. After normalization, the average of $y_{i}$ across individuals is 0 . A large positive value suggests a duplication; a large negative value suggests a deletion. The distribution of $y_{i}$ has been successfully described as a mixture of a Gaussian and outliers [Colella et al. (2007); Wang et al. $(2009,2007)$ ].

The B-allele frequency (BAF) represents the fraction of the total DNA attributable


Figure 1.2: Signal patterns for different DNA copy number scenarios organized by their physical locations along a simulated chromosome. The top panel displays in blue $y_{i}(\operatorname{LogR})$, the middle panel displays in green $x_{i}(\mathrm{BAF})$, and the bottom panel displays in red the true copy number.
to allele B . The admissible values for $x_{i}$ occur on the interval $[0,1]$. When copy number equals $1, x_{i}$ takes on values close to 0 or 1 , corresponding to the genotypes A and B. When copy number equals $2, x_{i}$ is expected to fluctuate around the three possible values $0,1 / 2$, and 1 , corresponding to the three possible genotypes $\mathrm{AA}, \mathrm{AB}$, and BB . When copy number equals $3, x_{i}$ varies around the four possible values $0,1 / 3,2 / 3,1$, corresponding to the genotypes $\mathrm{AAA}, \mathrm{AAB}, \mathrm{ABB}, \mathrm{BBB}$. When copy number equals 0 , the value of $x_{i}$ is entirely due to noise and appears to be distributed uniformly on $[0,1]$. Figure 1.2 plots typical values of the pair $\left(y_{i}, x_{i}\right)$ along a DNA segment that contains a homozygous deletion (copy number 0), a hemizygous deletion (copy number 1), and a duplication (copy number 3). Clearly both $y_{i}$ and $x_{i}$ convey information relevant to copy number.

### 1.2.3 Data preprocessing

Normalization and transformation of the signal from experimental sources are crucial and can have a very substantial impact on final results. One fundamental assumption in CNV analysis is that markers close together in genomic locations are likely to share the same underlying copy number, so that statistical methods can borrow information across markers to identify chromosomal regions with CNVs. The assumption holds when signals at locus level are properly normalized and some systematic bias due to different artifacts are removed. Some locus-level normalization procedures have been developed to relieve such biases as cross-talk effect between A allele and B allele for microarrays using hybridization, differential probe affinity due to variable PCR fragment length and GC content [Bengtsson et al. (2008, 2009); Ortiz-Estevez et al. (2010)], batch effects arising from laboratory, temporal, or other experimental variation in large studies [Carvalho et al. (2007); Scharpf et al. (2011a,b)]. For tumor CNV data, some heuristic methods have been developed to boost the signal-to-noise ratio at locus level in both settings with matched normal sample [Bengtsson et al. (2010)] or without matched normal sample [Ortiz-Estevez et al. (2012)].

At genome level, a long-range spatial variation in total intensity signals has been widely observed on different platforms including both CGH and SNP arrays. This artifact is highly correlated with local GC content of the DNA sequence and the amplitude of variation is correlated with the deviation of DNA quantity used in experiment from designated amount of standard protocol [Diskin et al. (2008)]. Some fairly intuitive methods have been proposed to eliminate this systematic artifact in practice. Marioni et al. (2007) proposed to fit a loess curve to the original data for each subject and take the residuals as the input for subsequent detection method. This approach has a drawback where signals from some large CNVs are likely to be smoothed out. Instead, Diskin et al. (2008) suggested to regress the total intensity on local GC content with linear model and also use the residuals after removing the fitted linear function. When multiple samples are available, the data can be organized in a matrix form, with rows
corresponding to subjects and columns to queried genomic locations. The artificial pattern shared across samples can be well captured by the first one or two principal components resulting from singular value decomposition (SVD) [Zhang et al. (2010b); Siegmund et al. (2011)].

Indeed, in the data analyses included in the dissertation we need to resort to different data preprocessing strategies and we will describe briefly the fairly standard choices we are making.

### 1.3 Review of existing methods

Recent genetic studies yield a huge amount of data that can be used for CNV investigation. At the same time, statistical methods and algorithms have been developed to better harness the information available. We refer interested audience to [Lai et al. (2005); Willenbrock and Fridlyand (2005); Dellinger et al. (2010)] for reviews of existing methods in the context of CGH and SNP array data. At the cost of oversimplification, two different approaches have become particularly popular: one is based on the hidden Markov model (HMM) machinery [Rabiner (1989)] and explicitly aims to reconstruct the unobservable DNA copy number; the other, which we will generically call "segmentation", aims at identifying portions of the genome that have constant copy number, without specifically reconstructing it. The pros and cons and their suitable applications are briefly discussed below.

### 1.3.1 HMM methods

Hidden Markov models and algorithms have dominated the field of CNV reconstruction [Colella et al. (2007); Wang et al. (2007); Korn et al. (2008); Scharpf et al. (2008); Sun et al. (2009); Wang et al. (2009); Yau et al. (2011)], particularly in normal cell data analysis. This statistical framework is flexible enough to accommodate several sources of information, including variable SNP frequencies, variable distances between
adjacent SNPs, linkage disequilibrium, and relationships between study subjects.
In a typical HMM configuration for one subject, assume $\mathbf{o}=\left(o_{1}, \ldots, o_{N}\right)$ to be the data observed at $n$ marker loci. For CGH array data, $o_{i}=y_{i}$, the $\log$ intensity ratio of the test sample to the reference sample; whereas for SNP array data, $o_{i}=\left(y_{i}, x_{i}\right)$, the bivariate information of total intensity and B-allele frequency. The marker coordinates on the genome $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ are also available. The HMM approach takes advantage of the implicitly discrete nature of the copy number process in normal cell data, where the underlying copy number state $s_{i} \in S$ takes on only a few possible values (6 in PennCNV [Wang et al. (2007)], for example). The transition probability $\mathcal{T}\left(s_{i}, s_{i+1}\right)=f_{s_{i} \rightarrow s_{i+1}}\left(t_{i}-t_{i+1}\right)$, as a function of $t_{i}-t_{i+1}$ (and additional haplotype information), can explicitly account for inter-marker distance (as well as linkage disequilibrium [Wang et al. (2009)]). The emission probabilities $\mathcal{E}\left(o_{i} \mid s_{i}\right)$ at each location are assumed to be mutually independent conditional on copy number state $s_{i}$. By careful modeling of the emission probabilities, one can fully utilize the information derived from the experimental results. In the case of genotyping arrays, for example, both $\left(y_{i}, x_{i}\right)$ as well as prior information (for example, minor allele frequencies) can be considered. Some standard algorithms are available for likelihood calculation, inference of hidden states and parameter estimation, including forward and backward recursion procedure, Viterbi's Algorithm, and Baum-Welch algorithm [Rabiner (1989)] (or expectation-minimization (EM) algorithm [Dempster et al. (1977)]).

The HMM approach often has good performance in analysis of normal samples. For example, in a comparison of seven detection methods [Dellinger et al. (2010)] on simulated and real SNP array data, QuantiSNP [Colella et al. (2007)], as a representative of HMM-based methods, outperforms other approaches (including segmentation-based methods) in terms of detection accuracy. With regard to computation, HMM methods are also fast for single sample analysis, because of the limited number of states that need to be included in the search. However, it is non-trivial to extend HMM to the context of multiple sample analysis. For example, a module in PennCNV package is
designed for the joint analysis of a father-mother-child trio to take advantage of relationships between samples [Wang et al. (2008)], but the increase in computational time is expensive to make this analysis impractical for reasonable sample sizes. In the study of cancer, polyploidy and contamination with normal tissues result in a wide range of fractional copy numbers, which violate the discrete nature of copy numbers in normal tissue. Taking these issues into account, some more sophisticated continuous-state HMM methods have been developed for CGH array data [Lai et al. (2008)] and SNP array data [Chen et al. (2011a)]. A significant drawback of these methods is still the heavy load of computation, due to the unconstrained number of hidden states. Possibly for the reasons outlined, HMMs are the methods of choice in the analysis of normal samples.

### 1.3.2 Segmentation methods

Segmentation based methods for CNV detection resort to change-point models, which itself is an important research topic in statistics. They are based on the assumption that the genome can be partitioned into $k$ segments with each segment harboring constant copy number of DNA. More specifically, the problem is reduced to decide the number of segments $k$ and the location of change points: $1=\tau_{0}<\tau_{1}<\ldots<\tau_{k-1}<\tau_{k}=n$. Choosing $k$ gives rise to a model selection problem while finding the best configuration of change points is a combinatorial problem that involves a searching space with $O\left(n^{k-1}\right)$ possibilities. To address the former issue, one can use the standard Bayesian information criterion (BIC) [Schwarz (1978)] or a modified version of BIC, specifically designed for CNV analysis [Zhang and Siegmund (2007)]. For a given $k$, an exact solution to the latter problem can be found at the cost of $O\left(k n^{2}\right)$ in time by dynamic programing [Picard et al. (2005)]. But a problem of such a size is still infeasible provided that the latest generation of CGH and SNP arrays interrogate millions of markers. Methods following two heuristic directions have recently been developed to attack the high-dimensional challenge.

Circular binary segmentation (CBS) [Olshen et al. (2004)] is possibly the most popular change-point detection method in tumor data analysis. It invokes a greedy search that tries to find recursively the best partition of the genome into two or three segments, correspond to single change point or a pair of change points. The stopping criteria is determined by the significance of scan statistics used in partition, which in turn implicitly determines $k$. A faster version of CBS [Venkatraman and Olshen (2007)] has been implemented using an early stop strategy in p-value calculation, that dramatically reduces the computation cost. In practice, it runs in a reasonable time and performs stably well on different data sets [Lai et al. (2005); Willenbrock and Fridlyand (2005)].

Similar to the idea behind LASSO [Tibshirani (1996)] for model selection in the context of regression, another possible direction counts on relaxing the original nonconvex combinatorial problem to a convex optimization problem. Tibshirani and Wang (2008) adapted a model named fused lasso [Tibshirani et al. (2005)] to CNV detection using array CGH data. It aims to solve the optimization problem:

$$
\min _{\boldsymbol{\beta}} \frac{1}{2} \sum_{i=1}^{N}\left(y_{i}-\beta_{i}\right)^{2}+\lambda_{1} \sum_{i=1}^{N}\left|\beta_{i}\right|+\lambda_{2} \sum_{i=2}^{N}\left|\beta_{i}-\beta_{i-1}\right|,
$$

where $y_{i}$ is a noisy measure of $\log$ intensity ratio and $\beta_{i}$ quantifies the true DNA amount at marker $i$. The method puts an $\ell_{1}$-penalty on jumps between successive markers, which can be viewed as a convex relaxation of $\ell_{0}$ norm, i.e., the number of jumps. The computation cost of the original algorithm is quadratic in $n$, which can be reduced to linear time [Friedman et al. (2007); Zhang et al. (2010c)]. We will go back to this model and discuss it in more detail in Chapter 2.

An obvious advantage of the segmentation approach is that no a-priori knowledge of the number of copy number states is required and no specific distributional assumption is heavily relied on - making it the standard in cancer studies that involves fractional copy number as discussed above. A limitation of segmentation methods is that they rely on variation in copy number being reflected in the difference in means of the segments-which make them applicable directly to a substantial portion of the data
derived from recent technologies, but not to relative allelic abundance (see the modification suggested in [Staaf et al. (2008)] and following description for an exception). Some additional information like minor allele frequency and linkage disequilibrium is not easy to incorporate. Furthermore, calling procedures that further classify results of segmentation while possibly controlling global error measures [Efron and Zhang (2011)] are also needed.

### 1.3.3 Multiple sample methods

While a number of successful approaches have been derived along the lines described above for single sample analysis, there is still a paucity of methodology for the joint analysis of multiple sequences. It is clear that if multiple subjects share the same variation in copy number, there exists the potential to increase power by joint analysis. Wang et al. (2009) presented a methodology that extended [Newton and Lee (2000)] to reconstruct the location of tumor suppressor genes from the identification of regions lost in a larger number of samples; the initial steps of the Birdsuite algorithm rely on the identification of suspect signals in the context of multiple samples based on prior knowledge of CNP regions; PennCNV [Wang et al. (2008)] includes an option of joint analysis of trios; methodology to process multiple samples with the context of change point analysis has been developed in a series of papers [Siegmund et al. (2011); Zhang et al. (2010a,b)]; Efron and Zhang (2011) consider FDR analysis of independent samples to identify copy number polymorphysms (CNPs); and Nowak et al. (2011) use a latent feature model to capture, in joint analysis of array-CGH data from multiple tumor samples, shared copy number profiles, on each of which a fused-lasso penalty is enforced for sparsity.

In Chapter 3, we consider a setting similar to [Zhang et al. (2010b)] in that we want joint analysis to inform the segmentation of multiple samples. Our main focus is the analysis of genotyping array data, but the methodology we develop is applicable to a variety of platforms. By adopting a flexible framework we are able, for example,
to define a segmentation algorithm that uses all information from Illumina genotyping data. As in [Siegmund et al. (2011)], we are interested in the situation when not all the samples under consideration carry a copy number variant (CNV): we rather want to enforce a certain sparsity in the vector that identifies which samples carry a given variant. We tackle this problem using a penalized estimation approach, originally proposed in this context by [Tibshirani and Wang (2008)], on which we have developed an algorithmic implementation before [Zhang et al. (2010c)]. Appreciable results are achieved in terms of speed, accuracy and flexibility.

### 1.4 Summary

Changes in DNA copy number are an important component of genetic variation underlying population diversity and human diseases. Advanced high-throughput technologies, like CGH and SNP arrays, can scan the whole genome for CNVs at high resolution, giving rise to statistical challenges of analyzing a large amount of highdimensional data. While there has been a number of statistical approaches available for CNV detection with single sample information, the development of joint analysis method of multiple sequences is still worthy further investigation.

The rest of the dissertation is organized as follows: Chapter 2 presents a new algorithm for fused lasso which can be applied to SNP array data efficiently. A discrete version of fused lasso is also proposed, achieving better detection accuracy and computational efficiency. Chapter 3 extends the fused lasso to a more general model called generalized fused lasso. The model can be used to analyze multiple sequences jointly in several CNV applications while maintaining computational efficiency for large data sets. The merits of these methods are demonstrated with both simulated and real data sets. Chapter 4 reports the results of ancestry and CNV analyses on a pedigree data set with samples collected from Costa Rica and Columbia isolates.

## CHAPTER 2

## Penalized Estimation and Imputation

In this chapter, we investigate the potential of penalized estimation for CNV reconstruction. Tibshirani and Wang (2008) introduced the fused-lasso penalty for the detection of CNVs based on generic considerations of smoothness and sparsity [Rudin et al. (1992); Tibshirani et al. (2005)]. The application of the fused lasso to CNV detection is best motivated by a simplified model. Let the parameter vector $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$ quantify DNA levels at $n$ successive SNPs. These levels are normalized so that $\beta_{i}=0$ corresponds to the standard copy number 2 , where SNP $i$ is represented once each on the maternal and paternal chromosomes. Variant regions are rare in the genome and typically involve multiple adjacent SNPs; CNVs range from a few thousand to several million base pairs in length. In high-density genotyping we query SNPs that are on average about a few thousand base pairs apart. The true $\boldsymbol{\beta}$ is therefore expected to be piece-wise constant, with the majority of values equal to 0 and a few segments with positive values (indicating duplication) and negative values (indicating deletion).

Tibshirani and Wang (2008) proposed the joint use of a lasso and a fused-lasso penalty $p(\boldsymbol{\beta})=\sum_{i=2}^{n}\left|\beta_{i}-\beta_{i-1}\right|$ to enforce this piece-wise constant structure. One then estimates $\boldsymbol{\beta}$ by minimizing the objective function $l(\boldsymbol{\beta})+\lambda_{1}\|\boldsymbol{\beta}\|_{\ell_{1}}+\lambda_{2} p(\boldsymbol{\beta})$, where $l(\boldsymbol{\beta})$ is a goodness-of-fit criteria. The nondifferentiability of the objective function makes minimization challenging [Friedman et al. (2007)]. We mount a fresh attack on this difficult optimization problem by the following tactics: (a) changing penalty terms slightly by substituting a smooth approximation to the absolute value function, (b) majorizing the substitute penalties by quadratics and implementing a new majorization-
minimization (MM) algorithm based on these substitutions, and (c) solving the minimization step of the MM algorithm by a fast version of Newton's method. When the loss function is quadratic, Newton's method takes a single step. More radically, we also reframe the reconstruction problem in terms of imputation via discrete optimization. Readers familiar with Viterbi's algorithm from hidden Markov models will immediately recognize the value of dynamic programming in this context. For the specific problem of detection of CNVs in DNA from normal cells, discrete imputation has the advantage of choosing among a handful of copy number states rather than estimating a continuous parameter. This fact renders discrete imputation easier to implement and more accurate than imputation via parameter estimation.

The chapter is organized as follows. In the methods section, we present our estimation approach to CNV reconstruction and the MM algorithm that implements it. We then describe our new model and the dynamic programming algorithm for discrete imputation. In the results section, we assess the statistical performance and computational speed of the proposed methods on simulated and real datasets.

### 2.1 Methods

### 2.1.1 Reconstructing a piece-wise constant function

Consider first CNV reconstruction using signal intensities $y_{i}$ and neglecting B-allele frequencies $x_{i}$. While this restriction overlooks important information, it has the benefit of recasting CNV reconstruction as a general problem of estimating a piecewise constant function from linearly ordered observations. In such regression problems, Tibshirani et al. (2005) and Tibshirani and Wang (2008) suggest minimizing the criterion

$$
f(\boldsymbol{\beta})=\frac{1}{2} \sum_{i=1}^{n}\left(y_{i}-\sum_{j=1}^{p} z_{i j} \beta_{j}\right)^{2}+\lambda_{1} \sum_{j=1}^{p}\left|\beta_{j}\right|+\lambda_{2} \sum_{j=2}^{p}\left|\beta_{j}-\beta_{j-1}\right| .
$$

Here $\mathbf{y}=\left(y_{i}\right)_{n \times 1}$ is the response vector, $\mathbf{Z}=\left(z_{i j}\right)_{n \times p}$ is the design matrix, $\boldsymbol{\beta}=\left(\beta_{j}\right)_{n \times 1}$ is the parameter vector of regression coefficients, and $\lambda_{1}$ and $\lambda_{2}$ are tuning parameters that control the sparsity and smoothness of the model. The model is particularly suited to situations where the number of regression coefficients $p$ is much larger than the number of cases $n$. For the special task of CNV detection, we take $\mathbf{Z}=\mathbf{I}$ (i.e., $p=n$ ), reducing the objective function to

$$
\begin{equation*}
f(\boldsymbol{\beta})=\frac{1}{2} \sum_{i=1}^{n}\left(y_{i}-\beta_{i}\right)^{2}+\lambda_{1} \sum_{i=1}^{n}\left|\beta_{i}\right|+\lambda_{2} \sum_{i=2}^{n}\left|\beta_{i}-\beta_{i-1}\right| . \tag{2.1}
\end{equation*}
$$

Notice that $f(\boldsymbol{\beta})$ is strictly convex and coercive, so a unique minimum exists. When $\lambda_{2}=0$, the objective function can be decomposed into a sum of $n$ terms, each depending only on one $\beta_{i}$. This makes it very easy to find its minimum using coordinate descent [Friedman et al. (2007); Wu and Lange (2008)]. Unfortunately, this is not the case with $\lambda_{2} \neq 0$ because the kinks in the objective function are no longer confined to the coordinate directions. This makes coordinate descent much less attractive [Friedman et al. (2007)]. Quadratic programming [Tibshirani et al. (2005); Tibshirani and Wang (2008)] is still available, but its computational demands do not scale well as $p$ increases.

Inspired by the resolution of similar smoothing dilemmas in imaging [Bioucas-Diaa et al. (2006); Rudin et al. (1992)], we simplify the problem by slightly modifying the penalty. The function

$$
\|x\|_{2, \epsilon}=\sqrt{x^{2}+\epsilon}
$$

is both differentiable and strictly convex. For small $\epsilon>0$ it is an excellent approximation to $|x|$. Figure 2.1 illustrates the quality of this approximation for the choice $\epsilon=0.001$. In practice, we set $\epsilon=10^{-10}$. If we substitute $\|x\|_{2, \epsilon}$ for $|x|$, then the CNV objective function becomes

$$
\begin{equation*}
f_{\epsilon}(\boldsymbol{\beta})=\frac{1}{2} \sum_{i=1}^{n}\left(y_{i}-\beta_{i}\right)^{2}+\lambda_{1} \sum_{i=1}^{n}\left\|\beta_{i}\right\|_{2, \epsilon}+\lambda_{2} \sum_{i=2}^{n}\left\|\beta_{i}-\beta_{i-1}\right\|_{2, \epsilon} . \tag{2.2}
\end{equation*}
$$



Figure 2.1: Contours corresponding to different penalties. Solid gray line: $\left|\beta_{1}\right|+\left|\beta_{2}\right|=$ 1 and $\left|\beta_{1}-\beta_{2}\right|=\frac{1}{2}$; Dashed line: $\left\|\beta_{1}\right\|_{2, \epsilon}+\left\|\beta_{2}\right\|_{2, \epsilon}=1$ and $\left\|\beta_{1}-\beta_{2}\right\|_{2, \epsilon}=\frac{1}{2}$.

As $\epsilon$ tends to 0 , one can show that the unique minimum point of (2.2) tends to the unique minimum point of the original objective function.

Another virtue of the substitute penalties is that they lend themselves to majorization by a quadratic function. Given the concavity of the function $t \mapsto \sqrt{t+\epsilon}$, it is geometrically obvious that

$$
\|x\|_{2, \epsilon} \leq\|z\|_{2, \epsilon}+\frac{1}{2\|z\|_{2, \epsilon}}\left[x^{2}-z^{2}\right]
$$

with equality holding if and only if $x=z$. This inequality enables a MajorizationMinimization (MM) [Lange (2004)] strategy that searches for the minimum of the objective function. Each step of this iterative approach requires: (a) majorizing the objective function by a surrogate equal to it at the current parameter vector and (b) minimizing the surrogate. The better-known EM algorithm is a special case of the MM algorithm. The MM algorithm generates a descent path guaranteed to lead to the
optimal solution when one exists. More information can be found in Lange (2004). Returning to our problem, we can replace the objective function by the surrogate function

$$
\begin{aligned}
g_{\epsilon, m}\left(\boldsymbol{\beta} \mid \boldsymbol{\beta}^{(m)}\right)= & \frac{1}{2} \sum_{i=1}^{n}\left(y_{i}-\beta_{i}\right)^{2} \\
& +\frac{\lambda_{1}}{2} \sum_{i=1}^{n} \frac{\beta_{i}^{2}}{\left\|\beta_{i}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2}}{2} \sum_{i=2}^{n} \frac{\left(\beta_{i}-\beta_{i-1}\right)^{2}}{\left\|\beta_{i}^{(m)}-\beta_{i-1}^{(m)}\right\|_{2, \epsilon}}+c_{m},
\end{aligned}
$$

where $m$ indicates iteration number and $c_{m}$ is a constant unrelated to $\boldsymbol{\beta}$. Minimization of $g_{\epsilon, m}\left(\boldsymbol{\beta} \mid \boldsymbol{\beta}^{(m)}\right)$ to obtain $\boldsymbol{\beta}^{(m+1)}$ drives the objective function $f_{\epsilon}(\boldsymbol{\beta})$ downhill. Although the MM algorithm entails iteration, it replaces the original problem by a sequence of simple quadratic minimizations. The descent property of the MM algorithm guarantees that progress is made every step along the way. This, coupled with the convexity of our problem, guarantees convergence to the global minimum.

Despite these gains in simplicity, the surrogate function still does not decompose into a sum of $n$ terms, with each depending on only one $\beta_{i}$. The fact that the even numbered $\beta_{i}$ do not interact given the odd numbered $\beta_{i}$ (and vice versa) suggests alternating updates of the two blocks of even and odd numbered parameters. In practice this block relaxation strategy converges too slowly to be competitive. Fixing $\beta_{i-1}$ and $\beta_{i+1}$ leaves too little room to move $\beta_{i}$. Fortunately, full minimization of the quadratic is less onerous than one might expect. The surrogate function can be written in a matrix form

$$
\begin{equation*}
g_{\epsilon, m}\left(\boldsymbol{\beta} \mid \boldsymbol{\beta}^{(m)}\right)=\frac{1}{2} \boldsymbol{\beta}^{T} \mathbf{A}_{m} \boldsymbol{\beta}-\mathbf{b}_{m}^{T} \boldsymbol{\beta}+\tilde{c}_{m} \tag{2.3}
\end{equation*}
$$

where $\mathbf{A}_{m}$ is a tridiagonal symmetric matrix. In view of the strict convexity of the surrogate function, $\mathbf{A}_{m}$ is also positive definite. The nonzero entries of $\mathbf{A}_{m}$ and $\mathbf{b}_{m}$ are

$$
\begin{gathered}
a_{1,1}^{(m)}=1+\frac{\lambda_{1}}{\left\|\beta_{1}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2}}{\left\|\beta_{2}^{(m)}-\beta_{1}^{(m)}\right\|_{2, \epsilon}} \\
a_{i, i}^{(m)}=1+\frac{\lambda_{1}}{\left\|\beta_{i}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2}}{\left\|\beta_{i}^{(m)}-\beta_{i-1}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2}}{\left\|\beta_{i+1}^{(m)}-\beta_{i}^{(m)}\right\|_{2, \epsilon}}, \\
i=2, \ldots, n-1 ;
\end{gathered}
$$

$$
\begin{aligned}
a_{n, n}^{(m)} & =1+\frac{\lambda_{1}}{\left\|\beta_{n}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2}}{\left\|\beta_{n}^{(m)}-\beta_{n-1}^{(m)}\right\|_{2, \epsilon}} ; \\
a_{i, i+1}^{(m)} & =-\frac{\lambda_{2}}{\left\|\beta_{i+1}^{(m)}-\beta_{i}^{(m)}\right\|_{2, \epsilon}}, \quad i=1, \ldots, n-1 ; \\
a_{i-1, i}^{(m)} & =-\frac{\lambda_{2}}{\left\|\beta_{i}^{(m)}-\beta_{i-1}^{(m)}\right\|_{2, \epsilon}}, \quad i=2, \ldots, n ; \\
b_{i}^{(m)} & =y_{i}, \quad i=1, \ldots, n .
\end{aligned}
$$

The minimum of the quadratic occurs at the point $\boldsymbol{\beta}=\mathbf{A}_{m}^{-1} \mathbf{b}_{m}$. Thanks to the simple form of $\mathbf{A}_{m}$, there is a variant of Gaussian elimination known as the tridiagonal matrix algorithm (TDM) or Thomas's algorithm [Conte and deBoor (1972)] that solves the linear system $\mathbf{A}_{m} \boldsymbol{\beta}=\mathbf{b}_{m}$ in just $9 n$ floating point operations. Alternatively, one can exploit the fact that the Cholesky decomposition of a banded matrix is banded with the same number of bands. As illustrated in Section 2.2.3, Thomas's algorithm is a vast improvement over block relaxation.

A few comments on the outlined strategy are in order. By changing the penalty from $\|\cdot\|_{\ell_{1}}$ to $\|\cdot\|_{2, \epsilon}$, we favor less sparse solutions. However, spareness is somewhat besides the point. What we really need are criteria for calling deletions and duplications. The lasso penalty is imposed in this problem because most chromosome regions have a normal copy number where $y_{i}$ hovers around 0 . The same practical outcome can be achieved by imputing copy number 2 for regions where the estimated $\beta_{i}$ value is close to 0 (see Section 2.1.3). It is also relevant to compare our minimization strategy to that of [Friedman et al. (2007)]. The fusion step of their algorithm has the advantage of linking coefficients that appear to be similar, but it has the disadvantage that once such links are forged, they cannot be removed. This permanent commitment may preclude finding the global minimum, a limitation that our MM algorithm does not share.

Perhaps more importantly, our strategy can be adapted to handle more general objective functions, as long as the resulting matrix $\mathbf{A}$ in (2.3) is banded, or, at least, sparse. For example, consider the inpainting problem in image reconstruction [Chan and Shen (2002)]. In this two dimensional problem, the intensity levels for certain pixels are lost.

Let $S$ be the set of pixels with known levels. The objective function

$$
\begin{aligned}
f(\boldsymbol{\beta})= & \frac{1}{2} \sum_{(i, j) \in S}\left(y_{i j}-\beta_{i j}\right)^{2} \\
& +\lambda \sum_{i=1}^{n} \sum_{j=2}^{n}\left\|\beta_{i j}-\beta_{i, j-1}\right\|_{2, \epsilon}+\lambda \sum_{i=2}^{n} \sum_{j=1}^{n}\left\|\beta_{i j}-\beta_{i-1, j}\right\|_{2, \epsilon}
\end{aligned}
$$

represents a compromise between imputing unknown values and smoothing. If we majorize the penalties in this objective function by quadratics, then we generate a quadratic surrogate function. The corresponding Hessian of the surrogate is very sparse. (Actually, it is banded, but not in a useful fashion.) Although we can no longer invoke Thomas's algorithm, we can solve the requisite system of linear equations by a sparse conjugate gradient algorithm.

All of the algorithms mentioned so far rely on known values for the tuning constants. We will describe our operational choices for these constants after discussing the problem of imputing chromosome states from estimated parameters in the next section.

### 2.1.2 Reconstructing discrete copy number states

Imputation of copy number as just described has the drawbacks of neglecting relevant information and requiring the estimation of a large number of parameters. To overcome these limitations, we now bring in the BAF $x_{i}$ and focus on a model with a finite number of states. This setting brings us much closer to the HMM framework, often used for CNV reconstruction. Such similarity will be evident also in the numerical strategy we will use for optimization. However, our approach avoids the distributional assumptions at the basis of an HMM.

We consider 10 possible genotypic states $\phi, \mathrm{A}, \mathrm{B}, \mathrm{AA}, \mathrm{AB}, \mathrm{BB}, \mathrm{AAA}, \mathrm{AAB}, \mathrm{ABB}$, and BBB at each SNP. Here $\phi$ is the null state with a copy number of 0 . (Note that in the interest of parsimony, we contemplate double deletions, but not double duplications. This has more to do with the strength of signal from duplications than their actual frequency, and it is an assumption that can be easily relaxed.) In the model the average
signal intensity $\mu_{c(s)}$ for a state $s$ depends only on its copy number $c(s)$. Regardless of whether we estimate the $\mu_{c}$ or fix them, they provide a more parsimonious description of the data than the $\beta_{i}$, which could take on a different value for each SNP. Furthermore, while we still need to impute a state for each $\operatorname{SNP} i$, selecting one possible value out of 10 is intrinsically easier than estimation of the continuously varying $\beta_{i}$. Table 2.1 lists the copy number $c(s)$, the expected value of $y_{i}$, and the approximate distribution of $x_{i}$ for each genotype state $s$. To reconstruct the state vector $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$, we recommend minimizing the generic objective function

$$
\begin{align*}
f(\mathbf{s})= & \sum_{i=1}^{n} L_{1}\left(y_{i}, s_{i}\right)+\alpha \sum_{i=1}^{n} L_{2}\left(x_{i}, s_{i}\right)  \tag{2.4}\\
& +\lambda_{1} \sum_{i=1}^{n}\left|\mu_{c\left(s_{i}\right)}\right|+\lambda_{2} \sum_{i=2}^{n}\left|\mu_{c\left(s_{i}\right)}-\mu_{c\left(s_{i-1}\right)}\right|
\end{align*}
$$

which again is a linear combination of losses plus penalties. Here $\alpha, \lambda_{1}$, and $\lambda_{2}$ are positive tuning constants controlling the relative influences of the various factors. The lasso penalty makes the states with copy number 2 privileged. The fused-lasso penalty discourages changes in state. Minimizing the objective function (2.4) is a discrete rather than a continuous optimization problem.

Different loss functions may be appropriate in different circumstances. If the intensity values are approximately Gaussian around their means with a common variance, then the choice $L_{1}(y, s)=\left[y-\mu_{c(s)}\right]^{2}$ is reasonable. For the BAF $x_{i}$, the choice $L_{2}(x, s)=\left(x-\nu_{s}\right)^{2}$ is also plausible. Here $\nu_{s}$ is the centering constant appearing in the fourth column of Table 2.1. For instance, $L_{2}(x, \mathrm{ABB})=(x-2 / 3)^{2}$. For the null state $\phi$, we would take

$$
L_{2}(x, \phi)=\int_{0}^{1}(x-u)^{2} d u=\frac{1}{3}\left[x^{3}+(1-x)^{3}\right]
$$

Once the loss functions are set, one can employ dynamic programming to find the state vector s minimizing the objective function (2.4). If we define the partial solutions

$$
g_{i}(j)=\min _{s_{1}, \ldots, s_{i-1}} f\left(s_{1}, \ldots, s_{i-1}, s_{i}=j\right)
$$

Table 2.1: Genotype states, corresponding copy numbers, expected values of $y_{i}$, and approximate distributions of $x_{i}$.

| Genotype State $s$ | Copy Number $c(s)$ | Mean of $y_{i}$ | Distribution of $x_{i}$ |
| :---: | :---: | :---: | :---: |
| $\phi$ | 0 | $\mu_{0}\left(<\mu_{1}\right)$ | Uniform on $[0,1]$ |
| A | 1 | $\mu_{1}(<0)$ | $\approx 0$ |
| B | 1 | $\mu_{1}(<0)$ | $\approx 1$ |
| AA | 2 | $\mu_{2}(\approx 0)$ | $\approx 0$ |
| AB | 2 | $\mu_{2}(\approx 0)$ | $\approx 1 / 2$ |
| BB | 2 | $\mu_{2}(\approx 0)$ | $\approx 1$ |
| AAA | 3 | $\mu_{3}(>0)$ | $\approx 0$ |
| AAB | 3 | $\mu_{3}(>0)$ | $\approx 1 / 3$ |
| ABB | 3 | $\mu_{3}(>0)$ | $\approx 2 / 3$ |
| BBB | 3 | $\mu_{3}(>0)$ | $\approx 1$ |

for $i=1, \ldots, n$, then the optimal value of the objective function is $\min _{j} g_{n}(j)$. We evaluate the partial solutions $g_{i}(j)$ recursively via the update

$$
\begin{align*}
g_{i+1}(j)= & \min _{k}\left[g_{i}(k)+L_{1}\left(y_{i+1}, j\right)+\alpha L_{2}\left(x_{i+1}, j\right)\right.  \tag{2.5}\\
& \left.+\lambda_{1}\left|\mu_{c(j)}\right|+\lambda_{2}\left|\mu_{c(j)}-\mu_{c(k)}\right|\right]
\end{align*}
$$

with initial conditions

$$
g_{1}(j)=L_{1}\left(y_{1}, j\right)+\alpha L_{2}\left(x_{1}, j\right)+\lambda_{1}\left|\mu_{c(j)}\right|
$$

The beauty of dynamic programming is that it applies to a variety of loss and penalty functions.

In fact, it is possible to construct an even more parsimonious model whose four states correspond to the four copy numbers $0,1,2$, and 3 . The loss function $L_{1}(y, c)=$ $\left(y-\mu_{c}\right)^{2}$ is still reasonable, but $L_{2}(x, c)$ should reflect the collapsing of genotypes.

Here $c$ is copy number. Two formulations are particularly persuasive. The first focuses on the minimal loss among the genotypes relevant to each copy number. This produces

$$
L_{2}(x, c)= \begin{cases}\int_{0}^{1}(x-u)^{2} d u=\frac{1}{3}\left[x^{3}+(1-x)^{3}\right], & c=0,  \tag{2.6}\\ \min \left\{(x-0)^{2},(x-1)^{2}\right\}, & c=1, \\ \min \left\{(x-0)^{2},(x-1 / 2)^{2},(x-1)^{2}\right\}, & c=2, \\ \min \left\{(x-0)^{2},(x-1 / 3)^{2},(x-2 / 3)^{2},(x-1)^{2}\right\}, & c=3\end{cases}
$$

The second formulation averages loss weighted by genotype frequency. There are other reasonable loss functions. Among these it is worth mentioning negative log-likelihood, Huber's function, and the hinge loss function of machine learning.

Dynamic programming does require specification of the parameters characterizing the distribution of the intensities $y_{i}$ and the BAF $x_{i}$. It may be possible to assign values to these parameters based on previous data analysis. If not, we suggest estimating them concurrently with assigning states. For example, if the parameters are the intensity means $\mu_{0}, \mu_{1}, \mu_{2}$, and $\mu_{3}$, then in practice we alternate two steps starting from plausible initial values for the $\mu_{i}$. The first step reconstructs the state vector $s$. The second step re-estimates the $\mu_{i}$ conditional on these assignments. Thus, if $G_{i}$ is the group of SNPs assigned copy number $i$, then we estimate $\mu_{i}$ by the mean of the $y_{i}$ over $G_{i}$. Taking the median rather the mean makes the process robust to outliers. A few iterations of these two steps usually gives stable parameter estimates and state assignments. To further stabilize the process, we impose two constraints on the second step. If the number of SNPs assigned to $G_{i}$ is less than a threshold, say 5 , we choose not to update $\mu_{i}$ and rather keep the estimate in the previous iteration. In each update we enforce the order of $\mu_{0}<\mu_{1}<\mu_{2}(\approx 0)<\mu_{3}$. In the following we will refer to the approach described in this section as dynamic programming imputation (DPI).

### 2.1.3 Identification of deleted and duplicated segments by the fused lasso

In calling deletions and duplications with the fused lasso, we adopt the procedure of [Tibshirani and Wang (2008)]. Originally designed for array-CGH platforms, this pro-
cedure aims to control false discovery rate (FDR). Fortunately, it can be readily applied to genotype data. The general idea is to formulate the problem as one of multiple hypothesis testing for nonoverlapping chromosome segments $S_{1}$ through $S_{K}$. For each segment $S_{k}$ we define the test statistic

$$
\hat{z}_{k}=\frac{\sum_{i \in S_{k}} \hat{\beta}_{i}}{\sqrt{n_{k}} \hat{\sigma}}
$$

where $n_{k}$ is the number of SNPs in segment $S_{k}$ and $\hat{\sigma}$ is a conservative estimate of standard deviation of the $\hat{\beta}_{i}$ across all segments based on the $y_{i}$ values between their 2.5 and 97.5 percentiles. The associated p-value for segment $S_{k}$ is approximated by $p_{k}=2 P\left(Z>\left|\hat{z}_{k}\right|\right)$ for $Z \sim \mathcal{N}(0,1)$. For a given threshold $q \in(0,1)$, we estimate the FDR by

$$
\begin{equation*}
\widehat{\operatorname{FDR}}(q)=\frac{K q \cdot \frac{1}{K} \sum_{k=1}^{K} n_{k}}{\sum_{k=1}^{K} n_{k} 1_{\left(p_{k} \leq q\right)}}=\frac{q \sum_{k=1}^{K} n_{k}}{\sum_{k=1}^{K} n_{k} 1_{\left(p_{k} \leq q\right)}} . \tag{2.7}
\end{equation*}
$$

Here the FDR is defined as the ratio between the number of SNPs in nominal CNV segments with true copy number 2 and the total number of SNPs claimed to be within CNV segments. In the FDR estimate (2.7), $q$ is roughly regarded as the fraction of null (copy number 2) segments among all candidate CNV segments. In the numerator, $\frac{1}{K} \sum_{k=1}^{K} n_{k}$ counts the average SNP number within each segment, and $K q$ estimates the expected number of null segments. In the denominator, $\sum_{k=1}^{K} n_{k} 1_{\left(p_{k} \leq q\right)}$ counts the total number of SNPs claimed to be located in CNV segments. Thus, this approximation is desired according to the SNP-number-based definition.

Once we decide on an FDR level $\alpha$, the threshold $q$ is determined as the largest value satisfying $\widehat{\operatorname{FDR}}(q) \leq \alpha$. We call a segment $S_{k}$ a deletion if $\hat{z}_{k}<0$ and $p_{k} \leq q$ and a duplication if $\hat{z}_{k}>0$ and $p_{k} \leq q$.

### 2.1.4 Choice of tuning constants

Choice of the tuning constants $\lambda_{1}$ and $\lambda_{2}$ is nontrivial. Because they control the sparsity and smoothness of the parameter vector $\boldsymbol{\beta}$ and therefore drive the process of imputation, it is crucial to make good choices. Both of the references [Friedman et al. (2007)] and
[Wu and Lange (2008)] discuss the problem and suggest solutions in settings similar to ours. While the choice is discussed here in an intuitive way, a theoretical justification for a more general model will be given in Chapter 3.

Friedman et al. (2007) consider the optimal solution to the fused-lasso problem

$$
\hat{\boldsymbol{\beta}}\left(\lambda_{1}, \lambda_{2}\right)=\arg \min _{\boldsymbol{\beta}} \frac{1}{2} \sum_{i=1}^{n}\left(y_{i}-\beta_{i}\right)^{2}+\lambda_{1} \sum_{i=1}^{n}\left|\beta_{i}\right|+\lambda_{2} \sum_{i=2}^{n}\left|\beta_{i}-\beta_{i-1}\right| .
$$

They prove that $\hat{\boldsymbol{\beta}}\left(\lambda_{1}, \lambda_{2}\right)$ for $\lambda_{1}>0$ is a soft-thresholding of $\hat{\boldsymbol{\beta}}\left(0, \lambda_{2}\right)$ when $\lambda_{1}=0$, namely,

$$
\begin{equation*}
\hat{\beta}_{i}\left(\lambda_{1}, \lambda_{2}\right)=\operatorname{sign}\left(\hat{\beta}_{i}\left(0, \lambda_{2}\right)\right)\left(\left|\hat{\beta}_{i}\left(0, \lambda_{2}\right)\right|-\lambda_{1}\right)_{+}, \quad i=1, \ldots, n . \tag{2.8}
\end{equation*}
$$

This implies that $\lambda_{1}>0$ will drive to 0 those segments of the piece-wise constant solution $\hat{\boldsymbol{\beta}}\left(0, \lambda_{2}\right)$ whose absolute values are close to 0 . It is also important to note that, since $\hat{\boldsymbol{\beta}}\left(0, \lambda_{2}\right)$ is piece-wise constant, its effective dimension is much lower than $n$.

To understand how the optimal values of these tuning parameters depend on the dimension of the vector $\boldsymbol{\beta}$, let us recall pertinent properties of the Lasso estimator in linear regression. In this setting

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}=\arg \min _{\boldsymbol{\beta}} \frac{1}{2}\|\mathbf{y}-\mathbf{Z} \boldsymbol{\beta}\|_{\ell_{2}}^{2}+\lambda\|\boldsymbol{\beta}\|_{\ell_{1}}, \tag{2.9}
\end{equation*}
$$

where $\mathbf{y}_{n \times 1} \sim \mathcal{N}\left(\mathbf{Z}_{n \times p} \boldsymbol{\beta}_{p \times 1}, \sigma^{2} \mathbf{I}_{n \times n}\right)$, and $\|\cdot\|_{\ell_{1}}$ and $\|\cdot\|_{\ell_{2}}$ are the $\ell_{1}$ and $\ell_{2}$ norms. Candès and Plan (2009), Donoho and Johnstone (1994), and Negahban et al. (2009) show that a Lasso estimator with $\lambda=c \sigma \sqrt{\log p}$ for some constant $c$ leads to an optimal upper bound on $\|\mathbf{Z} \boldsymbol{\beta}-\mathbf{Z} \hat{\boldsymbol{\beta}}\|_{\ell_{2}}^{2}$. Our problem with $\lambda_{1}=0$ fits in this framework if we reparameterize via $\delta_{1}=\beta_{1}$ and $\delta_{i}=\beta_{i}-\beta_{i-1}$ for $i=2, \ldots, n$. In the revised problem

$$
\begin{equation*}
\hat{\boldsymbol{\delta}}=\arg \min _{\boldsymbol{\delta}} \frac{1}{2} \sum_{i=1}^{n}\left(y_{i}-\sum_{j=1}^{i} \delta_{j}\right)^{2}+\lambda_{2} \sum_{i=2}^{n}\left|\delta_{i}\right|, \tag{2.10}
\end{equation*}
$$

$p=n$, and the design matrix is lower-triangular with all non-zero entries equal to 1 . This finding suggests that we scale $\lambda_{2}$ by $\sqrt{\log n}$.

On the basis of these observations, we explored the choices

$$
\lambda_{1}=\rho_{1} \sigma, \quad \lambda_{2}=\rho_{2} \sigma \sqrt{\log n}, \quad \rho_{1}, \rho_{2}>0
$$

Here $\sigma$ relates the tuning parameters to the noise level. Because the effective dimension in (2.8) is much smaller than $n$, we assumed that $\lambda_{1}$ does not depend on $n$. Although $\rho_{1}$ and $\rho_{2}$ can be tuned more aggressively by cross-validation or criteria such as BIC [Schwarz (1978)] or mBIC [Zhang and Siegmund (2007)], we chose the sensible and operational combination

$$
\begin{equation*}
\lambda_{1}=\sigma, \quad \lambda_{2}=2 \sigma \sqrt{\log n} \tag{2.11}
\end{equation*}
$$

A small scale simulation study suggested that the performance of our methods does not vary substantially for values of $\rho_{1}$ and $\rho_{2}$ close to 1 and 2 , respectively. One may also vary $\rho_{1}$ and/or $\rho_{2}$ mildly to achieve different combinations of sensitivity and specificity as difined in Section 2.2.2 (data not shown).

In practice, we do not know the value of $\sigma$. Here we estimated a different $\sigma$ for each individual, using the standard deviation of $y_{i}$ values between their 2.5 and 97.5 percentiles. We decided to use only data points within the $95 \%$-interquantile range in order to exclude values of $y_{i}$ corresponding to possible deletions and duplications. Other possible robust estimators are based on the median absolute deviation or the winsorized standard deviation. In a small-scale simulation we did not observe substantial differences between these estimators (data not shown).

While most of the experiments in the paper used the values of $\lambda_{1}$ and $\lambda_{2}$ suggested in Equation (2.11), we also designed and conducted a more general simulation study to find the optimal values of these tuning parameters; see Section 2.2.6 for details.

### 2.2 Results

### 2.2.1 Simulated data with in silico CNVs

To illustrate the effectiveness of our algorithms, we tested them on simulated data. We used data from male and female X chromosome to construct in silico CNV. Since males are equipped with only one X chromosome, we can use their genotype data to approximate the signal generated by deletion regions. A patchwork of female and male data mimics what we expect from an ordinary pair of homologous chromosomes with occasional deletions. Our X chromosome data come from the schizophrenia study sample of Vrijenhoek et al. (2008) genotyped on the Illumina platform. We focus on the 307 male and 344 female controls.

To avoid artifacts, the data needed to be pre-processed. We identified SNP clusters on the X chromosome using the Beadstudio Illumina software on female controls. These clusters permit estimation of parameters typical of a diploid genome. We then normalized the corresponding male SNP signals relative to the corresponding female signals. Finally, to destroy the signature of possible CNVs in the female data, we permuted the order of the SNPs. This action breaks up the patterns expected within CNV regions and eliminates the smooth variation in the intensity signals [Diskin et al. (2008)].

After these pre-processing steps, we generated ordinary copy number regions from the female data and deleted regions from the male data. We also generated duplications by taking the weighted averages

$$
\begin{aligned}
& y_{i, d u p}=y_{i, f}+0.55 \times\left|\operatorname{median}\left(y_{f}\right)-\operatorname{median}\left(y_{m}\right)\right|, \\
& x_{i, d u p}=\frac{1}{3} x_{i, m}+\frac{2}{3} x_{i, f}
\end{aligned}
$$

for the intensities and BAFs, where the $f$ and $m$ subscripts refer to females and males. Because duplications show a lesser increase in $\log \mathrm{R}$ values than the deletions show a decrease, the factor 0.55 multiplies the absolute difference $\left|\operatorname{median}\left(y_{f}\right)-\operatorname{median}\left(y_{m}\right)\right|$
between median female and male intensities.
We generated two different data sets to assess the operating characteristics of the proposed algorithms. In both data sets the number of deletions equals the number of duplications. Data set 1 consists of 3600 sequences, each 13000 SNPs long, with either a deletion or a duplication in the central position. The CNVs had lengths evenly distributed over the 6 values 5,10,20, 30, 40, and 50 SNPs. Data set 2 consists of 300 sequences with variable numbers of SNPs and either a deletion or duplication in the central position. The sequence lengths were evenly distributed over the values 4000 , 8000, 12000, 16000, and 20000 SNPs; the CNV lengths followed the distribution of data set 1 .

The sequence and CNV lengths in our simulations were chosen to roughly mimic values expected in real data. For the Illumina HumanHap550 BeadChip platform, the median number of SNPs per chromosome arm is 13279 , with a median absolute deviation of 8172 . Current empirical data suggests that there is usually at most one CNV per chromosome arm [Wang et al. (2007)] and that the length of the typical CNV is usually less than 50 SNPs [Jakobsson et al. (2008)]. The sequences from data set 1 represent an average chromosome arm, while the sequences from data set 2 capture the diversity across all chromosome arms. Both data sets have useful lessons to teach.

### 2.2.2 Measures of accuracy and a benchmark algorithm

We will measure accuracy on a SNP by SNP basis, adopting the following indexes: true positive rate (TPR or sensitivity), false positive rate (FPR or 1-specificity), and false discovery rate (FDR). These are defined as the ratios

$$
\begin{aligned}
\mathrm{TPR} & =\frac{\mathrm{TP}}{\mathrm{P}}=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FN}} \\
\mathrm{FPR} & =\frac{\mathrm{FP}}{\mathrm{~N}}=\frac{\mathrm{FP}}{\mathrm{FP}+\mathrm{TN}} \\
\mathrm{FDR} & =\frac{\mathrm{FP}}{\mathrm{TP}+\mathrm{FP}}
\end{aligned}
$$

where the capital letters T, F, P, N, and R stand for true, false, positive, negative, and rate, respectively. For example, the letter P by itself should be interpreted as the number of SNPs with true copy number equal to 0 , 1 , or 3 ; the pair of letters FN should be interpreted as the number of SNPs with true copy number 0,1 , or 3 but imputed copy number 2 . We will also evaluate the number of iterations until convergence and the overall computational time required by each algorithm.

For benchmarking purposes, we will compare the performance of the proposed algorithms to that of PennCNV [Wang et al. (2007)], a state-of-the-art hidden Markov model for CNV discovery on Illumina data. PennCNV bases the genotype call for SNP $i$ on its $y_{i}$ and $x_{i}$ measurements and its major and minor allele frequencies. We expect PennCNV to perform well because it has been extensively tuned on real and simulated data. The main aim of our comparisons is simply to check whether the new algorithms suffer a substantial loss of accuracy relative to PennCNV.

### 2.2.3 Convergence of the MMTDM and MMB algorithms

We first investigate two versions of the fused-lasso procedure. Both implement the MM algorithm on the objective function (2.2). The MMTDM algorithm solves the minimization step by the tridiagonal matrix algorithm. The MMB algorithm approximately solves the minimization step by one round of block relaxation. To assess the rate of convergence of MMTDM and MMB, we used data set 1 with 3600 sequences of 13000 SNPs each. We declared convergence for a run when the difference between the objective function at two consecutive iterations fell below $10^{-4}$. To limit the computational burden, we set the maximum number of iterations equal to 10000 . Both algorithms started with the values $\beta_{i}=y_{i}$. Each entry of Table 2.2 summarizes the results for a different CNV width. The table makes it abundantly clear that MMB is not competitive. Because MMB never converged in these trials, we took one sequence and ran it to convergence under the more stringent convergence criterion of $10^{-6}$. Figure 2.2 plots the value of the objective function under the two algorithms. Examination of

Table 2.2: Number of iterations until convergence of MMTDM and MMB. For MMTDM, each entry summarizes the average number of iterations required for convergence; Standard errors appear in parentheses. MMB never converges within 10000 iterations in this case.

| CNV Size | 5 | 10 | 20 | 30 | 40 | 50 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| MMB | $>10000$ | $>10000$ | $>10000$ | $>10000$ | $>10000$ | $>10000$ |
| MMTDM | 33.1 | 33.3 | 34.5 | 33.3 | 33.7 | 33.9 |
|  | $(13.0)$ | $(12.0)$ | $(13.9)$ | $(12.9)$ | $(12.2)$ | $(12.1)$ |

these plots shows that MMTDM is on the order of 1000 times faster than MMB.

### 2.2.4 Effect of including BAF in discrete reconstruction

Data set 1 also illustrates the advantages of including BAF information in CNV reconstruction. Here we focus on dynamic programming imputation (DPI) based on the objective function (2.4). Note that this function does not incorporate prior knowledge of the frequency of deletions versus duplications. In running the dynamic programming algorithm, we rely on results from a previous study [Wang et al. (2009)] to initialize the intensity parameters $\mu_{k}$. Because the $\mu_{k}$ are re-estimated after each round of imputation, we can safely ignore the slight differences between the genotyping platforms of the previous and current studies. Table 2.3 reports the various accuracy indexes as a function of the tuning constant $\alpha$ determining the relative influence of BAF. Although we already have acceptable reconstruction for $\alpha=0$, increasing it leads to substantial improvements. When $\alpha=12$, we reach an excellent balance between sensitivity and specificity. In the following we adopt the value $\alpha=12$ unless noted to the contrary.


Figure 2.2: Comparison of convergence rates for the two algorithms MMB and MMTDM for the fused lasso. (a) MMTDM converges much faster than MMB. Blue line: MMB; Red line: MMTDM; Black dashed line: minimum value of objective function; (b) After $10^{5}$ iterations, MMB converges with an accuracy of 0.01.

### 2.2.5 Accuracy comparisons for various CNV sizes

Table 2.4 reports the values of the accuracy indices for various CNV sizes and types. Here we compare PennCNV, fused-lasso minimization under MMTDM, and DPI on data set 1. To avoid overfitting and a false sense of accuracy, we used 3-fold cross validation to choose $\alpha$. The accuracy indices reported in the table represent averages over the left-out thirds. Although PennCNV falters a little with the shortest CNVs, it is clearly the best of the three methods. More surprising, DPI achieves comparable FPR and FDR to PennCNV as well as fairly good TPR. In particular, its FDR is uniformly low across CNV sizes and types. Overall, Table 2.4 demonstrates the promise of DPI. In contrast, the results for fused-lasso minimization are discouraging. Despite its post-processing to control FDR, it does poorly in this regard. Furthermore, it displays substantially worse TPR for duplications than PennCNV and DPI, particularly for

Table 2.3: TPR, FPR, and FDR in DPI as $\alpha$ varies.

| $\alpha$ | TPR(\%) | FPR(\%) | FDR(\%) | $\alpha$ | TPR(\%) | FPR(\%) | FDR(\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 87.56 | 0.0064 | 3.53 | 15 | 94.08 | 0.0010 | 0.53 |
| 1 | 89.55 | 0.0031 | 1.70 | 16 | 94.14 | 0.0010 | 0.53 |
| 2 | 90.68 | 0.0019 | 1.04 | 17 | 94.18 | 0.0010 | 0.54 |
| 3 | 91.57 | 0.0017 | 0.92 | 18 | 94.22 | 0.0011 | 0.57 |
| 4 | 92.14 | 0.0014 | 0.77 | 19 | 94.26 | 0.0011 | 0.57 |
| 5 | 92.55 | 0.0012 | 0.63 | 20 | 94.30 | 0.0012 | 0.63 |
| 6 | 92.80 | 0.0010 | 0.53 | 21 | 94.37 | 0.0012 | 0.65 |
| 7 | 93.06 | 0.0010 | 0.53 | 22 | 94.39 | 0.0013 | 0.68 |
| 8 | 93.27 | 0.0010 | 0.52 | 23 | 94.46 | 0.0015 | 0.77 |
| 9 | 93.50 | 0.0010 | 0.51 | 24 | 94.48 | 0.0015 | 0.81 |
| 10 | 93.58 | 0.0009 | 0.49 | 25 | 94.50 | 0.0016 | 0.83 |
| 11 | 93.66 | 0.0009 | 0.50 | 26 | 94.53 | 0.0016 | 0.86 |
| 12 | 93.83 | 0.0009 | 0.49 | 27 | 94.55 | 0.0018 | 0.93 |
| 13 | 93.94 | 0.0009 | 0.49 | 28 | 94.62 | 0.0018 | 0.95 |
| 14 | 94.02 | 0.0010 | 0.52 | 29 | 94.59 | 0.0019 | 1.02 |

duplications spanning only 5 SNPs. This behavior is to be expected given the poor ability of signal strength alone to separate duplications from normal chromosome regions. The performance of fused-lasso minimization underscores the advantages of explicitly modeling the discrete nature of the state space and taking BAF information into account. Nonetheless, it is important to keep in mind that the previous datasets are by design more favorable to PennCNV and DPI. The analysis of tumor samples with ambiguous copy numbers or signals from experimental devices such as CGH arrays that lack allele-specific information are bound to cast fused-lasso minimization in a kinder light. An alternative calling procedure following the fused-lasso segmentation, which
substantially improves the performance of fused lasso, will be discussed in Chapter 3.

### 2.2.6 Accuracy comparison for various SNP sequence lengths

Data set 2 allowed us to assess performance on longer sequences with less frequent SNPs and to gain insight into the impact of the tuning parameters $\lambda_{1}$ and $\lambda_{2}$. For the latter purpose we adopted two strategies: (a) define $\lambda_{1}$ and $\lambda_{2}$ by the values displayed in Equation (2.11), and (b) adopt an "oracle" approach that relies on the knowledge of locations of deletions and duplications. Strategy (b) chooses constant values across the individuals to maximize TPR (sensitivity) while keeping FPR and FDR levels comparable to those under strategy (a). The oracle approach is not applicable to real data sets, where locations of deletions and duplications are unknown. We adopted it in this analysis to determine how optimal tuning parameters vary with sequence length.

Tables 2.5, 2.6, and 2.7 summarize results for PennCNV, fused-lasso minimization, and DPI, respectively. As with data set 1, PennCNV achieves the best sensitivity, followed by DPI. The best control of false positives occurs with DPI. The accuracy of the methods and the optimal values of $\lambda_{1}$ and $\lambda_{2}$ do not change much with sequence length $n$, since two extremes $\sqrt{\log (4000)}$ and $\sqrt{\log (20000)}$ as in Equation (2.11) differ slightly. However, it is clear that the advantages of selecting individual-specific $\lambda$ values outweigh the benefit of selecting constant $\lambda$ values that maximize overall performance. In fact, the choice of the oracle $\lambda$ is excessively influenced by some individuals with poor quality data; to control false discoveries in these subjects, one lowers performance in more favorable settings.

### 2.2.7 Speed comparison of different methods for CNV detection

Finally we compared the computational speeds of the three methods. Although the cost of each scales linearly with the number of SNPs, run times vary considerably in practice (see Figure 2.3). We base our comparisons on data set 2 run on an Intel Xeon

Table 2.4: Accuracy comparison of three methods for various CNV sizes. All accuracy indexes are listed as percentages. The average tuning parameters used in the fused lasso were $\lambda_{1}=0.13(0.04)$ and $\lambda_{2}=0.77(0.22)$; standard deviations appear in parentheses. For DPI, the 3 -fold cross validation accuracy indexes are averages over the left-over thirds; initial values of average $\operatorname{LogR}$ for each copy number state: $\mu_{0}=-5.5923$, $\mu_{1}=-0.6313, \mu_{2}=-0.0045, \mu_{3}=0.3252$.

| CNV <br> Size | CNV | PennCNV |  |  | Fused Lasso |  |  | DPI |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | TPR | FPR | FDR | TPR | FPR | FDR | TPR | FPR | FDR |  |
| 5 | Del | 83.80 | 0.0017 | 4.92 | 76.67 | 0.0202 | 40.66 | 76.67 | 0.0006 | 1.88 |
|  | Dup | 58.53 | 0.0011 | 4.67 | 00.33 | 0.0065 | 98.05 | 53.60 | 0.0003 | 1.28 |
| 10 | Del | 95.03 | 0.0011 | 1.45 | 94.23 | 0.0130 | 15.21 | 89.37 | 0.0005 | 0.77 |
|  | Dup | 93.43 | 0.0006 | 0.78 | 26.00 | 0.0128 | 39.01 | 92.30 | 0.0006 | 0.89 |
| 20 | Del | 94.63 | 0.0008 | 0.58 | 96.97 | 0.0159 | 09.62 | 89.87 | 0.0016 | 1.15 |
|  | Dup | 96.13 | 0.0014 | 0.92 | 74.93 | 0.0126 | 09.86 | 95.50 | 0.0011 | 0.76 |
| 30 | Del | 94.57 | 0.0006 | 0.28 | 96.76 | 0.0156 | 06.53 | 94.73 | 0.0013 | 0.62 |
|  | Dup | 96.09 | 0.0001 | 0.05 | 85.84 | 0.0173 | 08.02 | 95.39 | 0.0012 | 0.55 |
| 40 | Del | 97.83 | 0.0018 | 0.59 | 98.33 | 0.0158 | 04.94 | 98.46 | 0.0006 | 0.19 |
|  | Dup | 94.61 | 0.0014 | 0.46 | 87.88 | 0.0181 | 06.24 | 94.66 | 0.0012 | 0.42 |
| 50 | Del | 94.33 | 0.0003 | 0.07 | 95.49 | 0.0162 | 04.21 | 93.82 | 0.0010 | 0.26 |
|  | Dup | 94.50 | 0.0003 | 0.09 | 91.06 | 0.0121 | 03.33 | 95.03 | 0.0011 | 0.30 |
| Overall |  | 94.42 | 0.0009 | 0.49 | 88.00 | 0.0147 | 07.73 | 93.70 | 0.0009 | 0.50 |

Table 2.5: Accuracy of PennCNV for various SNP sequence lengths.

| Sequence Length | TPR(\%) | FPR(\%) | FDR(\%) |
| :---: | :---: | :---: | :---: |
| 4000 | 95.54 | 0.0029 | 0.46 |
| 8000 | 95.43 | 0.0019 | 0.62 |
| 12000 | 96.71 | 0.0038 | 1.77 |
| 16000 | 96.46 | 0.0012 | 0.74 |
| 20000 | 95.60 | 0.0007 | 0.59 |
| Overall | 95.95 | 0.0018 | 0.84 |

2.80 GHz processor operating under Linux. The PennCNV distributed software (2008, November 19 version) is a combination of C and Perl. We implemented DPI and the MMTDM algorithm for fused-lasso minimization in Fortran 95 . The penalty tuning parameters were chosen according to Equation (2.11). For DPI we set $\alpha=12$. Table 2.8 lists average run times for each sequence sample; standard errors appear in parentheses. As we anticipated, fused-lasso minimization and DPI require less computation per iteration and run much faster than PennCNV. DPI is 2 to 3 times faster than fused-lasso minimization.

### 2.2.8 Analysis of four real samples

We tested the three methods on genome scan data on four schizophrenia patients from the study of [Vrijenhoek et al. (2008)]. These patients were selected because they each exhibit one experimentally validated CNV (two deletions and two duplications). The four CNVs disrupt the genes MYT1L, CTNND2, NRXN1, and ASTN2, which play important roles in neuronal functioning and are associated with schizophrenia. This subset of the data is ideal for our purpose. The entire data set was collected as part of a genome-wide association study and consists of blood samples from unrelated individuals. It is expected that only a modest amount of CNV may be present; most CNVs

Table 2.6: Accuracy of fused-lasso minimization for various SNP sequence lengths. For strategy (a), average values of $\lambda_{1}$ and $\lambda_{2}$ specified for each individual are summarized for each SNP sequence length; Standard errors appear in parentheses.

| Sequence Length | $\lambda_{1}$ | $\lambda_{2}$ | TPR(\%) | FPR(\%) | FDR(\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a) $\lambda 1$ and $\lambda 2$ specified for each individual according to Equation (2.11) |  |  |  |  |  |  |
| 4000 | $0.13(0.04)$ | $0.73(0.23)$ | 88.40 | 0.0414 | 6.73 |  |
| 8000 | $0.13(0.04)$ | $0.76(0.24)$ | 89.54 | 0.0241 | 7.66 |  |
| 12000 | $0.12(0.03)$ | $0.76(0.16)$ | 90.85 | 0.0148 | 7.00 |  |
| 16000 | $0.13(0.04)$ | $0.79(0.22)$ | 87.63 | 0.0103 | 6.77 |  |
| 20000 | $0.13(0.04)$ | $0.80(0.22)$ | 85.34 | 0.0084 | 7.07 |  |
| Overall | - | - | 88.35 | 0.0145 | 7.05 |  |
|  |  |  |  |  |  |  |
| (b) Oracle choice of $\lambda 1$ and $\lambda 2:$ Constant values across all individuals |  |  |  |  |  |  |
| 4000 | 0.16 | 0.80 | 83.70 | 0.0414 | 7.08 |  |
| 8000 | 0.19 | 0.80 | 77.46 | 0.0206 | 7.58 |  |
| 12000 | 0.18 | 0.80 | 84.09 | 0.0141 | 7.20 |  |
| 16000 | 0.17 | 0.90 | 81.12 | 0.0102 | 7.20 |  |
| 20000 | 0.18 | 0.80 | 76.12 | 0.0077 | 7.26 |  |
| Overall | - | - | 80.50 | 0.0136 | 7.26 |  |

Table 2.7: Accuracy of DPI for various SNP sequence lengths. For strategy (a), average values of $\lambda_{1}$ and $\lambda_{2}$ specified for each individual are summarized for each SNP sequence length; Standard errors appear in parentheses.

| Sequence Length | $\lambda_{1}$ | $\lambda_{2}$ | TPR(\%) | FPR(\%) | FDR(\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (a) $\lambda 1$ and $\lambda 2$ specified for each individual according to Equation (2.11) |  |  |  |  |  |
| 4000 | $0.13(0.04)$ | $0.73(0.23)$ | 93.70 | 0.0013 | 0.22 |
| 8000 | $0.13(0.04)$ | $0.76(0.24)$ | 93.33 | 0.0007 | 0.22 |
| 12000 | $0.12(0.03)$ | $0.76(0.16)$ | 95.78 | 0.0004 | 0.22 |
| 16000 | $0.13(0.04)$ | $0.79(0.22)$ | 94.77 | 0.0009 | 0.56 |
| 20000 | $0.13(0.04)$ | $0.80(0.22)$ | 92.32 | 0.0005 | 0.43 |
| Overall | - | - | 93.98 | 0.0007 | 0.33 |
|  |  |  |  |  |  |
| (b) Oracle choice of $\lambda 1$ and $\lambda 2:$ | Constant values across all individuals |  |  |  |  |
| 4000 | 0.15 | 2.50 | 87.72 | 0.0013 | 0.22 |
| 8000 | 0.24 | 2.70 | 86.35 | 0.0007 | 0.25 |
| 12000 | 0.12 | 1.80 | 94.43 | 0.0004 | 0.22 |
| 16000 | 0.18 | 2.10 | 91.51 | 0.0009 | 0.60 |
| 20000 | 0.16 | 2.00 | 90.18 | 0.0005 | 0.41 |
| Overall | - | - | 90.04 | 0.0007 | 0.34 |

Table 2.8: Computation times for the three CNV imputation methods. The tuning constants in the fused lasso and DPI are noted in Section 2.2.6.

| Sequence Length | PennCNV (s) | Fused Lasso (s) | DPI (s) |
| :---: | :---: | :---: | :---: |
| 4000 | $0.349(0.034)$ | $0.038(0.011)$ | $0.011(0.002)$ |
| 8000 | $0.751(0.111)$ | $0.075(0.022)$ | $0.023(0.003)$ |
| 12000 | $1.131(0.145)$ | $0.112(0.035)$ | $0.057(0.020)$ |
| 16000 | $1.462(0.181)$ | $0.150(0.045)$ | $0.077(0.034)$ |
| 20000 | $1.859(0.260)$ | $0.210(0.072)$ | $0.099(0.038)$ |



Figure 2.3: Graphical comparison of computation speed as sequence length varies. Solid line: PennCNV; Dashed line: Fused Lasso; Dotted line: DPI.
probably represent inherited neutral polymorphisms rather than de novo mutations. Unlike cancer cell lines, copy numbers should rarely exceed 3 .

We analyzed the entire genomes of these four subjects, applying the three methods to each chromosome arm. In calling CNVs with fused-lasso minimization, we controlled FDR at the 0.05 level. The penalty tuning parameters were chosen according to Equation (2.11). For DPI, we set $\alpha=12$. It took on average 113.8, 8.6 , and 4.7 seconds for the three methods to run on the approximately 550 k SNPs typed on each individual. The computational efficiency of DPI displayed here may be a decisive advantage in other data sets with thousands of participants. To focus on signals with a higher chance of being real, we eliminated all CNV calls involving fewer than 5 SNPs.

Table 2.9 reports the numbers of detected CNVs and their median sizes; median absolute deviations are listed in parentheses. PennCNV produced the largest number of CNVs calls, followed by fused-lasso minimization. The CNVs detected by PennCNV and DPI had similar sizes; those detected by fused-lasso minimization tended to be longer. Table 2.10 summarizes the overlap between the CNVs calls for the three methods. The vast majority of CNVs detected by DPI are also detected by PennCNV. There is a smaller overlap between PennCNV and the Fused Lasso.

Three of the experimentally verified CNVs were detected by all three methods. The fourth, a deletion on 9q33.1 in patient 4, was detected only by PennCNV (see Figure 2.4). It is noteworthy that the quality of the data for this patient is poor. For example, it fails to pass the PennCNV quality control criterion requiring the standard deviation of $\operatorname{LogR}$ to be less than 0.2. In this sample the standard deviation is 0.26 . It appears that the higher sensitivity of PennCNV comes at the price of allowing too many false positives. PennCNV calls an exceptionally high number (85) of CNVs for patient 4, with limited overlap with the other two methods.

Table 2.9: CNVs detected by PennCNV, Fused Lasso, and DPI for each patient.

|  | PennCNV |  | Fused Lasso |  | DPI |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Patient | \#CNV | CNV Size | \#CNV | CNV Size | \#CNV | CNV Size |
| 1 | 34 | $8(4)$ | 18 | $17(7)$ | 16 | $10(4)$ |
| 2 | 12 | $7(3)$ | 13 | $11(9)$ | 7 | $7(3)$ |
| 3 | 19 | $8(4)$ | 14 | $18(16)$ | 22 | $7(2)$ |
| 4 | 85 | $8(4)$ | 20 | $19(16)$ | 18 | $9(4)$ |

### 2.3 Conclusions

We have proposed two new methods for the reconstruction of CNV. Both methods are much faster than PennCNV, the current state-of-the-art method in CNV discovery. The greater accuracy of DPI versus fused-lasso minimization underscores the importance of using BAF measurements and capitalizing on the discrete nature of CNV imputation. DPI has the additional advantage of outputting the allelic copy numbers so helpful in refining the associations between CNVs and phenotypes. It is hardly surprising that DPI exhibits superior performance in the schizophrenia data where its underlying assumptions hold. By contrast in the analysis of tumor cells, it is much more difficult to fix a priori the number of copies. With its flexibility in fitting piece-wise constant functions to LogR intensities, the fused lasso will shine in this less discrete setting.

We would like to emphasize that both proposed methods are rough compared to well-established algorithms like PennCNV. There is definitely room for further performance improvements by redefining the loss and penalty functions. As a concrete example, one could modify the fused-lasso penalties to reflect the distances between adjacent SNPs [Li and Zhu (2007)]. We suggest scaling the difference $\left|\beta_{i}-\beta_{i-1}\right|$ by the reciprocal of the physical distance $\left|t_{i}-t_{i-1}\right|$.

In our view penalized models are more parsimonious than hidden Markov models

Table 2.10: Overlap of CNVs detected by PennCNV, Fused Lasso, and DPI. The percentages listed in parentheses refer to the ratio of the number of overlapping CNVs to the total number of unique CNVs detected. For patient 1 DPI treated a large duplication region on the long arm of Chromosome 22 as two segments. Thus, the number of overlapping CNVs was increased by 1 compared to PennCNV vs Fused Lasso.

| Patient | PennCNV <br> vs Fused Lasso | PennCNV <br> vs DPI | Fused Lasso <br> vs DPI | 3 Methods |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $7(15.6 \%)$ | $12(31.6 \%)$ | $9(36.0 \%)$ | $8(16.7 \%)$ |
| 2 | $7(38.9 \%)$ | $6(46.2 \%)$ | $7(53.8 \%)$ | $6(33.3 \%)$ |
| 3 | $10(43.5 \%)$ | $15(57.7 \%)$ | $8(28.6 \%)$ | $8(26.7 \%)$ |
| 4 | $8(8.2 \%)$ | $13(14.4 \%)$ | $8(26.7 \%)$ | $7(6.9 \%)$ |

and achieve many of the same aims. Our redefinition of the fused-lasso penalty and application of the MM algorithm circumvent some of the toughest issues of penalized estimation in the CNV context. In the next chapter, we extend fused lasso to a generalized model that can be applied to joint CNV analysis with multiple samples.


Figure 2.4: PennCNV, fused-lasso minimization, and DPI detected experimentally verified CNVs in 4 schizophrenia patients: (a) A duplication on 2p25.3 of Patient 1; (b) A deletion on 2p16.3 of Patient 2; (c) A duplication on 5p15.2 of Patient 3; (d) A deletion on 9 q 33.1 of Patient 4. In each subplot from top to bottom, the first three panels display the CNV detected by PennCNV, fused-lasso minimization and DPI respectively, the fourth panel displays in blue $y_{i}(\operatorname{LogR})$, and the fifth panel displays in green $x_{i}$ (BAF).

## CHAPTER 3

## Joint Segmentation of Multiple Sequences

In this chapter, we focus on the specific problem of detecting regions where variation in copy number is relatively common in the sample at hand: this encompasses the cases of copy number polymorphisms, related samples, technical replicates, and cancerous subpopulations from the same individual. We present an algorithm based on regularization approaches with significant computational advantages and competitive accuracy. We illustrate its applicability with simulated and real data sets.

The chapter is organized as follows: Section 3.1 motivates the need for joint analysis of multiple signals. Section 3.2 presents the penalized estimation framework and describes how the model can be used for data analysis by (a) outlining an efficient estimation algorithm, (b) generalizing it to the case of uncoordinated data, and (c) describing the choice of the penalization parameters. Section 3.3 illustrates our results on two simulated data sets (descriptive of normal and tumor samples) and two real data sets: in one case multiple platforms are used to analyze the same sample and in the other case samples from related individuals benefit from joint analysis. Section 3.4 concludes the chapter. Some technique details are deferred to Section 3.5.

### 3.1 Motivation

The goal of the chapter is to develop a flexible methodology for joint segmentation of multiple sequences that are presumed to carry related information on CNVs. We start by illustrating a series of contexts where the joint analysis appears to be useful.

### 3.1.1 Genotyping arrays and CNV detection

Genotyping arrays have been used on hundreds of thousands of subjects and the data collected through them provides an extraordinary resource for CNV detection and the study of their frequencies in multiple populations. As detailed in Chapter 1, the raw intensity data representing hybridization strength is processed to obtain two signals: a quantification of total DNA amount (from now on $\log$ R Ratio, LRR, following Illumina terminology) and a relative abundance of the two queried alleles (from now on B allele frequency, BAF). Both these signals contain information on CNV and one of the strengths of HMM models has been that they can easily process them jointly. Segmentation models like CBS have traditionally relied only on LRR. While this is a reasonable choice, it can lead to substantial loss of information, particularly in tumor cells, where poliploidy and contamination make information in LRR hard to decipher. To exploit BAF in the context of a segmentation method, a signal transformation has been suggested [Staaf et al. (2008)]: mirrowed BAF (mBAF) relies on exchangeability of the two alleles and the low information content of homozygous SNPs. The resulting mBAF is defined on a coarser grid than the original BAF, but is characterized by changing means in presence of CNV. While Staaf et al. (2008) shows that its analysis alone can be advantageous and more powerful than segmentation of LRR in some contexts, clearly a joint analysis of LRR and mBAF should be preferable to an arbitrary selection of one or the other signal.

### 3.1.2 Multiple platforms

LRR and BAF are just one example of the multiple signals that one can have available for the same sample. Often, as research progresses, the samples are assessed with a variety of technologies. For example, a number of subjects that have been genotyped at high resolution are now being resequenced. Whenever the technology adopted generates a signal that contains some information on copy number, there is an incentive to
analyze the available signals jointly.

### 3.1.3 Tumor samples from the same patient obtained at different sites or different progression stages

In an effort to identify mutations that are driving a specific tumor, as well as study its response to treatment, researchers might want to study CNVs in cells obtained at different tumor sites or at different time points [Ostrovnaya et al. (2010)]. Copy number is highly dynamic in cancer cells, so that it is to be expected that some differences be detected over time or across sites. In contrast, the presence of the same CNVs across these samples, can be taken as an indication that the tumors share the same origin: therefore a comparative analysis of CNV can be used to distinguish resurgence of the same cancer from insurgence of a new one, or to identify specific cancer cell populations. Given that the tissue extracted always consists of a mixture of normal and cancer cells, which are in turn a mixture of different populations, joint analysis of the signals from the varied materials is much more likely to lead to the identification of common CNVs, when these exist.

### 3.1.4 Related subjects

Family data is crucial in genetic investigations and hence it is common to analyze related subjects. When studying individuals from the same pedigree, it is reasonable to assume that some CNVs might be segregating in multiple people: joint analysis would reduce Mendelian errors and increase power of detection.

### 3.2 Multiple sequence segmentation

### 3.2.1 A model for joint analysis of multiple signals

Assume we have observed $M$ signals, each measured at $N$ locations, corresponding to ordered physical positions along the genome, with $y_{i j}$ being the observed value of sequence $i$ at location $j$. Given the nature of the copy number process, we model

$$
\begin{equation*}
y_{i j}=\beta_{i j}+\epsilon_{i j}, \tag{3.1}
\end{equation*}
$$

where $\epsilon_{i j}$ are i.i.d. noise, and the mean values $\beta_{i j}$ are piece-wise constant: there exists a linearly ordered partition $\left\{R_{1}^{(i)}, R_{2}^{(i)}, \ldots, R_{K_{i}}^{(i)}\right\}$ of the location index $\{1,2, \ldots, N\}$ such that $\beta_{\text {is }}=\cdots=\beta_{i t}=\mu_{k}^{(i)}$ for $s, \ldots, t \in R_{k}^{(i)}$ and $1 \leq k \leq K_{i}$. In other words, most of the increments $\left|\beta_{i j}-\beta_{i, j-1}\right|$ are assumed to be zero. When two sequences $k$ and $l$ share a CNV with the same boundaries at location $j$, both $\left|\beta_{k j}-\beta_{k, j-1}\right|$ and $\left|\beta_{l j}-\beta_{l, j-1}\right|$ will be different from zero in correspondence of the change point. Modulo an appropriate signal normalization, $\beta_{i j}=0$ can be interpreted as corresponding to the appropriate normal copy number equal to 2 . We propose to reconstruct the mean values $\boldsymbol{\beta}$ by minimizing the following function, called hereafter generalized fused lasso (GFL):

$$
\begin{align*}
f(\boldsymbol{\beta})= & \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N}\left(y_{i j}-\beta_{i j}\right)^{2}+\lambda_{1} \sum_{i=1}^{M} \sum_{j=1}^{N}\left|\beta_{i j}\right| \\
& +\lambda_{2} \sum_{i=1}^{M} \sum_{j=2}^{N}\left|\beta_{i j}-\beta_{i, j-1}\right|+\lambda_{3} \sum_{j=2}^{N}\left[\sum_{i=1}^{M}\left(\beta_{i j}-\beta_{i, j-1}\right)^{2}\right]^{\frac{1}{2}}, \tag{3.2}
\end{align*}
$$

which includes a goodness-of-fit term and three penalties, whose roles we will explain one at the time. The $\ell_{1}$ penalty $\sum_{i=1}^{M} \sum_{j=1}^{N}\left|\beta_{i j}\right|$ enforces sparsity within $\boldsymbol{\beta}$, in favor of values $\beta_{i j}=0$, corresponding to the normal copy number. The total variation penalty $\sum_{j=2}^{N}\left|\beta_{i j}-\beta_{i, j-1}\right|$ minimizes the number of jumps in the piece-wise constant means of each sequence and was introduced by [Tibshirani and Wang (2008)] in the context of CNV reconstruction from array-CGH data. Finally, the Euclidean penalty on the column vector of jumps $\sqrt{\sum_{i=1}^{M}\left(\beta_{i j}-\beta_{i, j-1}\right)^{2}}$ is a form of the group penalty introduced
by [Yuan and Lin (2006)] and favors common jumps across sequences. As clearly explained in [Zhou et al. (2010)], "the local penalty around 0 for each member of a group relaxes as soon as the $\left|\beta_{i j}-\beta_{i, j-1}\right|$ for one member $i$ of the group moves off 0 ." Bleakley and Vert (2011) also suggested the use of this group-fused-lasso penalty to reconstruct CNV. We here consider the use of both the total variation and the Euclidean penalty on the jumps to achieve the equivalent effect of the sparse group lasso, which, as pointed out in [Friedman et al. (2010)], favors CNV detection in multiple samples, allowing for sparsity in the vector indicating which subjects are carriers of the variant. This property is important in situations as presented in Section 3.1.3 and 3.1.4, where one does not want to assume that all the $M$ sequences carry the same CNV.

The incorporation of the latter two penalties can also be naturally interpreted in view of image denoising. To restore an image disturbed by random noise while preserving sharp edges of items in the image, a 2-D total variation penalty $\lambda \sum_{i=1}^{M} \sum_{j=2}^{N} \mid \beta_{i j}-$ $\beta_{i, j-1}\left|+\rho \sum_{j=1}^{N} \sum_{i=2}^{M}\right| \beta_{i j}-\beta_{i-1, j} \mid$ is proposed in a regularized least-square optimization [Rudin et al. (1992)], where $\beta_{i j}$ is the true underlying intensity of pixel $(i, j)$. In CNV detection problems, signals from multiple sequences can be aligned up in shape of an image, except that pixels in each sequence are linearly ordered while sequences as a group have no certain order a priori; thus one of the two total variation penalties is replaced by the group penalty on the column vector of jumps.

Using matrix notation, and allowing the tuning parameter $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ to be sequence specific, we can reformulate the objective function as follows. Let $\mathrm{Y}=$ $\left(y_{i j}\right)_{M \times N}$ and $\boldsymbol{\beta}=\left(\beta_{i j}\right)_{M \times N}$. Let $\boldsymbol{\beta}_{i}$ be the $i$ th row of $\boldsymbol{\beta}$ and $\boldsymbol{\beta}_{(j)}$ the $j$ th column of $\boldsymbol{\beta}$. Also, let $\boldsymbol{\lambda}_{3}=\left(\lambda_{3, i}\right)_{M \times 1}$. Then we have

$$
\begin{align*}
f(\boldsymbol{\beta})= & \frac{1}{2}\|\mathbf{Y}-\boldsymbol{\beta}\|_{F}^{2}+\sum_{i=1}^{M} \lambda_{1, i}\left\|\boldsymbol{\beta}_{i}\right\|_{\ell_{1}} \\
& +\sum_{i=1}^{M} \lambda_{2, i}\left\|\boldsymbol{\beta}_{i, 2: N}-\boldsymbol{\beta}_{i, 1:(N-1)}\right\|_{\ell_{1}}+\sum_{j=2}^{N}\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right)\right\|_{\ell_{2}}, \tag{3.3}
\end{align*}
$$

where $\|\cdot\|_{F}$ is the Frobenius norm of matrix, $\|\cdot\|_{\ell_{1}}$ and $\|\cdot\|_{\ell_{2}}$ are $\ell_{1}$ and $\ell_{2}$ norm
of vector, $\boldsymbol{\beta}_{i, s: t}$ indicates the sub-vector with elements $\beta_{i, s}, \ldots, \beta_{i, t}$ in row vector $\boldsymbol{\beta}_{i}$, and "*" is used as entry-wise multiplication between two vectors. Note that it would be easy to modify the tuning parameters so as to make them location specific: that is, reduce the penalty for a jump in correspondence of genomic regions known to harbor CNVs.

### 3.2.2 An MM algorithm

While the solution to the optimization problem (3.3) might have interesting properties, this approach is useful only if an effective algorithm is available. The last few years have witnessed substantial advances in computational methods for $\ell_{1}$-regularization problems, including the use of coordinate descent [Friedman et al. (2007); Wu and Lange (2008)] and path following methods [Bleakley and Vert (2011); Hoefling (2010); Tibshirani and Taylor (2011); Zhou and Lange (2011)]. The time cost of these methods in the best situation is $O(M N K)$, for $K$ knots along the solution path. It is important to note that these algorithms - some of which are designed for more general applications - may not be the most efficient for large scale CNV analysis for at least two reasons: on the one hand, reasonable choices of $\lambda$ might be available, making it unnecessary to solve for the entire path; on the other hand, the number of knots $K$ can be expected to be as large as $O(N)$, making the computational costs of path algorithms prohibitive.

With specific regard to the fused-lasso application to CNV detection, we were successful in developing algorithm with per iteration $\operatorname{cost} O(N)$ and empirically fast convergence rate for the analysis of one sequence in Chapter 2. We apply the same principles here. We start by modifying the norms in the penalty as follows: rather than the $\ell_{1}$ norm we use $\|x\|_{2, \epsilon}=\sqrt{x^{2}+\epsilon}$ for sufficiently small $\epsilon$, and, for computational stability, we also substitute $\ell_{2}$ norm with $\|\mathbf{x}\|_{2, \epsilon}=\left(\sum_{i=1}^{n} x_{i}^{2}+\epsilon\right)^{\frac{1}{2}}$, obtaining a differentiable
objective function

$$
\begin{align*}
f_{\epsilon}(\boldsymbol{\beta})= & \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N}\left(y_{i j}-\beta_{i j}\right)^{2}+\sum_{i=1}^{M} \lambda_{1, i} \sum_{j=1}^{N}\left\|\beta_{i j}\right\|_{2, \epsilon} \\
& +\sum_{i=1}^{M} \lambda_{2, i} \sum_{j=2}^{N}\left\|\beta_{i j}-\beta_{i, j-1}\right\|_{2, \epsilon}+\sum_{j=2}^{N}\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right)\right\|_{2, \epsilon} . \tag{3.4}
\end{align*}
$$

Adopting an MM framework [Lange (2004)], we want to find a surrogate function $g_{\epsilon}\left(\boldsymbol{\beta} \mid \boldsymbol{\beta}^{(m)}\right)$ for each iteration $m$ such that $g_{\epsilon}\left(\boldsymbol{\beta}^{(m)} \mid \boldsymbol{\beta}^{(m)}\right)=f_{\epsilon}\left(\boldsymbol{\beta}^{(m)}\right)$ and $g_{\epsilon}(\boldsymbol{\beta} \mid$ $\left.\boldsymbol{\beta}^{(m)}\right) \geq f_{\epsilon}(\boldsymbol{\beta})$ for all $\boldsymbol{\beta}$. At each iteration, then, $\boldsymbol{\beta}^{(m+1)}=\arg \min g_{\epsilon}\left(\boldsymbol{\beta} \mid \boldsymbol{\beta}^{(m)}\right)$. A majorizing function with the above properties is readily obtained using the concavity of square-root function $\|x\|_{2, \epsilon} \leq \frac{1}{2\|z\|_{2, \epsilon}}\left(x^{2}-z^{2}\right)$, and its vector equivalent $\|\mathbf{x}\|_{2, \epsilon} \leq$ $\frac{1}{2\|\mathbf{z}\|_{2, \epsilon}}\left(\|\mathbf{x}\|_{\ell_{2}}^{2}-\|\mathbf{z}\|_{\ell_{2}}^{2}\right)$. The resulting

$$
\begin{aligned}
g_{\epsilon}\left(\boldsymbol{\beta} \mid \boldsymbol{\beta}^{(m)}\right)= & \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N}\left(y_{i j}-\beta_{i j}\right)^{2}+\sum_{i=1}^{M} \lambda_{1, i} \sum_{j=1}^{N} \frac{\beta_{i j}^{2}}{2\left\|\beta_{i j}^{(m)}\right\|_{2, \epsilon}} \\
& +\sum_{i=1}^{M} \lambda_{2, i} \sum_{j=2}^{N} \frac{\left(\beta_{i j}-\beta_{i, j-1}\right)^{2}}{2\left\|\beta_{i j}^{(m)}-\beta_{i, j-1}^{(m)}\right\|_{2, \epsilon}} \\
& +\sum_{j=1}^{N} \frac{\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right)\right\|_{\ell_{2}}^{2}}{2\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j)}^{(m)}-\boldsymbol{\beta}_{(j-1)}^{(m)}\right)\right\|_{2, \epsilon}}+c^{(m)}
\end{aligned}
$$

can be decomposed in the sum of similar functions of all the row vectors $\boldsymbol{\beta}_{i}$

$$
g_{\epsilon}\left(\boldsymbol{\beta} \mid \boldsymbol{\beta}^{(m)}\right)=\sum_{i=1}^{M} g_{i}\left(\boldsymbol{\beta}_{i} \mid \boldsymbol{\beta}^{(m)}\right),
$$

where

$$
\begin{equation*}
g_{i}\left(\boldsymbol{\beta}_{i} \mid \boldsymbol{\beta}^{(m)}\right)=\frac{1}{2} \boldsymbol{\beta}_{i} \mathbf{A}_{i}^{(m)} \boldsymbol{\beta}_{i}^{T}-\left[\mathbf{b}_{i}^{(m)}\right]^{T} \boldsymbol{\beta}_{i}^{T}+\tilde{c}_{i}^{(m)} \tag{3.5}
\end{equation*}
$$

Here each $\mathbf{A}_{i}^{(m)}$ is a tridiagonal symmetric matrix, and $\tilde{c}_{i}^{(m)}$ is irrelevant constant for optimization purpose. In view of the strict convexity of the surrogate function, each $\mathbf{A}_{i}^{(m)}$ is also positive definite. The nonzero entries of $\mathbf{A}_{i}^{(m)}$ and $\mathbf{b}_{i}^{(m)}(i=1, \ldots, M)$ are
listed as follows:

$$
\begin{aligned}
& a_{i}^{(m)}(1,1)= 1+\frac{\lambda_{1, i}}{\left\|\beta_{i 1}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2, i}}{\left\|\beta_{i 2}^{(m)}-\beta_{i 1}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{3, i}^{2}}{\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(2)}^{(m)}-\boldsymbol{\beta}_{(1)}^{(m)}\right)\right\|_{2, \epsilon}} ; \\
& a_{i}^{(m)}(j, j)= 1+\frac{\lambda_{1, i}}{\left\|\beta_{i j}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2, i}}{\left\|\beta_{i j}^{(m)}-\beta_{i, j-1}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2, i}^{(m)}}{\left\|\beta_{i, j+1}^{(m)}-\beta_{i j}^{(m)}\right\|_{2, \epsilon}} \\
&+\frac{\lambda_{3, i}^{2}}{\| \boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j)}^{(m)}-\boldsymbol{\beta}_{(j-1)}^{(m)} \|_{2, \epsilon}\right.}+\frac{\lambda_{3, i}^{2}}{\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j+1)}^{(m)}-\boldsymbol{\beta}_{(j)}^{(m)}\right)\right\|_{2, \epsilon}}, \\
& a_{i}^{(m)}(n, n)= 1+\frac{\lambda_{1, i}}{\left\|\beta_{i n}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{2, i}}{\left\|\beta_{i n}^{(m)}-\beta_{i, n-1}^{(m)}\right\|_{2, \epsilon}}+\frac{\lambda_{3, i}^{2}}{\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(n)}^{(m)}-\boldsymbol{\beta}_{(n-1)}^{(m)}\right)\right\|_{2, \epsilon}} ; \\
& a_{i}^{(m)}(j, j-1)=-\frac{\lambda_{2, i}^{2}}{\left\|\beta_{i j}^{(m)}-\beta_{i, j-1}^{(m)}\right\|_{2, \epsilon}}-\frac{\lambda_{3, i}^{2}}{\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j)}^{(m)}-\boldsymbol{\beta}_{(j-1)}^{(m)}\right)\right\|_{2, \epsilon}}, \\
& a_{i}^{(m)}(j, j+1)=-\frac{\lambda_{2, i}^{2}}{\left\|\beta_{i, j+1}^{(m)}-\beta_{i j}^{(m)}\right\|_{2, \epsilon}}-\frac{\lambda_{2}, \ldots, n ;}{\left\|\boldsymbol{\lambda}_{3} *\left(\boldsymbol{\beta}_{(j+1)}^{(m)}-\boldsymbol{\beta}_{(j)}^{(m)}\right)\right\|_{2, \epsilon}}, \\
& j=1, \ldots, n-1 ; \\
& b_{i}^{(m)}(j)= y_{i j}, \quad j=1, \ldots, n .
\end{aligned}
$$

Each of the surrogate functions in (3.5) can be minimized solving the linear system $\boldsymbol{\beta}_{i}=\left[\boldsymbol{\beta}_{i}^{(m)}\right]^{T}\left[\mathbf{A}_{i}^{(m)}\right]^{-1}$ by the tridiagonal matrix (TDM) algorithm [Conte and deBoor (1972)]. This results in a per-iteraction computational cost of $O(M N)$. This algorithm is empirically observed to achieve an exponential convergence rate (see Section 2.2.3), although we do not yet have an analytic proof. In practice, this method scales well with joint analysis of tens to hundreds of samples with measurements at millions of locations, with limitations dictated by memory requirements. For analysis of real data, we suggest one or a group of samples to be analyzed chromosome by chromosome, since a CNV region can never extend beyond one chromosome to another. Actual computation times are shown along with different examples in Section 3.3.

### 3.2.3 Stacking observations at different genomic locations

While copy number is continuously defined across the genome, experimental procedures record data at discrete positions, for which we have used the indexes $j=$ $1, \ldots, N$. In reality, repeated evaluations of the same sample (or related samples) will typically result in measurements at only partially overlapping genomic locations: either because different platforms use different sets of probes, or because missing data my occur at different positions across sequences (consider for example, mBAF and LRR from the same experiment on one subject: the mBAF signal will be defined on a subset of the locations where LRR is).

Let $S$ indicate the union of all genomic positions where some measurement is available among the $M$ signals under study. And let $S_{i}$ be the subset of locations with measurements in sequence $i$. We reconstruct $\beta_{i j}$ for all $j \in S$. When $j \notin S_{i}, \beta_{i j}$ will be determined simply on the basis of the neighboring data points, relying on the regularizations introduced in (3.3). The goodness-of-fit portion of the objective function is therefore redefined as

$$
\frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N}\left(\delta_{i j} y_{i j}-\delta_{i j} \beta_{i j}\right)^{2} \quad \text { with } \quad \delta_{i j}= \begin{cases}1, & \text { if } j \in S_{i}  \tag{3.6}\\ 0, & \text { otherwise }\end{cases}
$$

The MM strategy previously described applies with slight modifications of the matrix $\mathbf{A}_{i}^{(m)}$ : The item 1 in $a_{i}^{(m)}(j, j)$ is replaced by $\delta_{i j}$ and $b_{i}^{(m)}=y_{i j}$ is replaced by $b_{i}^{(m)}=$ $\delta_{i j} y_{i j}$.

The attentive reader would have noted that $y_{i j}$ with $j \notin S_{i}$ can be considered as missing data, and an evaluation of the characteristics of this missingness is appropriate. In general, $y_{i j}$ cannot be considered missing at random. The most important example is the case of mBAF, where homozygous markers result in missing values. Now, homozygosity is more common when copy number is equal to 1 than when copy number is equal to 2 and, therefore, there is potentially more information on $\beta_{i j}$ to be extracted from the signals than the one we will capture with the proposed methodology. On the
other hand, it does appear that the approach outlined does not increase false positive: operationally, then, it can be considered as an improvement over segmentation based on LRR only, even if in theory, it does not completely use the information on BAF. It is also relevant to note that, in reality, most of the information on deletion is obtained through LRR, and BAF is really carrying additional information in case of duplications (where the changes in LRR are limited due to saturation effects).

### 3.2.4 Choice of tuning parameters and segmentation

One of the limitations of penalization procedures is that a value for the tuning parameters needs to be set and clear guidelines are not always available. Path methods that obtain a solution of the optimization problem (3.3) for every value of tuning parameters can be attractive, but recent algorithmic advances [Bleakley and Vert (2011); Tibshirani and Taylor (2011); Zhou and Lange (2011)] remain impractical for problems of the size of ours. A number of recent publications obtain optimal values of penalty parameters under a series of conditions [Bickel et al. (2009); Bunea et al. (2007); Candes and Tao (2007); Donoho and Johnstone (1994)]: we rely upon them to propose the following strategy consisting of obtaining a solution of (3.3) for reasonably liberal values of the tuning parameters, followed by a sequence-by-sequence hard thresholding of the detected jumps with a data-adaptive threshold.

We have found the following guidelines to be useful in choosing penalty parameter values:

$$
\begin{align*}
\lambda_{1, i} & =c_{1} \hat{\sigma}_{i} \\
\lambda_{2, i} & =\rho(p) c_{2} \hat{\sigma}_{i} \sqrt{\log N}  \tag{3.7}\\
\lambda_{3, i} & =[1-\rho(p)] c_{3} \hat{\sigma}_{i} \sqrt{p M} \sqrt{\log N}
\end{align*}
$$

for $i=1, \ldots, M$, where $\hat{\sigma}_{i}$ is a robust estimate of standard deviation of $\mathbf{y}_{i}, p$ is roughly the proportion of the $M$ sequences we anticipate to carry CNVs , and $c_{1}, c_{2}$ and $c_{3}$ are positive multipliers adjusted in consideration of different signal-to-noise ratios and

## CNV sizes.

While a more rigorous justification is provided in Section 3.5, we start by underscoring some of the characteristics of this proposal.

- The sequence-specific penalizing parameters are proportional to an estimate of the standard deviation of the sequence signal: that is, proviso an initial normalization, the same penalties would be used across all signals.
- The tuning parameter for the total variation (fused lasso) and the Euclidean (group fused lasso) penalties on the jumps depend on $\sqrt{\log N}$, where $N$ is the possible number of jumps. This has a "multiple comparison controlling" effect and resembles rates that have been proven optimal under various sparse scenarios [Bickel et al. (2009); Bunea et al. (2007); Candes and Tao (2007); Donoho and Johnstone (1994)]. This term does not appear in the expression of $\lambda_{1}$, as the lasso penalty can be understood as providing a soft thresholding of the solution of (3.3) when $\lambda_{1}=0$ : given the penalization due to $\lambda_{2}$ and $\lambda_{3}$, this object will have much smaller dimensionality than $N$.
- The group penalty depends on $\sqrt{M}$, where $M$ is the number of grouped sequences, as in the original proposal [Yuan and Lin (2006)].
- The relative weight of the fused-lasso and group-fused-lasso penalties is regulated by $\rho$, which depends on $p$, the proportion of the $M$ sequences expected to carry the same CNV. For example, if $M=2$ and the two sequences are LRR and BAF from the same individual, we anticipate $p=1$ with $\rho=0$, enforcing jumps at identical places in the two signals. At the other extreme, for completely unrelated sequences, $p=0$ and $\rho=1$.

The standard deviation $\hat{\sigma}_{i}$ can be estimated robustly as follows. Let $\Delta_{i j}=y_{i, j+1}-$ $y_{i, j}$, for $j=1, \ldots, N-1$, be the one-order difference of adjacent $y_{i j}$ for sequence $i$.

Then most $\operatorname{Var}\left(\Delta_{i j}\right)=2 \sigma_{i}^{2}$ except those bridging real change points, so we can take

$$
\hat{\sigma}_{i}=\widehat{S D}\left(\boldsymbol{\Delta}_{i}\right) / \sqrt{2},
$$

where

$$
\widehat{S D}\left(\boldsymbol{\Delta}_{i}\right)=\text { Standard Deviation }\left(\boldsymbol{\Delta}_{i}\right)
$$

or

$$
\widehat{S D}\left(\boldsymbol{\Delta}_{i}\right)=\text { Median Absolute Deiviation }\left(\boldsymbol{\Delta}_{i}\right)
$$

for $\boldsymbol{\Delta}_{i}=\left\{\Delta_{i, 1}, \ldots, \Delta_{i, N-1}\right\}$.
As mentioned before, the exact values of the penalty parameters should be adjusted depending on the expectations of signal strengths. Following the approach in [Rinaldo (2009)], one can approximate the bias induced by each of the penalties and hence work backwards in terms of acceptable levels. As detailed in Section 3.5.1,

$$
\begin{aligned}
& \operatorname{Bias}\left(\lambda_{1}\right) \propto \lambda_{1} ; \\
& \operatorname{Bias}\left(\lambda_{2}\right) \propto \lambda_{2} / \text { Length of segment } ; \\
& \operatorname{Bias}\left(\lambda_{3}\right)
\end{aligned} \lambda_{3} /(\text { Length of segment } \times \sqrt{\# \text { sequences sharing segment }}) .
$$

Following again the approach in [Rinaldo (2009)], one can show that under some relatively strong assumptions, the choices in (3.7) lead to a consistent behavior as $N \rightarrow$ $\infty$ and $M$ stays bounded (see Section 3.5.2). Despite the fact that $N$ is indeed large in our studies, it is not clear that we can assume it to be in the asymptotic regime. As finer scale measurements become available, scientists desire to investigate CNV of decreasing length: the CNVs we are interested in discovering are often covered by a small number of probes. Furthermore we have often little information on the sizes and frequencies of CNV. In this context, we find it advisable to rely on a two-stage strategy:

1. Sequences are jointly segmented minimizing (3.3) for a relatively lax choice of the penalty parameters.
2. Jumps are further thresholded on the basis of a data-driven cut-off.

Step 2 allows us to be adaptive to the signal strength and can be carried on with multiple methods. For example, one can adopt the modified Bayesian information criteria (mBIC) [Zhang and Siegmund (2007)]. For sequence $i$, the jumps are sorted as $\left\{\hat{d}_{i(1)}, \ldots, \hat{d}_{i(N-1)}\right\}$ in the descending order of their absolute values. And then we choose the first $\hat{k}$ change points where $\hat{k}$ is given by

$$
\hat{k}=\underset{k}{\arg \max } \operatorname{mBIC}(k) .
$$

In data analysis, we often apply an even simpler procedure where the threshold for jumps is defined as a fraction of the maximal jump size observed for every sequence. Specifically, for sequence $i$, let $\hat{D}_{i}=\max _{2 \leq j \leq N}\left\{\left|\hat{d}_{i j}\right|\right\}$, where $\hat{d}_{i j}=\hat{\beta}_{i j}-\hat{\beta}_{i, j-1}$, be the largest observed jump for sequence $i$. Then we define

$$
\gamma_{i}=\max \left\{a \hat{\sigma}_{i}, \min \left\{\hat{D}_{i}, b \hat{\sigma}_{i}\right\}\right\}, \quad \text { for } a<b,
$$

as a "ruler" reflecting the scale of a possible real jump size, taking $c \gamma_{i}$ as the cut-off in removal of most small jumps. In all analyses for this paper, we fix $a=1, b=5$ and $c=0.2$. In our experience, this heuristic procedure works well for both tumor and normal tissue CNV data.

### 3.2.5 Calling procedure

Even if this is not the focus of our proposal, in order to compare the performance of our segmentation algorithm with HMM approaches, it becomes necessary to distinguish acquisitions from losses of copy number. While the same segmentation algorithm can be applied to a wide range of data sets, calling procedures depend more closely on the specific technology used to carry out the experiments. Since our data analysis relies on Illumina genotyping arrays, we limit ourselves to this platform, and briefly describe the calling procedure we adopt in Section 3.3.

Analyzing one subject at the time, each segment with constant mean is assigned to one of five possible copy number states $(c=0,1,2,3,4)$. Let $R$ collect the indexes of
all SNPs comprising one segment and let $\left(\mathbf{x}_{R}, \mathbf{y}_{R}\right)=\left\{\left(x_{j}, y_{j}\right), j \in R\right\}$ be the vectors of values for BAF and LRR in the segment. On the basis of typical pattern for BAF and LRR in the different copy number states (see [Colella et al. (2007); Wang et al. (2007, 2009)]), we can write log-likelihood ratio

$$
\begin{equation*}
\mathrm{LR}(c)=\log \frac{L_{\mathrm{BAF}}\left(\mathbf{x}_{R} ; c\right)}{L_{\mathrm{BAF}}\left(\mathbf{x}_{R} ; 2\right)}+\log \frac{L_{\mathrm{LRR}}\left(\mathbf{y}_{R} ; c\right)}{L_{\mathrm{LRR}}\left(\mathbf{y}_{R} ; 2\right)}, \quad c=0,1,3,4, \tag{3.8}
\end{equation*}
$$

explicitly defined in Section 3.5.3. Segment $R$ is assigned a CNV state $\hat{c}$ that maximize $\operatorname{LR}(c)$, only if $\operatorname{LR}(\hat{c})>r_{1}$, where $r_{1}$ is a pre-specified cut-off.

As noted in [Zhang et al. (2010b)], the LRR data for a segment with $c=2$, ideally normalized to have mean 0 , often has a small non-zero mean, due to experimental artifacts. If the number of SNPs in $R$ is sufficiently large, a log-likelihood-ratio criterion as the above would result in the erroneous identification of a copy number different from 2. To avoid this, we also require that the size of the absolute difference of the mean of LRR from zero be larger than a threshold $\left|\bar{y}_{R}\right|>r_{2} \sigma$.

### 3.3 Results

We report the results of the analysis of two simulated and two real data sets, which overall exemplify the variety of situations where joint segmentation of multiple sequences is attractive, as described in Section 3.1. In all cases, we compare the performance of the proposed procedure with a set of relevant, often specialized, algorithms. The penalized estimation method we put forward shows competitive performance in all cases and often a substantial computational advantage. Its versatility and speed make it a very convenient tool for initial exploration. To calibrate the run times reported in what follows, it is relevant to know that all our analyses were run on a Mac OS X (10.6.7) machine with 2.93 GHz Intel Core 2 Duo and 4 GB 1067 MHz DDR3 memory.

### 3.3.1 Simulated CNV in normal samples

We consider one of the simulated data set 1 described in Section 2.2.1. This setting mimics the small rare CNVs possibly occurring in the genome of normal individuals: in our main analysis, therefore, we process one individual at the time, reflecting the typical level of information available to scientists in these contexts. HMM methods, like PennCNV, are expected to be the most effective in this problem; segmentation methods like CBS are closer to our own and therefore also make an interesting comparison. As repeatedly discussed, Illumina platform produces two signals for one subject: LRR and BAF. A segmentation method that can process one signal at the time would give its best results using LRR, which carries most of the information. Given this background, we compare four methods: PennCNV, CBS on LRR, fused lasso on LRR only, and group fused lasso on LRR and mBAF. The implementations we use are those reflected in the software packages: PennCNV (version 2010May01), R package DNAcopy for CBS (version 1.24.0) [Venkatraman and Olshen (2007)] and our own R package Piet (version 0.1.0). Tuning parameters for PennCNV and CBS are set at the default values; the fused lasso implementation corresponds to $\lambda_{1}=0.1, \lambda_{2}=2 \times \sqrt{13000}$, and $\lambda_{3}=0$ and the group fused lasso to $\lambda_{1}=0.1, \lambda_{2}=0$, and $\lambda_{3}=2 \times \sqrt{13000}$. To call deletion and duplication with CBS and the two fused-lasso approaches, we use both LRR and BAF data (before transformed to mBAF) with the following cut-off values: $r_{1}=10$ and $r_{2}=1(1.5)$ for duplication (deletion). Performance is evaluated by the same indexes we used in Section 2.2.2: true positive rate (TPR or sensitivity) and false discovery rate (FDR), all defined on a per SNP basis. Results are summarized in Table 3.1.

Not surprisingly, all algorithms perform similarly well for larger deletions and duplications and it is mainly for variants that involve $\leq 10$ SNPs that differences are visible. Algorithms that rely only on LRR (as CBS and fused lasso) underperform in the detection of small duplications (comparison is particularly easy for duplications of size 10 SNP, where the selected parameter values lead to similar FDRs in the three segmentation methods). The group fused lasso can almost entirely recover the performance

Table 3.1: Detection accuracy (as percentage) and computation times for PennCNV, CBS, Fused Lasso and Group Fused Lasso on simulated CNVs in normal samples. Overall accuracy are calculated pooling all sequences with a given type of CNVs. The average (and standard deviation) of the number of seconds required for the analysis of one sequence is reported.

| CNV <br> Size | $\begin{aligned} & \text { CNV } \\ & \text { Type } \end{aligned}$ | PennCNV |  | CBS |  | Fused Lasso |  | Group Fused Lasso |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | TPR | FDR | TPR | FDR | TPR | FDR | TPR | FDR |
| 5 | Deletion | 83.80 | 4.92 | 78.20 | 0.68 | 63.93 | 1.74 | 64.27 | 1.83 |
|  | Duplication | 58.53 | 4.67 | 11.67 | 10.26 | 20.00 | 37.76 | 39.87 | 14.33 |
| 10 | Deletion | 95.03 | 1.45 | 88.37 | 0.56 | 88.50 | 0.60 | 88.87 | 0.56 |
|  | Duplication | 93.43 | 0.78 | 56.50 | 4.40 | 83.90 | 12.60 | 91.60 | 3.85 |
| 20 | Deletion | 94.63 | 0.58 | 90.50 | 0.39 | 90.80 | 0.47 | 90.83 | 0.47 |
|  | Duplication | 96.13 | 0.92 | 86.22 | 3.58 | 92.77 | 4.95 | 94.98 | 2.13 |
| 30 | Deletion | 94.57 | 0.28 | 93.30 | 0.29 | 89.38 | 0.52 | 89.77 | 0.53 |
|  | Duplication | 96.09 | 0.05 | 90.77 | 1.61 | 94.32 | 1.78 | 94.98 | 1.29 |
| 40 | Deletion | 97.83 | 0.59 | 97.58 | 0.09 | 97.28 | 0.19 | 97.28 | 0.19 |
|  | Duplication | 94.61 | 0.46 | 92.77 | 0.98 | 93.94 | 1.15 | 94.63 | 0.75 |
| 50 | Deletion | 94.33 | 0.07 | 92.76 | 0.04 | 90.47 | 0.11 | 90.48 | 0.11 |
|  | Duplication | 94.50 | 0.09 | 93.81 | 0.74 | 93.11 | 0.79 | 93.64 | 0.49 |
| Overall Deletion |  | 95.02 | 0.55 | 93.06 | 0.19 | 91.08 | 0.33 | 91.19 | 0.34 |
| Overall Duplication |  | 93.82 | 0.44 | 86.92 | 1.55 | 90.56 | 2.85 | 92.46 | 1.38 |
| Overall |  | 94.42 | 0.49 | 89.99 | 0.85 | 90.82 | 1.60 | 91.83 | 0.87 |
| Time (sec.) |  | 0.48 (0.01) |  | 0.78 (0.69) |  | 0.22 (0.13) |  | 0.28 (0.05) |  |

of PennCNV and outperforms CBS in this context.
For curiosity, we analyzed all sequences within each category of CNVs (with the same type and size) simultaneously using GFL. While this represents an unrealistic amount of prior information, it allows us to evaluate the possible gain of joint analysis: FDR practically become $0(<0.02 \%)$ for all CNV sizes, but power increases only for CNV including less than 10 SNPs.

Finally, it is useful to compare running times. Summary statistics of the per sample time are reported in Table 3.1: while all algorithms are rather fast, the two implementations of the fused lasso are dominating.

### 3.3.2 A simulated tumor data set

To explore the challenges presented by tumor data, we rely on a data set created by [Staaf et al. (2008)], with the specific goal of studying the effect of contamination between normal and cancer cells. The HapMap sample NA06991, genotyped on Illumina HumanHap550 array, was used to simulate a cancer cell line, by inserting a total of 10 structure variation regions, including one-copy losses, one-copy gains, and copy neutral loss-of-hetrozygosity (CN-LOH) (see Table 3.2). The signal from this artificial "tumor" sample was then contaminated in silico with that of the original "normal" sample, resulting in 21 data sets, with a percentage of normal cells ranging from $0 \%$ to $100 \%$. Note that most simulated CNV or CN-LOH regions are very large-some spanning an entire chromosome-and the challenge in detection is really due to the contamination levels.

For ease of comparison, we evaluate the accuracy of calling procedures as in the original reference [Staaf et al. (2008)]: sensitivity is measured for each variant region as the percentage of heterozygous SNPs that are assigned the correct copy number; and specificity is the percentage of originally heterozygous SNPs in unperturbed regions that are assigned $\mathrm{CN}=2$. We compare the performance of GFL to BAFsegmentation

Table 3.2: Regions of allelic imbalance imposed to the HapMap sample NA06991 [Staaf et al. (2008)].

| Region | Aberration Type | Chr | bp Start | bp End | \#SNP | \#hetSNP |
| ---: | :--- | ---: | ---: | ---: | ---: | ---: |
| 1 | CN-LOH | 5 | 1 | 47700000 | 9397 | 2756 |
| 2 | Loss | 5 | 111789971 | 112521346 | 156 | 79 |
| 3 | Gain | 8 | 1 | 45200000 | 12564 | 3830 |
| 4 | Gain | 8 | 128432670 | 129207869 | 218 | 91 |
| 5 | Loss | 9 | 1 | 50600000 | 11201 | 3889 |
| 6 | Loss | 10 | 84504379 | 94825178 | 1988 | 648 |
| 7 | Gain | 12 | 1 | 132449811 | 27131 | 8818 |
| 8 | Loss | 13 | 31766569 | 31892852 | 37 | 10 |
| 9 | CN-LOH | 17 | 7431864 | 11747138 | 1150 | 308 |
| 10 | CN-LOH | 17 | 22300000 | 78774742 | 9713 | 3205 |

[Staaf et al. (2008)] and PSCN [Chen et al. (2011a)] representing, respectively, a version of segmentation and HMM approaches specifically developed to deal with contaminated tumor samples (both these algorithms have been tested with success on this simulated data set).

Following other analyses, we do not pre-process the data prior to CNV detection. BAFsegmentation and PSCN were run using recommended parameter values. For each of the diluted data sets, we applied the GFL model on each chromosome at one time using both LRR and mBAF, whose standard deviations are normalized to 1 . Tuning constants are set to $\lambda_{1}=0, \lambda_{2}=0.5 \times 3 \times \sqrt{\log N}$, and $\lambda_{3}=0.5 \times 3 \times \sqrt{\log N}$, varying specifically for chromosome interrogated by $N$ SNPs. The change points resulting from hard segmentation on LRR and mBAF are combined to make a finer segmentation of the genome. Finally, we adopt the same calling procedure described by [Staaf et al. (2008)]. For ease of comparison with PSCN, only analysis of simulated tumor data are reported, even if BAFsegmentation and GFL would gain from using the genotype of normal cell in defining mBAF.

Figure 3.1 summarizes the sensitivity of each method, as a function of percentage of normal cell in the sample. Sensitivity is calculated for each of the 10 regions separately. All three methods work reasonably well under a wide range of percentages of normal cell contamination (in 5 out of the 10 regions, GFL appears to lead to best results, while in the other 5 PSCN does). The CNV region that comprises the smallest amount of SNP is the hemizygous loss on Chromosome 13: in this case GFL in our hands behaved in the most stable manner. GLF outperforms the two comparison methods in terms of specificity (Figure 3.2): while the specificity values might appear very high in any case, this is somewhat of an artifact due to the adopted definition of this index. It is relevant to note that the performance of PSCN in our hands does not correspond to the published one [Chen et al. (2011a)]. While we tried our best to set the parameter values, we have not succeeded in replicating the authors' original results, which should be considered in the interest of fairness.


Figure 3.1: Sensitivity as function of percentage contamination by normal cells in the 10 different simulated CNV regions. Sensitivity is not defined at $100 \%$ contamination.


Figure 3.2: Specificity as function of percentage contamination by normal cells. Note that Chen et al. (2011a) reports better perfomance of PSCN in correspondence of contamination levels $85 \%, 95 \%$ and $100 \%$.

PSCN, like GFL, is implemented in R with some computationally intensive subroutines coded in C. BAFsegmentation relies its segmentation part on the R package DNAcopy, whose core algorithms are implemented in C and Fortran, and it is wrapped in Perl. A comparison of run times indicate that GLF and BAFsegmentation are comparable, while PSCN is fifty times slower than GFL (see Table 3.3).

In a clinical cancer study, it is often of great interest to determine whether a newly developed tumor is a recurrence (metastasis) of the original clone or an entirely new

Table 3.3: Speed comparison of three methods: GFL, BAFsegmentation and PSCN.

| Method | Time per sample in sec. (mean (std dev)) |
| ---: | :--- |
| GFL | $21.97(1.31)$ |
| BAFsegmentation | $41.73(-)$ |
| PSCN | $1154.18(74.73)$ |

type [Ostrovnaya et al. (2010)]. This application is further complicated by normal cell contamination in biopsy. The fitted patterns from our GFL model on the pooled data for a patient, collected from different positions at different times, may provide an intermediate and sparse interpretation of the original data, that can help to some extent in the decision. Taking this simulated tumor data set as an example, we can do a joint analysis on the combined data of all 21 samples. Both LRR and mBAF data are used. The joint analysis is done chromosome by chromosome. The tuning constants are $\lambda_{1}=0, \lambda_{2}=0.5 \times 3 \times \sqrt{\log N}$ and $\lambda_{3}=0.5 \times 3 \times \sqrt{42} \times \sqrt{\log N}$ for a chromosome $N$ SNP long. Figure 3.3 shows fitted models for a one-copy loss region on Chromosome $5 q 22$, in comparison of individual analysis with different normal cell contamination levels and the joint analysis of all 21 samples. Joint analysis shows clearer patterns of consensus segmentations and boundaries, and interestingly, the spectrum of fitted segments reflect the gradient change of normal cell contamination levels (see Figure 3.3 (b)).

### 3.3.3 One sample assayed with multiple replicates and multiple platforms

We use the data from a study [Pinto et al. (2011)] assessing the performance of different array platforms and CNV calling methods to illustrate the advantages of joint analysis of multiple measurements on the same subject. DNA from four individuals was analyzed in triplicate on each of 5 platforms: Affymetrix 6.0, Illumina 1M, 660W, Omni1-Quad (O1Q) and Omni2.5-Quad (O2Q) (among others [Pinto et al. (2011)]). We use the results on the first three to define "true" copy numbers and try to reconstruct them using data from O1Q and O2Q. The nine "reference" experiments were analyzed with 4 or 5 CNV calling algorithms (see [Pinto et al. (2011)]) and a CNV was identified using majority votes: consistent evidence was required from at least 2 analysis tools, on at least 2 platforms, and in at least 2 replicates. Here CNVs detected in two replicates/algorithms/platforms are regarded as the same CNV and collapse down to one CNV with the outmost boundaries when they overlap with each other. Table 3.4 sum-


Figure 3.3: Comparison of fitted profiles between analysis for each tumor sample with different normal cell contamination levels and joint analysis for all 21 tumor samples. Shown is a hemizygous loss on Chromosome 5q22. In each of the subplots, the upper panel shows the fitted profiles on LRR for each sample distinctly marked by a spectrum of colors, while the lower panel shows their corresponding fitted profiles on mBAF. Shown are data for heterozygous makers. (a) Individual analysis; (b) Joint analysis.

Table 3.4: Sample information and reference CNV regions summarized for each sample by their types and sizes. The ancestry of NA15510 was not recorded but inferred in [Korbel et al. (2007)]. PDR: Polymorphism Discovery Resource.

| Sample | Gender | Ancestry | Resource | Type | <10k | 10-50k | 50-100k | $>100 \mathrm{k}$ | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NA15510 | Female | European | PDR | loss | 12 | 25 | 3 | 7 | 47 |
|  |  |  |  | gain | 0 | 0 | 1 | 4 | 5 |
|  |  |  |  | total | 12 | 25 | 4 | 11 | 52 |
| NA18517 | Female | YRI | HapMap | loss | 10 | 22 | 4 | 4 | 40 |
|  |  |  |  | gain | 1 | 3 | 1 | 8 | 13 |
|  |  |  |  | total | 11 | 25 | 5 | 12 | 53 |
| NA18576 | Female | CHB | HapMap | loss | 13 | 16 | 4 | 5 | 38 |
|  |  |  |  | gain | 0 | 2 | 2 | 4 | 8 |
|  |  |  |  | total | 13 | 18 | 6 | 9 | 46 |
| NA18980 | Female | JPT | HapMap | loss | 8 | 16 | 1 | 4 | 29 |
|  |  |  |  | gain | 0 | 0 | 1 | 3 | 4 |
|  |  |  |  | total | 8 | 16 | 2 | 7 | 33 |

marizes the information for each sample and the complied reference CNVs categorized by their type and size.

The test experiments are based on $1,020,596$ and $2,390,395$ SNPs on autosomes after some quality control, at a total of $2,657,077$ unique loci. Since our focus here is to investigate how to best analyze multiple signals on the same subject, rather than on the specific properties of any CNV calling method, we carry out all the analyses using different settings of GFL in segmentation while keeping the same CNV calling and summarizing procedure. All segmentation is done on LRR only while calling procedure uses both LRR and BAF (with cut-off $r_{1}=10$ and $r_{2}=1$ ). Here we compare three segmentation settings to analyze these 6 experiments per subject (see Table 3.9 in Section 3.5.4 for more details about tuning parameters):

1. The signals from the three technical replicates with one platform are averaged

Table 3.5: Number of CNVs detected (Det.) and overlapping (Ovlp.) with reference results as well as average computation time for four samples under different analyses.

|  | NA15510 |  | NA18517 |  | NA18576 |  | NA18980 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Analysis | \# Det. \# Ovlp. | \# Det. \# Ovlp. | \# Det. \# Ovlp | \# Det. \# Ovlp | Time (min.) |  |  |  |  |
| Analysis 1 | 170 | 38 | 144 | 34 | 160 | 25 | 145 | 22 | 1.2 |
| Analysis 2 | 102 | 36 | 109 | 33 | 93 | 25 | 91 | 20 | 3.7 |
| Analysis 3 | 80 | 38 | 82 | 32 | 69 | 25 | 56 | 15 | 8.5 |
| MPCBS | 98 | 34 | 88 | 28 | 59 | 18 | 68 | 21 | 313.9 |

and then segmented and subject to calling procedure separately. The final CNV list is the union of CNV calls from the two platforms.
2. The signals from the three technical replicates with one platform are each segmented and subject to calling procedure separately. A majority vote is used to summarize CNV result for each platform: a CNV needs to be called in at least two replicates out of three. The final CNV list is the union of the two platforms' results.
3. The signals from the three technical replicates of both platforms (6 LRR sequences) are segmented jointly. Calling procedure is still done on each replicate separately, and the same majority vote is used to summarize CNV result for each platform. Again, the final CNV list is the union of the two platforms' results.

To benchmark the result of joint analysis we use MPCBS [Zhang et al. (2010a)], a segmentation method, specifically designed for multi-platform CNV analysis. The segments output from MPCBS are proceeded to the same calling, majority voting, and summarizing procedure.

Table 3.5 presents the results: averaging results from different technical replicates leads to loss of power, while joint analysis of all the signals leads to the most effective performance. GFL joint analysis leads to results comparable to those of MPCBS, but it
is at least 30 times faster than the competing method.

### 3.3.4 Multiple related samples assayed with the same platform

In the context of a study of the genetic basis of bipolar disorder, the Illumina Omni2.5Quad chip was used to genotype 455 individuals from 11 Columbian and 13 Costa Rican pedigrees. We use this data set to explore the advantages of a joint segmentation of related individuals. In absence of a reference evaluation of CNV status in these samples, we rely on two indirect methods to assess the quality of the predicted CNVs. We used the collection of CNVs observed in HapMap Phase III [Jakobsson et al. (2008)] to compile a list of 426 copy number polymorphisms (selecting all those CNVs with frequency $\geq 0.05$ in pooled samples from 11 populations) and assumed that if we identify in our sample a CNV corresponding to one of these regions, we should consider it a true positive. For the purposes of this analysis we considered a detected CNV to correspond to one identified in HapMap if there was any overlap between the two regions.

Another indirect measure of the quality of CNV calls derives from the amount of Mendelian errors encountered in the pedigrees when we consider the CNV as a segregating site. De novo CNVs are certainly a possibility, and in their case Mendelian errors are to be expected. However, when the CNV in question is a common one (already identified in HapMap), it is reasonable to expect that it segregate in the pedigrees as any regular polymorphism. We selected a very common deletion on Chromosome 8 (HapMap reports overall frequency $>0.4$ in 11 populations) and compared different CNV calling procedures on the basis of how many Mendelian errors they generate.

As mentioned before, PennCNV represents a state-of-the-art HMM method for the analysis of normal samples and, therefore, we included it in our comparisons. However, the parameters of the underlying HMM algorithm had not been tuned on the Omni2.5-Quad at the time of writing, resulting in sub-standard performance. Segmentation methods are less dependent on parameter optimization; hence, GFL analysis of

LRR and BAF one subject at a time can provide a better indication of the potential of single-sample methods. We considered two multiple-sample algorithms: GFL and MSSCAN [Zhang et al. (2010b)], both applied on LRR with group defined by pedigree memberships. (While a trio-mode is available in PennCNV [Wang et al. (2008)], this does not adapt to the structure of our families.) A final qualification is in order. While the authors of MSSCAN kindly shared with us a beta-version of their software, we find it not to be robust. Indeed, we were unable to use it to segment the entire genome. However, we successfully used it to segment Chromosome 8 , so that we could include MSSCAN in the comparison based on Mendelian error rates.

Prior to analysis, the data was normalized using the GC-content correction implemented in PennCNV [Diskin et al. (2008)]. For individual analysis, the GFL parameters were $\lambda_{1}=0.1, \lambda_{2}=0$, and $\lambda_{3}=2 \times \sqrt{\log N}$, where $N$ is the number of SNPs deployed on each chromosome; for pedigree analysis, the GFL parameters were $\lambda_{1}=0.1$, $\lambda_{2}=0.5 \times 2 \times \sqrt{\log N}$, and $\lambda_{3}=0.5 \times 2 \times \sqrt{0.3 M} \times \sqrt{\log N}$, where $M$ is the number of individuals in each pedigree. For MSSCAN, CNV size is constraint to be less than 200 SNPs and the maximum number of change points is set as 50 . The calling procedure with $r_{1}=10$ and $r_{2}=1$ was applied to both the GFL and MSSCAN results.

Table 3.6 summarized the total number of copy number polymorphisms (CNPs) identified in our sample by different approaches and their overlap with known CNPs from HapMap. For the purpose of this comparison we considered as a CNP a variant with frequency at least $10 \%$ in our sample. All analysis modes of GFL agree more with HapMap list than PennCNV in the sense of percentage of overlap. It is also clear that GFL-pedigree analysis achieves larger overlap with HapMap data than GFL-individual analysis. The time cost per sample for pedigree is reasonable and scales well with the increment of sample size.

Table 3.7 summarizes the results of our investigation of a 154 kb CNP region on Chromosome 8p (from 39,351,896 to 39,506,122 on NCBI Build 36 coordinate). All methods but PennCNV show detected deletions only; this coincides with the observa-
tion from HapMap data. We used option Mistyping of Mendel (version 11.0) [Lange et al. (2001); Sobel et al. (2002)] to detect Mendelian errors. Joint segmentation methods discover more hemizygous deletions than individual analysis, resulting in fewer Mendelian errors. MSSCAN discovers the largest number of hemizygous deletions. Figure 3.4 shows an example of large pedigree, where 3 out of 4 Mendelian errors are removed by joint analysis.

Table 3.6: The number of detected CNP regions with frequency $\geq 0.1$ in our sample by different methods and their overlap with a list of CNP regions compiled from HapMap data. Computation time (in minute) is per sample.

| Method | \# Detected | \# Overlap | \% Overlap | Time (min.) |
| :--- | :---: | :---: | :---: | :---: |
| PennCNV | 189 | 63 | $33.33 \%$ | 3.44 |
| GFL-Individual (LRR+BAF) | 95 | 50 | $52.63 \%$ | 3.90 |
| GFL-Pedigree (LRR) | 106 | 62 | $58.49 \%$ | 1.57 |

Table 3.7: Detected copy numbers in a common deletion on Chromosome 8. Across the various algorithms, subjects are assigned to one of 4 types of copy number: for each algorithm, we report the total numbers of $\mathrm{CN} \neq 2$ identified; the total number of "core" families with Mendelian errors; and the average computation time (in minute) per sample for the analysis of Chromosome 8.

| Method | \#CN=0 | \#CN=1 | \#CN=3 | \#families with errors | Time (min.) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| PennCNV | 125 | 39 | 102 | 35 | 0.19 |
| GFL-Individual | 123 | 97 | 0 | 20 | 0.21 |
| GFL-Pedigree | 123 | 137 | 0 | 15 | 0.09 |
| MSSCAN-Pedigree | 123 | 154 | 0 | 15 | 0.11 |



Figure 3.4: CNV detection and Mendelian errors for a Central American pedigree. Displayed are four extended families extracted from the big pedigree. Circles and squares correspond to females and males. Dashed line indicates the identical individual. Beneath each individual, from top to bottom, are CNV genotypes by PennCNV and by GFL. The subjects for whom PennCNV and GLF infer different CNV genotypes are highlighted in red and blue. Red indicates cases where the PennCNV genotype results in Mendelian error, while blue is for subjects where both genotypes are compatible with the rest of the family. Orange indicates a member for whom both PennCNV and GFL genotypes result in Mendelian error.

### 3.4 Conclusions

We have presented a segmentation method based on penalized estimation and capable of processing multiple signals jointly. We have shown how this leads to improvements in the analysis of normal samples (where segmentation can be applied to both total intensity and allelic proportion), tumor sample (where we are able to deal with contamination effectively), measurements from multiple platforms, and related individuals. Given that copy number detection is such an active area of research, it is impossible to compare one method to all the others available. However, for each of the situations we analyzed, we tried to select approaches that represented the most successful state-of-the-art. In comparison to these, the algorithm we presented performs well: its accuracy is always comparable to that of the most effective competitor and its computation time often more contained. We believe that for its versatility and speed, GFL is particularly useful for initial screening.

There are of course many aspects of CNV detection that we have not analyzed in this chapter: from normalization and signal transformation to FDR control of detected CNVs. There are also a number of improvements to our approach that appear promising, but at this stage are left for further work: for example, it is easy to modify algorithms so that the penalization parameters are location dependent to incorporate prior information on known copy number polymorphisms; more challenging is developing theory and method to select the values of these regularization parameters in a data-adaptive fashion.

Finally, while our scientific motivation has been the study of copy number variations, the joint segmentation algorithm we present is not restricted to specific characteristics of these data types, and we expect it will be applied in other contexts.

### 3.5 Appendix

Some technical details about justification of choice of tuning parameters in GFL and calling procedure as well as other supplementary information are listed as follows.

### 3.5.1 Bias estimation

Let $x_{i j}$ be the data for sequence $i$ at locus $j$ after $\sigma_{i}$ of each sequence is normalized to 1. With such normalization, the model (3.3) is reduced to a simpler form with global tuning parameters to each sequence for easier interpretation:

$$
\begin{align*}
f(\boldsymbol{\beta})= & \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{N}\left(x_{i j}-\beta_{i j}\right)^{2}+\lambda_{1} \sum_{i=1}^{M} \sum_{j=1}^{N}\left|\beta_{i j}\right| \\
& +\lambda_{2} \sum_{i=1}^{M} \sum_{j=2}^{N}\left|\beta_{i j}-\beta_{i, j-1}\right|+\lambda_{3} \sum_{j=2}^{N}\left[\sum_{i=1}^{M}\left(\beta_{i j}-\beta_{i, j-1}\right)^{2}\right]^{\frac{1}{2}} . \tag{3.9}
\end{align*}
$$

The solution to minimize $f(\boldsymbol{\beta})$ is unique for $f(\boldsymbol{\beta})$ is strictly convex. Denote the solution as $\hat{\boldsymbol{\beta}}=\left(\hat{\beta}_{i j}\right)_{M \times N}$. Suppose sequence $i$ is partitioned into $\hat{K}_{i}$ consecutive segments $\left\{\hat{R}_{1}^{(i)}, \ldots, \hat{R}_{\hat{K}_{i}}^{(i)}\right\}$, delimited with change points $\hat{\mathcal{J}}_{i}=\left\{\hat{j}_{1}^{(i)}, \ldots, \hat{j}_{\hat{K}_{i}-1}^{(i)}\right\} \subset\{2, \ldots, N\}$ (left end of segment $2, \ldots, \hat{K}_{i}$ ). The fitted means of each segment is denoted as $\hat{\boldsymbol{\mu}}^{(i)}=$ $\left(\hat{\mu}_{1}^{(i)}, \ldots, \hat{\mu}_{\hat{K}_{i}}^{(i)}\right)$, i.e., $\hat{\beta}_{i j}=\hat{\mu}_{k}^{(i)}$, if $j \in \hat{R}_{k}^{(i)}$. The length (number of SNPs) of each segment is $\hat{L}_{k}^{(i)}=\left|\hat{R}_{k}^{(i)}\right|, k=1, \ldots, \hat{K}_{i}$. Thus, the estimated mean vector for sequence $i$ can be written as

$$
\hat{\boldsymbol{\beta}}_{i}=\sum_{k=1}^{\hat{K}_{i}} \hat{\mu}_{k}^{(i)} I_{\hat{R}_{k}^{(i)}} .
$$

$\hat{\boldsymbol{\beta}}$ is the optimal solution if and only if it satisfies the subgradient condition $\partial f(\hat{\boldsymbol{\beta}})=$ 0 ; that is,

$$
\begin{equation*}
\hat{\beta}_{i j}=y_{i j}-\lambda_{1} s_{i j}^{(1)}-\lambda_{2} s_{i j}^{(2)}-\lambda_{3} s_{i j}^{(3)}, \tag{3.10}
\end{equation*}
$$

where $s_{i j}^{(1)}, s_{i j}^{(2)}$ and $s_{i j}^{(3)}$ are coordinates of subgradient corresponding to $\beta_{i j}$ 's appearing in each of the three penalty terms. Both bias estimation and asymptotic analysis rely on
the analytic form of subgradient. Now we discussed the bias induced by each penalty separately.

## Bias induced by lasso penalty

It is easy to verify that the subgradient for the lasso penalty can be written as

$$
s_{i j}^{(1)}=\operatorname{sign}\left(\beta_{i j}\right)
$$

where, with a bit abuse of notation,

$$
\operatorname{sign}(x)= \begin{cases}1, & \text { if } x>0  \tag{3.11}\\ -1, & \text { if } x<0 \\ z \in[-1,1], & \text { if } x=0\end{cases}
$$

Hence, the lasso penalty term merely plays as a soft-thresholding on the fitted values resulted from the model (3.9) with $\lambda_{1}=0$, denoted as $\hat{\beta}_{i j}\left(0, \lambda_{2}, \lambda_{3}\right)$; that is, for any $\lambda_{1}>0$,

$$
\hat{\beta}_{i j}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)=\operatorname{sign}\left[\hat{\beta}_{i j}\left(0, \lambda_{2}, \lambda_{3}\right)\right]\left[\hat{\beta}_{i j}\left(0, \lambda_{2}, \lambda_{3}\right)-\lambda_{1}\right]_{+},
$$

where $(x)_{+}=\max \{x, 0\}$. This is also highlighted in Lamma A. 1 of [Friedman et al. (2007)] for model (3.9) with $\lambda_{3}=0$.

## Bias induced by fused-lasso penalty

In model (3.9) with $\lambda_{1}=0$ and $\lambda_{3}=0$ (only fused-lasso penalty involved), Lemma 2.1 in [Rinaldo (2009)] gives an insightful characterization of $\hat{\boldsymbol{\mu}}^{(i)}$ :

$$
\hat{\mu}_{k}^{(i)}=\frac{1}{\hat{L}_{k}^{(i)}} \sum_{j \in \hat{R}_{k}^{(i)}} x_{i j}+\hat{c}_{k}^{(i)}, \quad k=1, \ldots, \hat{K}_{i}
$$

where

$$
\hat{c}_{1}^{(i)}= \begin{cases}-\frac{\lambda_{2}}{\hat{L}_{1}^{(i)}}, & \text { if } \hat{\mu}_{2}^{(i)}-\hat{\mu}_{1}^{(i)}>0 \\ \frac{\lambda_{2}}{\hat{L}_{1}^{(i)}}, & \text { if } \hat{\mu}_{2}^{(i)}-\hat{\mu}_{1}^{(i)}<0\end{cases}
$$

$$
\hat{c}_{\hat{K}_{i}}^{(i)}= \begin{cases}\frac{\lambda_{2}}{\hat{L}_{K_{i}}^{(i)}}, & \text { if } \hat{\mu}_{\hat{K}_{i}}^{(i)}-\hat{\mu}_{\hat{K}_{i}-1}^{(i)}>0, \\ -\frac{\lambda_{2}}{\hat{L}_{K_{i}}^{(i)}}, & \text { if } \hat{\mu}_{\hat{K}_{i}}^{(i)}-\hat{\mu}_{\hat{K}_{i}-1}^{(i)}<0,\end{cases}
$$

and, for $k=2, \ldots, \hat{K}_{i}-1$,

$$
\hat{c}_{k}^{(i)}= \begin{cases}\frac{2 \lambda_{2}}{\hat{L}_{k}^{(i)}}, & \text { if } \hat{\mu}_{k}^{(i)}-\hat{\mu}_{k-1}^{(i)}<0, \hat{\mu}_{k+1}^{(i)}-\hat{\mu}_{k}^{(i)}>0 \\ -\frac{2 \lambda_{2}}{\hat{L}_{k}^{(i)}}, & \text { if } \hat{\mu}_{k}^{(i)}-\hat{\mu}_{k-1}^{(i)}>0, \hat{\mu}_{k+1}^{(i)}-\hat{\mu}_{k}^{(i)}<0 \\ 0, & \text { if }\left(\hat{\mu}_{k}^{(i)}-\hat{\mu}_{k-1}^{(i)}\right)\left(\hat{\mu}_{k+1}^{(i)}-\hat{\mu}_{k}^{(i)}\right)>0\end{cases}
$$

The result implies that the sample mean (as an unbiased estimate of true mean) of a local minimum/maximum segment (except it is located at either end) is shifted towards 0 due to fused-lasso penalty. The bias is positively proportional to $\lambda_{2}$ and negatively proportional to the length of the segment. It is more important to notice that there exists no configuration where a local minimum/maximum segment has a jump size (relative to neighboring segments) less than the amount of bias. It means that a CNV with small jump size or small length could possibly be merged into neighboring segments, if $\lambda_{2}$ is set too large.

## Bias induced by group-fused-lasso penalty

The subgradient for group-fused-lasso penalty is given in the following Proposition 1.
Proposition 1: The $\beta_{i j}$ 's involved in group-fused-lasso penalty have subgradient given by

$$
s_{i j}^{(3)}= \begin{cases}-e_{i 2}, & \text { if } j=1,  \tag{3.12}\\ e_{i j}-e_{i, j+1}, & \text { if } 1<j<N, \\ e_{i N}, & \text { if } j=N,\end{cases}
$$

for $i=1, \ldots, M$, where $\mathbf{e}_{j}=\left(e_{1 j}, \ldots, e_{M j}\right)^{T}$ for $j=2, \ldots, M$ are given by

$$
\mathbf{e}_{j}= \begin{cases}\left(\frac{\beta_{1 j}-\beta_{1, j-1}}{\left\|\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right\|_{\ell}}, \ldots, \frac{\beta_{M j}-\beta_{M, j-1}}{\left\|\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right\|_{\ell_{2}}}\right)^{T}, & \text { if }\left\|\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right\|_{\ell_{2}}>0  \tag{3.13}\\ \text { any }\left(e_{1 j}, \ldots, e_{M j}\right)^{T} \text { s.t. }\left\|\mathbf{e}_{j}\right\|_{\ell_{2}} \leq 1, & \text { if }\left\|\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right\|_{\ell_{2}}=0 .\end{cases}
$$

Proof: The proof follows a similar technique used in the proof of Lamma A. 1 in [Rinaldo (2009)]. Let $\mathbf{T}=\left[-\mathbf{I}_{M}, \mathbf{I}_{M}\right]$, where $\mathbf{I}_{M}$ is $M \times M$ identity matrix. Then, for any $2 \leq j \leq N$,

$$
h\left(\boldsymbol{\beta}_{(j-1)}, \boldsymbol{\beta}_{(j)}\right) \triangleq\left\|\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right\|_{\ell_{2}}=\left\|\mathbf{T}\left[\boldsymbol{\beta}_{(j-1)}^{T}, \boldsymbol{\beta}_{(j)}^{T}\right]^{T}\right\|_{\ell_{2}} .
$$

For the $j$ such that $\left\|\boldsymbol{\beta}_{(j)}-\boldsymbol{\beta}_{(j-1)}\right\|_{\ell_{2}}>0$, the sub-gradient is reduced to regular gradient, and thus can be derived in a usual way. We now focus on the $j$ such that $\| \boldsymbol{\beta}_{(j)}-$ $\boldsymbol{\beta}_{(j-1)} \|_{\ell_{2}}=0$, i.e., the subgradient of $\beta_{i j}$ at 0 . By Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
h\left(\boldsymbol{\beta}_{(j-1)}, \boldsymbol{\beta}_{(j)}\right) & \geq\left\|\mathbf{T}\left[\boldsymbol{\beta}_{(j-1)}^{T}, \boldsymbol{\beta}_{(j)}^{T}\right]^{T}\right\| \ell_{\ell_{2}}\left\|\mathbf{e}_{j}\right\| \ell_{\ell_{2}} \\
& \geq<\mathbf{T}\left[\boldsymbol{\beta}_{(j-1)}^{T}, \boldsymbol{\beta}_{(j)}^{T}\right]^{T}, \mathbf{e}_{j}> \\
& =h(\mathbf{0})+<\left[\boldsymbol{\beta}_{(j-1)}^{T}, \boldsymbol{\beta}_{(j)}^{T}\right]^{T}-\mathbf{0}, \mathbf{T}^{T} \mathbf{e}_{j}>
\end{aligned}
$$

where $\mathbf{e}_{j}$ is any vector such that $\left\|\mathbf{e}_{j}\right\|_{\ell_{2}} \leq 1$. It follows by the definition of subgradient that $\mathbf{T}^{T} \mathbf{e}_{j}=\left[-\mathbf{e}_{j}^{T}, \mathbf{e}_{j}^{T}\right]^{T}$ is the subgradient for $\left[\boldsymbol{\beta}_{(j-1)}^{T}, \boldsymbol{\beta}_{(j)}^{T}\right]^{T}$.

The bias induced by the group-fused-lasso penalty can be derived from the analytic form of subgradient accordingly and is given in the following Proposition 2.

Proposition 2: In model (3.9) with $\lambda_{1}=0$ and $\lambda_{2}=0$, the fitted means of segments for sequence $i$ can be expressed as

$$
\hat{\mu}_{k}^{(i)}=\frac{1}{\hat{L}_{k}} \sum_{j \in \hat{R}_{k}^{(i)}} x_{i j}+\hat{c}_{k}^{(i)}, \quad k=1, \ldots, \hat{K}_{i},
$$

where

$$
\hat{c}_{k}^{(i)}= \begin{cases}\frac{\lambda_{3}}{\hat{L}_{1}^{(i)}} \cdot r_{i}\left(\hat{j}_{1}^{(i)}\right), & \text { if } k=1, \\ -\frac{\lambda_{3}}{\hat{L}_{k}^{(i)}} \cdot\left[r_{i}\left(\hat{j}_{k-1}^{(i)}\right)-r_{i}\left(\hat{j}_{k}^{(i)}\right)\right], & \text { if } 2 \leq k \leq \hat{K}_{i}-1, \\ -\frac{\lambda_{3}}{\hat{L}_{\hat{K}_{i}}^{(i)}} \cdot r_{i}\left(\hat{j}_{\hat{K}_{i}-1}^{(i)}\right), & \text { if } k=\hat{K}_{i},\end{cases}
$$

and

$$
r_{i}(j) \triangleq \frac{\hat{\beta}_{i j}-\hat{\beta}_{i, j-1}}{\left\|\hat{\boldsymbol{\beta}}_{(j)}-\hat{\boldsymbol{\beta}}_{(j-1)}\right\|_{\ell_{2}}} .
$$

Proof: The proof follows a similar technique used in the proof of Lemma 2.1 in [Rinaldo (2009)]. Following the subgradient condition (3.10) in case $\lambda_{1}=0$ and $\lambda_{2}=$ 0 , we have

$$
\hat{\mu}_{k}^{(i)}=\frac{1}{\hat{L}_{k}} \sum_{j \in \hat{R}_{k}^{(i)}} \hat{\beta}_{i j}=\frac{1}{\hat{L}_{k}} \sum_{j \in \hat{R}_{k}^{(i)}} x_{i j}-\frac{\lambda_{3}}{\hat{L}_{k}} \sum_{j \in \hat{R}_{k}^{(i)}} s_{i j}^{(3)} .
$$

By Proposition 1 and simple algebra, we have

$$
\sum_{j \in \hat{R}_{k}^{(i)}} s_{i j}^{(3)}= \begin{cases}-e_{i, \hat{j}_{1}^{(i)}}, & \text { if } k=1 \\ e_{i, \hat{j}_{k-1}^{(i)}}-e_{i, \hat{j}_{k}^{(i)}}, & \text { if } 2 \leq k \leq \hat{K}_{i}-1, \\ e_{i, \hat{j}_{\hat{K}_{i}-1}^{(i)}}, & \text { if } k=\hat{K}_{i}\end{cases}
$$

Note that at jump points, subgradient has explicit form as shown in Proposition 1. It follows that $e_{i, \hat{j}_{k}^{(i)}}=r_{i}\left(\hat{j}_{k}^{(i)}\right)$, for $k=1, \ldots, \hat{K}_{i}-1$, where $r_{i}(\cdot)$ is defined in Proposition 2.

Some interesting implications follow immediately. For sequence $i$, consider one of its fitted segment $k$ with end points $\left[\hat{j}_{k-1}^{(i)}, \hat{j}_{k}^{(i)}-1\right]$. If no other sequences share change points at these two ends, then the bias term $\hat{c}_{k}^{(i)}$ reduces to what it appears in model (3.9) with fused-lasso term only ( $\lambda_{1}=0$ and $\lambda_{3}=0$ ). If $m$ out of $M$ sequences share change points at these two ends and also assume the jump size at these two locations for all the $m$ sequences are roughly the same, then the absolute value of the bias term can be approximately written as $\frac{2 \lambda_{3}}{\hat{L}_{k}^{(i)}} \cdot \frac{1}{\sqrt{m}}$. It means that if more than one sequences share change points at the same coordinate, then they can benefit from each other to reduce their individual bias, relative to the bias induced by fused-lasso penalty specific to each individual sequence.

### 3.5.2 Asymptotic behavior

Now we try to give a justification of the order of the magnitude of $\lambda_{2}$ and $\lambda_{3}$ in compatible with their large sample behavior, say, as $N \rightarrow \infty$. When the number of sequences $M$ in segmentation task is relatively large, extra caution is needed for $\lambda_{3}$. Again, we
discuss asymptotic behavior of the solution influenced by fused-lasso and group-fusedlasso separately for easier exhibition.

## Asymptotic behavior for fused-lasso penalty

In fused-lasso model ( $\lambda_{1}=0$ and $\lambda_{3}=0$ ), the justification is directly inspired by the proof of Theorem 2.3 in [Rinaldo (2009)]. Denote the event

$$
\mathcal{E}_{i}=\left\{\hat{\mathcal{J}}_{i}=\mathcal{J}_{i}\right\} \cap\left\{\operatorname{sign}\left(\hat{\beta}_{i j}-\hat{\beta}_{i, j-1}\right)=\operatorname{sign}\left(\beta_{i j}-\beta_{i, j-1}\right), \forall j \in \mathcal{J}_{i}\right\},
$$

for $i=1, \ldots, M$ respectively. This event means that all jump points and the direction of jumps are correctly identified for each sequence $i$. A necessary condition required for $\lambda_{2}$ is summarized in Proposition 3.

Proposition 3: It is required that $\lambda_{2}=O(\sqrt{\log N})$ to ensure $\lim _{N \rightarrow \infty} \mathbb{P}\left(\mathcal{E}_{i}\right)=1$ for $i=1, \ldots, M$, at the linear rate.

This asymptotic behavior follows directly the proof of Theorem 2.3 in [Rinaldo (2009)]. We have some quick remarks:

1) If the signal of each sequence is not normalized, then $\lambda_{2, i}=c_{2} \sigma_{i} \sqrt{\log N}$, specific to sequence $i$.
2) In order to ascertain a CNV segment with length $L$ and jump size $\delta$, the bias needs to satisfy $\frac{2 \lambda_{2, i}}{L}=\frac{2 c_{2} \sigma_{i} \sqrt{\log N}}{L}<\delta$, i.e., $c_{2}<\frac{1}{2 \sqrt{\log N}} \cdot \frac{\delta}{\sigma_{i}} L$. Here, $\frac{\delta}{\sigma_{i}}$ can be interpreted as signal-to-noise ratio (SNR). For a specific platform, one may get a sense of the magnitude of SNR and $L$ from prior knowledge. In practice, it is desired to take as large value of $c_{2}$ as possible to ensure the sparsity of the segmentation, but not too large in order to compensate for the constraint of signal strength $\left(\frac{\delta}{\sigma_{i}} L\right)$. Based on our experiences of analysis of Illumina data, the results are not sensitive to the choice of $c_{2}$, provided that it falls into a reasonable range (see Section 2.2.6).

## Asymptotic behavior for group-fused-lasso penalty

In group-fused-lasso model ( $\lambda_{1}=0$ and $\lambda_{2}=0$ ), we have similar requirement of $\lambda_{3}$ as for $\lambda_{2}$, which is given in Proposition 4.

Proposition 4: It is required that $\lambda_{3}=O(\sqrt{M} \sqrt{\log N})$ to ensure

$$
\lim _{N \rightarrow \infty} \mathbb{P}\left(\cap_{i=1}^{M} \mathcal{E}_{i}\right)=1
$$

at the linear rate.
Proof: For simplicity, we prove under the condition that $\epsilon_{i j}$ are i.i.d. $\mathcal{N}(0,1)$ (after $\sigma_{i}$ is normalized to 1 ), while this condition can be relaxed [Rinaldo (2009)]. We also follow the same technique used in the proof of Theorem 2.3 in [Rinaldo (2009)]. Let $d_{i j}=\beta_{i j}-\beta_{i, j-1}, \hat{d}_{i j}=\hat{\beta}_{i j}-\hat{\beta}_{i, j-1}$, and $d_{i j}^{\epsilon}=\epsilon_{i j}-\epsilon_{i, j-1}$. Also denote $\mathbf{d}_{j}^{\epsilon}=$ $\left(d_{1 j}^{\epsilon}, \ldots, d_{M j}^{\epsilon}\right)^{T}$ and $\mathcal{J}=\cup_{i=1}^{M} \mathcal{J}_{i}$. By the subgradient condition (3.10), for each $i, \mathcal{E}_{i}$ holds if and only if

$$
\begin{equation*}
d_{i j}^{\epsilon}=\lambda_{3}\left(2 e_{i j}-e_{i, j-1}-e_{i, j+1}\right), \quad \text { for } j \in \mathcal{J}_{i}^{c}, \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\hat{d}_{i j}\right|>0, \quad \text { for } j \in \mathcal{J}_{i} . \tag{3.15}
\end{equation*}
$$

Condition (3.15) has direct relevance to the bias issue, as discussed above. Now we focus on condition (3.14), which implies that

$$
\max _{j \in \mathcal{J}^{c}}\left\|\mathbf{d}_{j}^{\epsilon}\right\|_{\ell_{2}}=\max _{j \in \mathcal{J}^{c}} \lambda_{3}\left\|2 \mathbf{e}_{j}-\mathbf{e}_{j-1}-\mathbf{e}_{j+1}\right\|_{\ell_{2}}<4 \lambda_{3} .
$$

It is left to show that $\mathbb{P}\left(\max _{j \in \mathcal{J}^{c}}\left\|\mathbf{d}_{j}^{\epsilon}\right\| \|_{\ell_{2}} \geq 4 \lambda_{3}\right)=\mathbb{P}\left(\max _{j \in \mathcal{J}^{c}}\left\|\mathbf{d}_{j}^{\epsilon} / \sqrt{2}\right\|_{\ell_{2}}^{2} \geq 8 \lambda_{3}^{2}\right) \rightarrow$ 0 as $N \rightarrow \infty$ for $i=1, \ldots, M$. Note that for each $j, d_{1 j}^{\epsilon}, \ldots, d_{M j}$ are i.i.d. $\mathcal{N}(0,2)$, so
$\left\|\mathbf{d}_{j}^{\epsilon} / \sqrt{2}\right\|_{\ell_{2}}^{2} \sim \chi_{M}^{2}$. Then we have

$$
\begin{aligned}
& \mathbb{P}\left(\max _{j \in \mathcal{J}^{c}}\left\|\mathbf{d}_{j}^{\epsilon} / \sqrt{2}\right\|_{\ell_{2}}^{2} \geq 8 \lambda_{3}^{2}\right) \\
= & \mathbb{P}\left(\cup_{j \in \mathcal{J}^{c}}\left\|\mathbf{d}_{j}^{\epsilon} / \sqrt{2}\right\|_{\ell_{2}}^{2} \geq 8 \lambda_{3}^{2}\right) \\
\leq & \sum_{j \in \mathcal{J}^{c}} \mathbb{P}\left(\left\|\mathbf{d}_{j}^{\epsilon} / \sqrt{2}\right\|_{\ell_{2}}^{2} \geq 8 \lambda_{3}^{2}\right) \\
= & \left|\mathcal{J}^{c}\right| \mathbb{P}\left(\left\|\mathbf{d}_{j}^{\epsilon} / \sqrt{2}\right\|_{\ell_{2}}^{2} \geq 8 \lambda_{3}^{2}\right) \\
\leq & \exp \left[-\frac{1}{2}\left(8 \lambda_{3}^{2}-M\right)+\log \left|\mathcal{J}^{c}\right|-\frac{M}{2} \log \frac{M}{8 \lambda_{3}^{2}}\right] .
\end{aligned}
$$

Here the first inequality is due to union bound and the second inequality is due to Chernoff's bound for $\chi_{M}^{2}$ distribution. Under the assumption on sparsity of the change points, we have $\left|\mathcal{J}^{c}\right|=O(N)$ for fixed $M$. In our settings, $M$ is fixed (which may rise up to thousands) while $N \rightarrow \infty$, yet in practice, $M$ is not negligible with respect to $\sqrt{\log N}$. For example, $\sqrt{\log \left(10^{6}\right)} \approx 3.72$, and it is not uncommon to have more than 4 sequences for joint segmentation. Therefore, it is necessary to have $\lambda_{3}=$ $O(\sqrt{M} \sqrt{\log N})$.

We also have some remarks on how to determine $\lambda_{3}$ :

1) If the signal of each sequence is not normalized, then $\lambda_{3, i}=c_{3} \sigma_{i} \sqrt{p M} \sqrt{\log N}$. The choice of $p$ is decided case by case and discussed in the main text.
2) Following the above discussion about bias induced by group-fused-lasso penalty, if $m$ out of $M$ sequences carry CNVs with exactly the same boundary, the bias can be approximately written as $\frac{2 c_{3} \sigma_{i} \sqrt{\log N}}{\hat{L}_{k}^{(i)}} \cdot \frac{\sqrt{p M}}{\sqrt{m}}$. On the one hand, if $p$ is over estimated so that $p M$ is much larger than $m$, the model would be over penalized and introduce more bias than that is attributed to individual fused-lasso penalty, and thus does not benefit from joint analysis; on the other hand, if $p M$ is set too small, we have insufficient control on the sparsity of each sequence, so that it has to be compensated by the fused-lasso penalty. This is the reason why we need to incooperate $\rho(p)$ to re-weight the relative influence of the two penalties.

### 3.5.3 Details in calling procedure

We specify the likelihood functions of LRR and BAF signals in the log-likelihood ratio (3.8) as follows. For BAF signal, the likelihood is usually modeled for different copy number states as a mixture of densities surrounding a few possible BAF values corresponding to different genotypes [Colella et al. (2007); Wang et al. (2007)]. When population frequencies for allele A and $\mathrm{B}, p_{A}$ and $p_{B}$, are available or can be estimated from data, we have

$$
L_{\mathrm{BAF}}(x ; c)=\sum_{s=0}^{c}\binom{c}{s} p_{A}^{c-s} p_{B}^{s} \phi_{s}\left(x ; \mu_{s}, \sigma_{s}^{2}\right), \quad \text { for } c=0,1,2,3,4,
$$

where $\phi_{s}\left(\cdot ; \mu_{s}, \sigma_{s}^{2}\right)$ is normal density for state $s$. The details in model and parameter specification are listed in Table 3.8.

Table 3.8: Model and parameter specification in BAF signal for each copy number state. $\hat{\sigma}_{x}$ is empirically estimated from BAF values in $(0.4,0.6)$ for each individual.

| $c$ | s | Genotype | $\phi_{s}(\cdot)$ | $\mu_{s}$ | $\sigma_{s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | Null | normal | $1 / 2$ | $10 \hat{\sigma}_{x}$ |
| 1 | 0,1 | $\mathrm{~A}, \mathrm{~B}$ | half normal | 0,1 | $\hat{\sigma}_{x}$ |
| 2 | 0,2 | $\mathrm{AA}, \mathrm{BB}$ | half normal | 0,1 | $\hat{\sigma}_{x}$ |
|  | 1 | AB | normal | $1 / 2$ | $\hat{\sigma}_{x}$ |
| 3 | 0,3 | $\mathrm{AAA}, \mathrm{BBB}$ | half normal | 0,1 | $\hat{\sigma}_{x}$ |
|  | 1,2 | $\mathrm{AAB}, \mathrm{ABB}$ | normal | $1 / 3,2 / 3$ | $\hat{\sigma}_{x}$ |
| 4 | 0,4 | $\mathrm{AAAA}, \mathrm{BBBB}$ | half normal | 0,1 | $\hat{\sigma}_{x}$ |
|  | $1,2,3$ | $\mathrm{AAAB}, \mathrm{AABB}, \mathrm{ABBB}$ | normal | $1 / 4,1 / 2,3 / 4$ | $\hat{\sigma}_{x}$ |

In case where population frequencies $p_{A}$ and $p_{B}$ are not available, we might use an alternative likelihood function for BAF, defined by

$$
L_{\mathrm{BAF}}(x ; c)=\max _{s \in\{0, \ldots, c\}} \phi_{s}\left(x ; \mu_{s}, \sigma_{s}^{2}\right), \quad \text { for } c=0,1,2,3,4,
$$

where all parameters are defined in the same way (see Table 3.8).
For LRR signal, the likelihood function is simply defined by normal density:

$$
L_{\mathrm{LRR}}(y ; c)=\phi\left(y ; \mu_{c}, \sigma_{c}^{2}\right) .
$$

For $c=0,1,3,4, \mu_{c}$ and $\sigma_{c}^{2}$ are estimated based on the data $\mathbf{y}_{R}$ in segment $R$ being considered, while $\mu_{2}$ and $\sigma_{2}^{2}$ are estimated from the data of the whole chromosome on which segment $R$ locates or, locally, from the data of a few hundred markers flanking the segment.

### 3.5.4 Additional results for multiple platform data

For the multiple platform data shown in Section 3.3.3, results from more CNV analyses and details about parameter settings in different analyses are supplemented in Table 3.9.

### 3.5.5 Software implementation

We have implemented the segmentation routine, which is our core contribution, in an R package ( Piet ) submitted to R-forge (http://r-forge.r-project.org). In Figure 3.5, we demonstrate a visualization of the CNV results on Chromosome 8 in the bipolar disorder study (see Section 3.3.4).

Table 3.9: Number of CNVs detected (Det.) and overlapping (Ovlp.) with reference results as well as average computation time for four samples under different analyses. Tuning parameters used in segmentation: $c_{1}=0.1, c_{2}=2, c_{3}=2$ and $p=1 ; \rho$ and $M$ are specified for each analysis. Analysis A, C and E correspond to Analysis 1, 2 and 3 respectively in Table 3.5.

| NA15510 |  |  | NA18517 | NA18576 | NA18980 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Analysis | $\rho M$ | \# Det. \# Ovlp. | \# Det. \# Ovlp. | \# Det. \# Ovlp | \# Det. \# Ovlp | Time (min.) |
| Analysis A: GFL done on averaged signal for each platform |  |  |  |  |  |  |
| O1Q | 11 | 9234 | $73 \quad 22$ | $71 \quad 21$ | $69 \quad 20$ | 0.3 |
| O2Q | 11 | 11422 | $92 \quad 24$ | 11115 | 9511 | 0.9 |
| Union |  | $170 \quad 38$ | 14434 | $160 \quad 25$ | 14522 | 1.2 |

Analysis B: GFL done on averaged signal of both platforms jointly

|  | 0 | 2 | 128 | 40 | 108 | 33 | 96 | 21 | 104 | 23 | 4.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Analysis C: GFL done on three replicates separately for each platform |  |  |  |  |  |  |  |  |  |  |  |
| O1Q | 1 | 1 | 66 | 31 | 65 | 22 | 43 | 19 | 48 | 15 | 0.9 |
| O2Q | 1 | 1 | 68 | 23 | 65 | 22 | 65 | 12 | 59 | 13 | 2.8 |
| Union | - | - | 102 | 36 | 109 | 33 | 93 | 25 | 91 | 20 | 3.7 |

Analysis D: GFL done on three replicates jointly for each platform

| O1Q | 0 | 3 | 64 | 32 | 66 | 22 | 54 | 21 | 53 | 18 | 1.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| O2Q | 0 | 3 | 75 | 22 | 70 | 24 | 65 | 11 | 49 | 12 | 3.1 |
| Union | - | - | 106 | 36 | 115 | 33 | 96 | 22 | 83 | 21 | 4.2 |

Analysis E: GFL done on three replicates of both platforms jointly

|  | 0 | 6 | 80 | 38 | 82 | 32 | 69 | 25 | 56 | 15 | 8.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

MPCBS: Segmentation done on three replicates of both platforms jointly

|  | - | - | 98 | 34 | 88 | 28 | 59 | 18 | 68 | 21 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Figure 3.5: Visualization of pedigree-wise CNV analysis results of Chromosome 8 data in bipolar disorder study. In the main body of the plot, CNVs estimated for each individual are marked by small segments with color code: $\mathrm{CN}=0$ in blue, $\mathrm{CN}=1$ in light blue, $\mathrm{CN}=3$ in red and $\mathrm{CN}=4$ in brown. Each subject is a row, each SNP a column. Subjects belonging to the same pedigree are stacked together. The pedigree names are indicated on the left-hand side with the number of pedigree members included in parentheses. On the right-hand side, the barplot represents the number of CNV detected per subject. Two shades of green are switched alternately to indicate the pedigree to which the subject belongs. At the bottom, the gray histogram shows the GC content along the chromosome; coordinated with the representation of CNVs in the main body, the black histogram counts the frequency of CNV among the subjects represented. Vertical dotted line marks the centromere.

## CHAPTER 4

## Copy Number Polymorphisms in Two Central American Populations

In this chapter, we provide a detailed analysis of the genotype data obtained for 455 subjects from Costa Rica and Columbia. We begin with a brief description of the data set, followed by global and local admixture analysis, and a more comprehensive CNV investigation. Finally, we study characteristics of the detected CNPs in terms of their genomic locations and their frequencies in different populations.

### 4.1 Data description

This data set was generated in the context of a study with the main goal to identify genetic variation related to bipolar disorder (BP). The data contain 24 extended pedigrees, all with multiple individuals affected with severe BP (BP-I), and are collected from two related population isolates: the Central Valley of Costa Rica (hereafter CR) and the Antioquia Colombia (hereafter CO) [Carvajal-Carmona et al. (2003)]. Individuals from these pedigrees have been thoroughly phenotyped for a group of quantitative traits presumed to be related to BP as well as scanned for neurobehavioral observations. Currently, genotypes are available for 455 individuals assayed by the Illumina Omni2.5-Quad array with 2.45 million SNPs. Table 4.1 summarizes the data, illustrating how subjects are grouped into pedigrees and counting sample availability. For many of the analyses that follow, it is convenient to rely on a set of unrelated individuals. For this purpose, we have identified 67 subjects that are founders or married-ins in each
pedigree and treated as unrelated.

### 4.2 Admixture analysis

Population stratification has been well recognized as a confounder in genetic association studies. To remedy this, indications of ancestry for each subject are routinely included in an analysis. Subjects from Central America have admixed ancestry and it is important to evaluate what proportion of their genomes comes from each of the ancestral populations to account for overall genetic similarity between individuals. Moreover, differential prevalence of some diseases in the ancestral population can motivate mapping strategies based on identification of genomic segments in affected individuals that are derived from the same ancestry [Risch (1992); Patterson et al. (2004)].

The CR and CO populations were founded 300 to 400 years ago and grew in relative isolation, resulting in extensive linkage disequilibrium [Service et al. (2006)]. However, the genetic material that contributed to these populations is fairly close to that of present-day European, Native American and African populations, from which they separated only recently. Previous studies have indicated that the CR and CO populations are roughly $65-70 \%$ European, $20-25 \%$ Native American and 5-10\% African in origin. The 2.45 million SNP array provides a highly dense coverage of the genome for admixture analysis in the BP study.

The admixture analysis can be performed in two layers, globally [Pritchard et al. (2000); Tang et al. (2005); Alexander et al. (2009)] and locally [Falush et al. (2003); Patterson et al. (2004); Tang et al. (2006); Sankararaman et al. (2008a,b); Paşaniuc et al. (2009)]. In the global admixture analysis, the main goal is to estimate what proportion of the entire genome is derived from each of the ancestral populations. In the local admixture analysis, a genome is regarded as a mosaic of consecutive segments with different ancestral origins. We aim at identifying the segment boundaries and assigning ancestral population to each segment.

Table 4.1: Summary of Costa Rica and Columbia (CR/CO) data set. The number of members and those genotyped of each pedigree is listed. These numbers are further subdivided by gender, affected status and sub-populations.

| Costa Rican (CR) |  |  | Columbian (CO) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Pedigree | \# Subjects | \# Genotyped | Pedigree | \# Subjects | \# Genotyped |
| CR1 | 77 | 35 | CO1 | 35 | 18 |
| CR2 | 36 | 5 | CO 2 | 19 | 15 |
| CR3 | 11 | 5 | CO3 | 25 | 20 |
| CR4 | 27 | 5 | CO 4 | 13 | 11 |
| CR5 | 23 | 12 | CO5 | 30 | 20 |
| CR6 | 30 | 8 | CO6 | 19 | 14 |
| CR7 | 13 | 6 | CO7 | 15 | 13 |
| CR8 | 15 | 4 | CO8 | 37 | 16 |
| CR9 | 39 | 7 | CO 9 | 53 | 27 |
| CR10 | 26 | 3 | CO10 | 89 | 53 |
| CR11 | 17 | 8 | CO11 | 13 | 5 |
| CR12 | 230 | 137 |  |  |  |
| CR13 | 24 | 8 |  |  |  |
| Male | 271 | 107 | Male | 155 | 86 |
| Female | 297 | 136 | Female | 193 | 126 |
| Affected | 64 | 49 | Affected | 84 | 72 |
| Unaffected | 504 | 194 | Unaffected | 264 | 140 |
| CR Total | 568 | 243 | CO Total | 348 | 212 |

### 4.2.1 Global admixture analysis

We employed ADMIXTURE package (version 1.04) to perform the global admixture analysis [Alexander et al. (2009)]. ADMIXTURE is an unsupervised admixture reconstruction algorithm that models the genome of the study population as a mixture of a pre-specified number of ancestral populations, and, for every individual in the sample estimates the proportion of genome attributable to each of the ancestral populations. Reference samples as a surrogate of ancestral populations are not required, but it is helpful to incorporate them in the analysis for a clearer interpretation of the results. For this purpose, we used CEU (Utah residents with Northern and Western European ancestry from the CEPH collection) and YRI (Yoruba in Ibadan, Nigeria) samples from HapMap release 3 [The International HapMap 3 Consortium (2010)], representing the European and African populations respectively, as well as a collection of Chibchan-Paezan speakers from Costa Rica-Panama border and Columbia acquired by our collaborators, representing the Native American (NA) population. More details about the sample size, SNP array used for genotyping and the number of SNP makers on autosomes for reference populations and our study population can be found in Table 4.2.

As we know a priori the genetic background of the samples from CEU, YRI and NA, we can interpret the ancestral populations of our study samples reconstructed by ADMIXTURE on the basis of how these reference samples are classified. The model in ADMIXTURE assumes linkage equilibrium between the markers, so the set of 52869 SNPs we used was derived from the set of 287543 common ones shared between the samples (Table 4.2), by pruning this set (keeping SNPs with $R^{2}<0.1$ in a $50-\mathrm{SNP}$ sliding window, advanced by 10 SNPs in each move). We conducted the analysis using both all the 455 samples currently genotyped in the study and the set of 67 "unrelated" individuals (see Section 4.1). The result from all-sample analysis is not distorted appreciably by pedigree structure, as compared to that from "unrelated" samples, because the sample size of three reference populations is large enough so that the differentiation

Table 4.2: The genotype data used for admixture analysis. CEU and YRI samples from HapMap release 3 and samples acquired by collaborators from Costa Rica/Panama and Columbia are used to represent the three ancestral populations: European, African and Native American. Listed are the number of subjects, the genotyping platform used and the number of SNPs deployed on autosomes in each subset. CR: Costa Rica; CO: Columbia; NA: Native American.

| Data set | \# Subjects | Platform | \# SNPs |
| :--- | :---: | :--- | :---: |
| Study sample | 455 | Illumina Omni2.5-Quad | 2390395 |
| CR | 243 |  |  |
| CO | 212 |  |  |
| NA | 65 | Illumina Human660W- | 538540 |
|  |  | Quad |  |
| Costa Rica/Panama | 51 |  |  |
| Columbia | 14 |  |  |
| HapMap 3 | 225 | Illumina Human1M \& | 1389511 |
| CEU | 112 |  | Affymetrix SNP 6.0 |

between ancestral components dominates the finer differentiation between pedigrees. Therefore, we can safely report the results from the analysis including all individuals.

Table 4.3 summarizes the reconstructed genome-wide ancestry proportions for different subgroups. The estimated ancestral proportions confirm current knowledge on the populations under study. The CR population has a little more Native American component and less African and European components than the CO population. The ancestral proportions estimated for reference populations generally coincide with their nominal origins. However, it should be noted that the acquired Native American sample is not purely homogeneous - some individuals have a little portion of European ancestry. This may lead to larger variance in ancestry inference for our target populations. The estimated pattern of ancestral proportions for both reference populations and target populations can be visualized more clearly by a de Finetti plot (Figure 4.1). In Figure 4.1, the proximity of an individual to each vertex of the triangle indicates the proportion of the genome estimated to have ancestry in each of the three ancestral populations. The closer is one to the vertex, the more proportion does one have from corresponding ancestral population. Three reference populations concentrate on each of the three vertices, while the Native American samples spread out towards European vertex. While the CR and CO populations are generally close to European vertex, the CO individuals are more disperse towards African vertex.

To identify the genetic variants responsible for BP in CR and CO pedigrees, the possibility should be taken into account that the variants may be present with higher frequency in any of these three contemporary populations. The resolution provided by global admixture analysis is not adequate for this purpose. Therefore, it is necessary to evaluate locus-specific admixture proportions for all our subjects and use this information to specify the ancestral background of the variants.

Table 4.3: Estimated genome-wide ancestral proportions. The results are summarized with respect to different subgroups. Listed are percentages followed by standard deviations in parentheses. CR: Costa Rica; CO: Columbia; NA: Native American.

| Data set |  | \# Subjects | Native American | African | European |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Study sample |  | 455 | 23.3 (6.6) | 3.8 (5.0) | 72.9 (8.3) |
| CR |  | 243 | 26.3 (4.2) | 2.1 (2.3) | 71.6 (4.7) |
|  | Affected | 49 | 26.2 (4.7) | 2.2 (2.3) | 71.6 (5.1) |
|  | Unaffected | 194 | 26.3 (4.1) | 2.0 (2.4) | 71.6 (4.6) |
|  | Male | 107 | 26.3 (4.5) | 2.0 (2.3) | 71.6 (4.9) |
|  | Female | 136 | 26.3 (4.0) | 2.1 (2.3) | 71.6 (4.6) |
| CO |  | 212 | 19.9 (7.1) | 5.7 (6.4) | 74.4 (11.0) |
|  | Affected | 72 | 19.3 (6.9) | 5.0 (6.0) | 75.7 (10.5) |
|  | Unaffected | 140 | 20.3 (7.2) | 6.1 (6.6) | 73.7 (11.2) |
|  | Male | 86 | 19.5 (6.9) | 5.5 (6.2) | 75.0 (10.9) |
|  | Female | 126 | 20.2 (7.2) | 5.8 (6.5) | 74.0 (11.0) |
| NA |  | 65 | 93.0 (11.2) | 1.7 (3.6) | 5.3 (8.6) |
| CEU |  | 112 | 0.5 (0.4) | 1.7 (0.9) | 97.9 (0.9) |
| YRI |  | 113 | 0.1 (0.2) | 99.9 (0.4) | 0.0 (0.4) |



Figure 4.1: Visualization of global ancestry inference by de Finetti plot. Each dot represents an individual and colors are used to identify study samples. The sample size for each population is included in parentheses. Assuming three ancestral populations: Native American, European and African, the proximity of an individual to each vertex of the triangle indicates the proportion of the genome estimated to have ancestry in each of the three ancestral populations. Individuals from the same ancestral population are clearly clustering together at a common vertex.

### 4.2.2 Local admixture analysis

For local admixture analysis, we also used the data set as summaried in Table 4.2. We employed a package called LAMP (version 2.4 for 32 bit Linux), specifically designed for local ancestry inference [Sankararaman et al. (2008b); Paşaniuc et al. (2009)]. LAMP uses a sliding window strategy to divide the entire genome into small segments, on which a clustering algorithm is applied to assign ancestral labels to each individual. The SNPs within each window are assumed to have the same ancestral assignment. The window length should be short enough so that there are less likely to be breakpoints within the window and long enough so that there is enough information for accurate clustering. An optimal choice is related to the ancestral proportions, the number of generations since the beginning of mixing process, and the recombination rate and is determined a priori. Following the clustering step, a majority vote is applied for each SNP, over all windows that overlap with the SNP, in determination of the most likely ancestral assignment. This divide-and-conquer type of strategy dramatically reduces the complexity of the problem, while still keeping the accuracy of inference [Sankararaman et al. (2008b)].

Our analysis was conducted chromosome by chromosome. We only estimated the ancestral proportions of CR and CO individuals. The data from reference populations was instead used to estimate the minor allele frequency at each SNP for ancestral populations. The initial proportions of three ancestries (Native American, European and African) are taken as the average over the 67 "unrelated" samples in global admixture analysis (see Section 4.2.1), which are $0.25,0.69$ and 0.06 respectively. The number of generations along the mixing history is set as 20, an estimated upper bound for our samples as suggested by LAMP. The recombination rate is set to be $10^{-8}$ per base pair per generation as recommended. LAMP assumes SNPs within a window to be independent given ancestral labels. In practice, this is achieved by the greedy removal of SNPs having correlation coefficient $R^{2}>0.1$ from the window.


Figure 4.2: Comparison between global and local admixture analyses. Three ancestral components, Native American, European and African, are color-coded in red, green and gray. In each subplot, a dot represents an individual, whose ancestral proportion estimated by local inference is plotted against estimate from global inference. The local ancestral proportion is generated by averaging local estimation over the genome for each individual. The solid line indicates $y=x$.

The local ancestral inference for each individual is summarized by averaging it over the entire genome. The averaged ancestral proportions are reported for each subgroup in Table 4.4 in the same way as global admixture analysis (see Table 4.3). We also compared the results from global and local admixture analysis (see Figure 4.2). Overall, the results from local analysis are consistent with those from global estimate, whereas the local inference results in higher Native American component and lower European component.

To compare the genetic differences between the two populations, we summarized ancestry profiles for CR and CO samples separately, by averaging the estimated numbers of ancestral alleles for each SNP across the samples with respect to each of the three ancestral populations. In Figure 4.3, the ancestry profiles for CR and CO samples are plotted according the genomic locations of the SNP markers and compared for each of the three ancestral components. Overall, the CR and CO profiles are very similar to

Table 4.4: Estimated genomic ancestral proportions derived by local inference. The three ancestral proportions for each individual are generated by averaging local estimation over the genome. The results are then summarized with respect to different subgroups. Listed are percentages followed by standard deviations in parentheses. CR: Costa Rica; CO: Columbia.

| Data set | \# Subjects | Native American | African | European |
| :---: | :---: | :---: | :---: | :---: |
| Study sample | 455 | 27.3 (6.0) | 4.5 (4.2) | 68.2 (7.5) |
| CR | 243 | 29.4 (4.3) | 3.2 (1.4) | 67.4 (4.7) |
| Affected | 49 | 29.4 (5.1) | 3.2 (1.2) | 67.4 (5.3) |
| Control | 194 | 29.5 (4.1) | 3.2 (1.4) | 67.4 (4.5) |
| Male | 107 | 29.5 (4.6) | 3.3 (1.4) | 67.3 (5.0) |
| Female | 136 | 29.4 (4.1) | 3.1 (1.4) | 67.5 (4.5) |
| CO | 212 | 24.9 (6.7) | 6.0 (5.7) | 69.2 (9.7) |
| Affected | 72 | 24.3 (6.4) | 5.5 (5.4) | 70.2 (9.3) |
| Control | 140 | 25.1 (6.9) | 6.2 (5.9) | 68.6 (10.0) |
| Male | 86 | 24.3 (6.5) | 5.9 (5.4) | 69.7 (9.8) |
| Female | 126 | 25.2 (6.8) | 6.0 (5.9) | 68.8 (9.7) |

Table 4.5: Correlation coefficient between average ancestral profiles of two groups of individuals. $95 \%$ Confidence interval is included in parentheses. Two comparisons are listed: CR versus CO populations and affected individuals versus controls.

| Ancestry | CR vs CO | Affected vs Control |
| :--- | :---: | :---: |
| Native American | $0.1711(0.1485,0.1936)$ | $0.7508(0.7399,0.7614)$ |
| African | $0.4782(0.4511,0.5044)$ | $0.8612(0.8511,0.8707)$ |
| European | $0.2420(0.2207,0.2631)$ | $0.7854(0.7761,0.7944)$ |

each other, while some changes in ancestry are observable across the genome. These variations in average ancestry are probably attributable to inaccurate reconstruction due to limited information. We also compared average local ancestry proportion in between BP-affected and unaffected individuals. The difference in the average ancestral profiles are even smaller than the difference between CR and CO populations. These observations are also reflected in the correlation coefficient between the profiles of the two groups in comparison (see Table 4.5). The correlation between affected and unaffected individuals is much larger than the correlation between CR and CO populations, for each of the three ancestral components.

Locus-specific ancestry is more informative in that it is able to specify the genetic background to which variants of interest belong. We will use this information to evaluate the ancestral background of detected CNP regions in our study.

(b) African
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### 4.3 CNV analysis

### 4.3.1 CNV detection and quality control

We did CNV analysis based on the data of 2390395 SNPs on 22 autosomes for the 455 individuals as described in Section 4.1. Prior to CNV analysis, the total intensity signals (LRR) from all individuals were subject to an adjustment using singular value decomposition (SVD): the long-range spatial variation was captured by the first principal component and was then subtracted; the residuals were used in subsequent analysis [Zhang et al. (2010b); Siegmund et al. (2011)]. We used the segmentation method proposed in Chapter 3 for joint analysis on pedigrees. Only LRR information was used in segmentation step while both LRR and BAF signals were used in calling procedure (see Section 3.2.5). Segmentation was done chromosome by chromosome with the tuning parameters $\lambda_{1}=0.1, \lambda_{2}=0.5 \times 2 \times \sqrt{\log N}$, and $\lambda_{3}=0.5 \times 2 \times \sqrt{0.3 M} \times \sqrt{\log N}$, where $N$ is the number of SNPs deployed on each chromosome; $M$ is the number of individuals in each pedigree.

This analysis resulted in a list of 20523 CNVs, which was then filtered by a set of criteria: a CNV must harbor at least 5 SNPs and be at most 1 Mb in size. The loglikelihood ratio (3.8) defined in calling procedure (see Section 3.2.5) was taken as an additional criterion (hereafter called confidence score and denoted by $s$ ). In Figure 4.4, CNVs are subgrouped by their copy numbers and for each CNV, its confidence score is plotted against the number of SNPs within the CNV region (hereafter denoted by $t$ ). We can roughly see a linear correlation between $s$ and $t$. Also it is worth noting that the variance of $s$ is approximately linear in $t$, due to the additive form of the log-likelihood ratio (3.8). For $n$ CNVs belonging to a specific copy number group, we assume

$$
\begin{equation*}
s_{i}=\beta t_{i}+\epsilon_{i}, \quad i=1, \ldots, n \tag{4.1}
\end{equation*}
$$

where $\epsilon_{i}$ are i.i.d. $\mathcal{N}\left(0, t_{i} \sigma^{2}\right)$. The nominal point-wise $95 \%$ lower confidence bound $\hat{\beta} t_{i}-q_{0.95} \sqrt{t_{i}} \hat{\sigma}$ was then taken as a threshold to remove the CNVs lack of confidence.

Table 4.6: Summary statistics for detected CNVs.

| Statistic | $\mathrm{CN}=0$ | $\mathrm{CN}=1$ | $\mathrm{CN}=3$ | $\mathrm{CN}=4$ | Overall |
| :--- | ---: | ---: | ---: | ---: | ---: |
| \# CNVs | 2043 | 14823 | 1731 | 519 | 19116 |
| \# CNVs per individual | 4.5 | 32.6 | 3.8 | 1.1 | 42.0 |
| Mean size (kb) | 26.68 | 32.90 | 135.45 | 117.55 | 43.82 |
| Median size (kb) | 8.64 | 11.05 | 62.62 | 56.05 | 12.55 |

Here $q_{0.95}$ is the 95 percentile of $\mathcal{N}(0,1) ; \hat{\beta}$ and $\hat{\sigma}$ are maximum likelihood estimates. Figure 4.4 shows the estimated $95 \%$ lower confidence bound (dashed line) for each copy number status. Those CNVs below the bound were dropped out of subsequent analysis.

This finally resulted in 19116 CNVs after quality control. Table 4.6 reports several summary statistics such as the number of detected CNVs, the number of CNVs per individual, mean and median size, which are subdivided by copy number status. The detected CNVs with $\mathrm{CN}=0$ have the smallest mean/median size, followed by $\mathrm{CN}=1$, $\mathrm{CN}=4$ and $\mathrm{CN}=3$ in an increasing order of mean/median size, reflecting indirectly the easiness with which a CNV with different copy numbers could be detected. The same trend is also observed in $\hat{\beta}$, estimated for each copy number status (see Figure 4.4), which can be considered as a surrogate measurement of CNV signal level carried by one SNP.

### 4.3.2 Copy number polymorphism

## Construction of CNP regions

Summarizing the results of our CNV analysis of the study sample, we complied a list of 685 CNPs as follows: we stacked the detected CNVs to decide the boundaries of CNP regions, selected the ones that occur in more than $1 \%$ of the 455 in-


Figure 4.4: Quality control for detected CNVs. The dots with different colors correspond to CNV s of different copy numbers, subdivided in each plot: (a) $\mathrm{CN}=0$ in blue; (b) $\mathrm{CN}=1$ in light blue; (c) $\mathrm{CN}=3$ in red; and (d) $\mathrm{CN}=4$ in brown. Confidence score is plotted against the number of SNPs within CNV segment. Estimated parameters $\beta$ and $\sigma$ in equation (4.1) are given in the title of each subplot. Solid line indicates the fitted linear function, while dashed curve indicates the point-wise $95 \%$ lower confidence bound. Those dots below the dashed curve were filtered out from subsequent analysis.
dividuals and kept the ones that encompass at least 5 SNPs. The list was further compared with known CNPs retrieved from two resources: the database of genomic variants (DGV) - a curated catalogue of structural variation in healthy human samples [Zhang et al. (2006)], and the database of genomic structural variation (dbVar) - a database of structural variation which collects variant data from studies submitted for different organisms. More specifically, the data from DGV was downloaded at http://projects.tcag.ca/variation/downloads/ on March 16, 2012. This version (10.Nov.2010) contains 66741 structure variants, including CNVs and inversions, complied from 42 studies. A total of 27644 common CNVs on autosomes remained after excluding all inversions and the CNVs, that have been observed only once or have frequency $<0.01$. The remaining list was curated by reducing redundancy (taking the inner-most boundaries of CNVs overlapping with each other) and excluding extremely small CNVs (with size $<1 \mathrm{~kb}$ ), resulting in a list of 10745 CNVs. The data from dbVar was downloaded at http://www.ncbi.nlm.nih.gov/dbvar/ on March 16, 2012, under the accession number nstd46 [Campbell et al. (2011)] . It contains 1183 CNPs in human genome, among which 1111 are located on autosomes. After filtering this list by the similar criteria as above, we obtained a refined list of 995 CNP regions. All genomic coordinates used are based on NCBI Build 36 assembly. Among the 685 CNPs detected in CR/CO sample, 446 are documented in either DGV or dbVar. Note that this is a lower bound of the overlap due to the previous curation of the CNVs in these databases. If we use the originally documented CNVs, we will have an overlap of 530. Therefore, the set of 446 CNPs should be interpreted as a very stringent and conservative subset of the detected CNPs.

Using a simple estimate of the frequency for each CNP based on all 455 individuals treated as independent or the subset of 67 "unrelated" individuals (see Section 4.1), one can note that the CNPs documented in previous studies generally have higher frequency than the remainder (see Figure 4.5). This is not surprising, as they were widely found in other populations. However, It is also interesting to look deeper into the other 239


Figure 4.5: Frequency of CNPs detected in CR/CO sample. For each CNP, the rough estimation of frequency based on all 455 subjects is plotted against the estimation based on 67 "unrelated" individuals extracted from the CR/CO pedigrees. The 446 CNPs also documented in DGV or dbVar are displayed in gray while the other ones are in black.

CNPs, some of which may be specific to our study population, in future work. In the remainder of the chapter, unless specified otherwise, we focus on the analysis of the 446 CNPs, in an attempt to base subsequent inference mainly on well validated polymorphisms. Figure 4.6 illustrates the location and characteristics of these CNPs.

## Check Mendelian errors

It is reasonable to consider CNPs, especially those that have been discovered in multiple populations, as segregating sites in pedigrees rather than de novo mutations. An


Figure 4.6: Visualization of detected CNPs. CNPs are plotted in short vertical segments according to their physical locations on each chromosome, which is manifested by thick gray line with black dot indicating the centromere. Deletion polymorphism is coded in blue, duplication in red and regions with both types of polymorphism in green. The length of the upper portion of each vertical segment above the gray line is positively related to the population frequency of corresponding CNP, whereas the length of the lower portion is positively related to the size of the CNP.
inconsistency in transmission is most likely attributed to Mendelian error, due to inaccurate detection of CNV. Therefore, the amount of Mendelian errors can be used as an indirect assessment of the quality of our CNV calls and a criterion to eliminate suspicious CNV calls from downstream analysis. We divided the pedigrees into nuclear families (parents and their offsprings), among which 162 have genotyped members, and accounted them as the basic unit in measuring Mendelian errors. We used the option Mistyping of Mendel (version 12.0) [Lange et al. (2001); Sobel et al. (2002)] to detect Mendelian errors for each family.

Figure 4.7 (a) shows that the number of families in which Mendelian error was detected for a CNP generally increases with the number of subjects estimated to carry the CNP. This is not surprising, as more CNP carriers provide more opportunities for Mendelian errors to occur. However, if we consider the measure of error rate defined by he ratio of the number of families with Mendelian errors among the number of families with CNP carriers, one notices that CNPs with larger number of carriers tend to have lower error rate. This is most likely the result of our joint analysis method, which has increased accuracy for more common CNPs.

## Estimation of allele frequency of CNV genotype

To properly take into account the dependency among the observations due to pedigree structure, while taking advantage of our entire data set, we used the option Allele frequencies of Mendel (version 12.0) [Lange et al. (2001, 2005)] to estimate the allele frequencies of CNV genotypes for each CNP region. Here we consider five allelic types: $\mathrm{C} 0, \mathrm{C} 1, \mathrm{C} 2, \mathrm{C} 3$ and C 4 , indicating 0 to 4 copies of the CNP segment. A certain copy number may correspond to one or more genotypes. For example, a deletion with $\mathrm{CN}=0$ could have only one possible genotype: $\mathrm{C} 0 / \mathrm{C} 0$, while a duplication with $\mathrm{CN}=4$ could have three possible genotypes: $\mathrm{C} 0 / \mathrm{C} 4, \mathrm{C} 1 / \mathrm{C} 3, \mathrm{C} 2 / \mathrm{C} 2$. The Mendel option for allele frequency estimation has two models: one takes pedigree structure into account and respects relationships between members, while the other simply treats all pedigree


Figure 4.7: Mendelian errors in nuclear families for 446 CNPs. Each dot corresponds a CNP. (a) The number of nuclear families with Mendelian errors versus the number of CNV carriers; (b) The error rate versus the number of CNP carriers, where the error rate is defined as the ratio of the number of families with Mendelian errors among the number of families with CNP carriers.
members as unrelated. Both models allow users to specify prior information about allele frequency and invoke a Bayesian analysis. In our analysis, the prior frequency of the five alleles is set as $(0.04,0.90,0.04,0.01,0.01)$, which favors normal copy allele C 1 and suppresses high copy allele C3 and C4 rarely seen. Note that the prior weights for deletion allele C 0 and most common duplication allele C 2 are set as equal. We used both models for frequency analysis and compared their estimates.

Since the estimated frequencies of C3 and C4 are at least one order of magnitude lower than C 0 and C 2 , we focus on the latter two and take them as surrogates of deletion and duplication. Figure 4.8 (a) and (b) present a comparison of frequency estimation between two methods for each of deletion and duplication alleles. The pedigree structure does not substantially alter the estimation when allele frequency is relatively high ( $>0.01$ ). However, at the lower end (frequency $<0.01$ ), using pedigree information
results in increased frequency estimation for alleles different from C 1 . Following is our current explanation for this phenomena: $\mathrm{CN}=2$ is typically interpreted as resulting from genotype $\mathrm{C} 1 / \mathrm{C} 1$ in unrelated individuals, as this is by far the genotype with the highest probability given copy number 2. However, within a pedigree with CNV carriers, it is quite possible that the genotype $\mathrm{C} 0 / \mathrm{C} 2$ might have higher conditional probability. The allele frequency approach based on pedigree structure captures this. It has to be noted that some of the $\mathrm{CN}=2$ phenotypes that need to be interpreted as genotype $\mathrm{C} 0 / \mathrm{C} 2$ might in fact represent miscalls of the actual copy numbers of these subjects (or their relatives) so that this analysis can also be used to further refine CNV calls. Figure 4.8 (c) and (d) summarize the estimated frequency of C0 and C2 using pedigree information. The median frequency of deletion allele is three times duplication allele, reflecting the difficulty in detecting duplications based on our data.

### 4.3.3 Characteristics of detected CNPs

To explore the functional impact of CNPs on human genome, we looked at the abundance of 446 detected CNPs with respect to some genomic features, such as segmental duplications, genes and exons. The information of segmental duplications [Bailey et al. (2002)] and genes (including exons) [Pruitt et al. (2005)] were retrieved from UCSC Genome Browser [Fujita et al. (2011); Karolchik et al. (2004)]. We considered the overlap between detected CNP regions and feature regions. The significance of overlap is evaluated based on a simple test, where the nominal p-value is generated from the upper tail probability of $\operatorname{Binomial}(n, p)$. $n$ is the number of CNPs under consideration (446 here), which are assumed to be uniformly distributed on the genome. $p$ is the proportion of the genome occupied a certain genomic feature. The results are summarized in Table 4.7. Consistently with previous findings, these CNPs are enriched in genomic regions with segmental duplications ( $p$-value $=9.8 \times 10^{-72}$ ), and less enriched in gene regions $\left(p\right.$-value $\left.=8.2 \times 10^{-2}\right)$ [Hastings et al. (2009)]. However, the fact that the interaction between CNP and exon region is extremely significant based on our data ( p -value $=$


Figure 4.8: Frequency estimates of deletion allele (C0) and duplication allele (C2) for 446 CNPs. Frequencies are displayed on log scale. (a) and (b) contrast the frequency estimate based on pedigree information with the estimate treating subjects as independent for each of C 0 and C 2 alleles. The solid line indicates $y=x$. (c) and (d) are histograms of the frequency estimates using pedigree information. Dashed line marks the median frequency.
$2.8 \times 10^{-99}$ ) is counter-intuitive. It might be possibly due to inaccurate specification of CNP boundaries. To further explore the overlap of CNP with exon, the CNP regions are broken down into three categories: those containing deletions only, duplication only and mixture of both (see Table 4.7). The CNP regions within which we observe duplications (Dup and Mix) have considerably larger percentage of overlap with exon than the regions containing deletions only (Del). It makes sense that extra copy of coding materials may supply additional redundancy for the functions of the genes [Hastings et al. (2009)]. We are further investigating these results.

It is known that SNPs have different frequencies across different populations. Here we investigated CNPs with this regard. Each of the 446 CNPs allows us to divide the sample into two subsets: the individuals carrying the CNP and those that do not. We contrast these two sets with respect to their belonging to CR versus CO populations and with respect to the reconstructed ancestries with the CNP region. More specifically, for the former purpose, one can construct a 2-by-2 contingency table for each CNP, with rows being CNP carriers versus non-carriers and columns being CR versus CO. For the latter purpose, one may construct a 2-by-3 contingency table for each CNP, with row being CNP carriers versus non-carriers and columns being the three ancestral components: Native American (N), European (E) and African (A). For example, a CNP carrier with the reconstructed local ancestry of N/E for a particular CNP region will have one count for each of the N and E cells in the table. Fisher's exact test was performed for each CNP. It is worth noting that the locus-specific ancestral labels were also subject to Mendelian error checking and only ancestral labels that showed consistent inheritance pattern were used for the analysis. At this stage, we relied only on the 67 "unrelated" subjects (see Section 4.1). No CNP shows significant difference in the frequencies of CNP carriers between CR and CO populations at a significance level with Bonferroni correction for multiple testing $\left(0.05 / 446=1.1 \times 10^{-4}\right)$, while in differentiation of local ancestral components, only one CNP (on Chromosome 22q13.1) shows significance at the same level. However, one needs to observe that we have

Table 4.7: Summary statistics for enrichment of 446 detected CNPs with respect to different genomic features. The 22 autosomes have a total length of 2867.73 Mb . Listed are the number of each genomic feature, their total size, the percentage of the autosome occupied by each feature, the number and percentage of CNPs overlapping with each feature. In consideration of the overlap of CNP with exon, the CNP regions are further broken down into three categories: deletion, duplication and mixture of both. SD: segmental duplication; Del: deletion; Dup: duplication; Mix: mixture of deletion and duplication.

| Genomic feature | Number | Total size (Mb) | $\%$ of the autosome | \# overlapping <br> CNPs | \% overlapping CNPs |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CNP | 446 | 34.53 | 1.20\% | - | - |
| SD | 7264 | 130.45 | 4.55\% | 135 | $30.27 \%$ |
| Gene | 18981 | 1157.87 | 40.38\% | 194 | 43.50\% |
| Exon | 207261 | 67.02 | 2.34\% | 128 | 28.70\% |
| Del | 309 | - | - | 46 | 14.89\% |
| Mix | 99 | - | - | 62 | 62.63\% |
| Dup | 38 | - | - | 20 | 52.63\% |

limited power when carrying out this test using only 67 subjects.
In addition to the 446 CNPs, we also considered the 239 detected CNPs which do not overlap with the reference CNPs compiled from DGV and dbVar (see Section 4.3.2). For each of the three ancestral populations, we calculated the average ancestral proportion over CNP carriers and non-carriers respectively, with respect to each CNP. The calculation is based on the data of 67 "unrelated" individuals (see Section 4.2.1). Figure 4.9 shows the difference in ancestral proportions between CNP carriers and noncarriers. The estimated ancestral proportions for CNP carriers generally have larger variance than non-carriers, largely due to limited sample size. The 239 non-overlapping CNPs seem to have a similar pattern in the distribution of ancestral proportions as the 446 CNPs. The observations do not change substantially when the comparison is extended to all 455 individuals (see Figure 4.10).

We may anticipate that the power of CNP in differentiating genetic backgrounds will increase as genotype data can be obtained from additional subjects. Moreover, if we combine the information from multiple sites of CNP for the admixture analysis, we expect to have better power.

### 4.4 Conclusions

We conducted a survey on the pedigree data of CR and CO populations in terms of admixture analysis and CNV analysis. These analyses illustrate the usage of proposed CNV detection method in a typical genetic study, especially in detection of copy number polymorphisms. The resulting list of CNPs together with locus specific ancestral inference provide useful information for future effort in identifying BP-related genetic variants and the interpretation of such findings.


Figure 4.9: Difference in ancestral proportions between CNP carriers and non-carriers based on the subset of 67 "unrelated" subjects. For each of the three ancestral populations, the ancestral proportion for a CNP is averaged over CNP carriers and non-carriers respectively. A dot represents a CNP with lighter color indicating the ones that overlap with known CNPs and darker color indicating those having no overlap. The dashed line indicates $y=x$.


Figure 4.10: Difference in ancestral proportions between CNP carriers and non-carriers based on all 455 subjects. For each of the three ancestral populations, the ancestral proportion for a CNP is averaged over CNP carriers and non-carriers respectively. A dot represents a CNP with lighter color indicating the ones that overlap with known CNPs and darker color indicating those having no overlap. The dashed line indicates $y=x$.
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