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Abstract

A frame selection system and a frame programming language have been
implemented to support medical information system applications.

A frame selection system is an interactive computer system which
enables the user to enter data via a CRT terminal, by using a selection
device to point at items or phrases displayed on the screen., A frame
is a set of choices representing the alternatives available to the user
at each stage of a selection process. A model has been developed to
study the capabilities of frame selection systems., The simplest type
of frame selection system can be modelled by a finite state machine
called the selecton. A selecton is characterized by selection inputs
and a set of frames organized in lattice or digraph structures. A
selecton can be used to generate output strings or sentences of a right
linear grammar encoded in the frame structure. This type of system
enables the user to generate syntactically correct sentences of the
language whose grammar is represented by the frame structure; Pursuing
this property of frame selection systems, the addition of a pushdown
store enables the model to become a generator of syntactically correct
sentences of any context free language. A universal frame selection
system is defined as a system which enables the execution of procedures
as a result of a selection, This feature allows the generation of
sentences of context sensitive languages., It also becomes possible to
generate semantically correct sentences by defining semantic relations
between choices of different frames,

The concept of frame programming languages arises from the need to
have a tool to build frame selection systems., A frame programming lan-

guage is a language which enables the definition of the actions to be






taken as a result of a selection. A frame programming language (FPL) is
presented and has been implemented as a frame selection system. It is
supported by a real-time operating system built on a minicomputer es-
pecially designed for the support of CRT's and selection devices.

The concepts of frame programming language and frame selection sys-
tems are useful in a medical environment because they can be used to
develop interactive medical information systems which are not rigidly
constructed but can be extended and developed incrementally.

To illustrate the capability of such systems and languages, a
pharmacy ordering system is presented. It is used to capture all the
medication orders generated within the hospital and keep a patient's
profile accessible and modifiable in real-time. Various reports are
generated, a data base of all medications orders is }etained, the in-
ventory control is achieved and the billing information is captured
automatically. This application shows that dedicated stand-alone frame
selection applications can be developed with minimum hardware and ade-

quate response time,
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Chapter 1

Introduction

" Ce n'est point de 1l'espace que Jje
dois chercher ma dignite', mais
c'est du reglement de ma penseé.

Je n'aurais pas davantage en
possedant des terres. Par 1l'espace
l'univers me comprend et m'engloutit
comme un point, par la pensed je le
comprends."

Blaise PASCAL Penseés






1. INTRODUCTION

The advancement and usefulness of technology can frequently be mea-
sured by the success of its medical applications: chemistry gave drugs
and more insight into the biological processes; physics gave x-ray and
nuclear medicine; mechanics gave motors and engines for dialysis, trans-
fusion, reanimation, etc.; electronics gave pacemakers and the monitoring
of acutely ill patients.

It would be incorrect to say that computer science and data proces-
sing did not contribute to the medical field, but it is also true that
their impact is not as yet as important as other branches of technology.
The reason for this can be explained partially by the immaturity of the
field, but also by a fact which is often overlooked: data processing
did not start with the existence of computers and therefore there is no
immediate need for their use in the medical environment as long as the
function of data processing can be achieved by other means in a more
satisfactory fashion.

Following the examples of other technologies: an x-ray machine can-
not be replaced by human vision or a camera, penicillin cannot be re-
placed by a good meal, & cardiac pacemaker cannot be replaced by auto-
suggestion, etc. It seems therefore that a technology becomes useful
for the medical field when it provides a service that cannot be obtained
by other means and which is necessary or useful for the diagnosis and
treatment of patients or the administration of the health care system.

It follows from these remarks that computers will be recognized as
necessary and useful in the medical field if and only if they can pro-
vide information that could not be as effectively produced by other means

and vhich is useful in the treatment and diagnosis of diseases.






If this statement is true then there is no doubt that in the long
run this goal will be achieved and that computers will provide "a service"
that nothing else could supply namely: speed, accuracy and consistency.
The issue is now to show that these services are "worth their price" and
can be achieved (at a worthwile level) with this technology. However,
the analysis of cost effectiveness is even more difficult than for other
technologies:

- a dialysis machine can be immediately Justified by counting the

number of persons which cannot survive without it

- a computer system will not directly save lives but it will in-

directly provide a service that may prevent some deaths or ill-

nesses,
The previous statement should therefore be reformulated: computer tech-
nology is becoming cheap enough so that it should be possible to demon-
strate to medical professionals and administrators that a computer sys-
tem could provide services that cannot be obtained otherwise; The
challenge is therefore to build systems which are sophisticated enough
to help the physician without being too costly to develop and to support.

The purpose of the following dissertation is to study frame selec-
tion systems and languages, and their applicability to the medical field.
From a user's standpoint, a frame selection system is an interactive
system using cathode-ray tubes (CRT), equipped with selection devices
such as, light pen, joystick, etc., used as a primary input mechanism.

In such a system the CRT images presented to the user are called frames
and different frame structures can be built for specific applications,

Chapter 2 presents a short review of medical information systems

(MIS) and looks at the different approaches already taken to build






medical applications. The most comprehensive and most recent systems
have used a method similar to the frame selection approach, but very
little is known about the capabilities of such systems. Hence our in-
terest in the subject is motivated by the need for an analysis and a
more formal study of such systems and their linguistic capabilities.

Since the area of medical information science is not yet a well
delimited field with well defined boundaries, Chapter 3 is devoted to
the concepts of information from different points of view: information
theory, semantic theory, and linguistic theory. This is done by empha-
sizing the fact that all connotations of information are related to the
selection power of an object from a class of possible objects. A brief
study of the particulars of medical information follows.

The first section of Chapter U is a study of the static properties
of the frame selection systems; some new concepts are introduced: sel-
ection process, selection formulas, frame decomposition, frame struc-
tures (lattice or digraph). The next section of Chapter I defines a mo-
del applicable to the concept of frame selection system: the model is
a finite state machine called selecton which directly mimics the behavior
of frame system and generates regular strings. However, the selecton
model is not used as a recognizer of strings, but like a grammar, it is
used to generate strings resulting from selections inputs. The frame
structure is used to encode the grammar of a regular language. Similarly,
the addition of a pushdown stack enables the model to generate sentences
of a context free grammar encoded in the frame structure. Finally, the
introduction of procedures, which can be executed as a result of a sel-
ection gives to the model the capability of generating some transforma-
tion on strings and allows the generation of sentences of context sen-

sitive languages.






In Chapter 5 this type of frame selection system which has the ca-
pability of generating syntactically correct sentences of any language
is used to define the concept of a frame programming language. A frame
programming language is a language used to build frame selection appli-
cations, and can be, itself, a frame selection application. This method
enables the immediate parsing of the sentences generated and the com-
pilation process can start directly at the code generation.

An implementation of a frame programming language is presented and
a real-time operating system designed for the support of frame selection
system applications is described in Chapter 6.

The last chapter is a description of a pharmacy ordering system,
developed as a frame selection system at the Medical Center of the Uni-
versity of California at San Francisco.

Throughout the text, the pharmacy application will be used as a con-
crete example to show the usefulness of the concepts. Conversely, the
more abstract concepts will show that the same methods can be used suc-

cessfully for other applications in the medical information field.






Chapter 2

Review of Medical Information Systems

"The modified offspring from the later
and more highly improved branches will,
it is probable, often take the place of,
and so destroy, the earlier and less
improved branches."

Charles Darwin

The Origin of Species
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2. REVIEW OF MEDICAL INFORMATION SYSTEMS

The concept of a medical information system refers to the data
handling and communications taking place in a medical facility (hospital
or clinics.) Several studies have shown [COL70] that approximately one
fourth of total hospital costs are related to information processing.

The primary source of information isstill the patient, but with the
growth of medical knowledge and advance of technology, the production
of clinical data relating to the patient has been split into several
specialized production centers (nursing wards, admissions, clinical lab,
pharmacy, pathology lab, microbiology, radiology, etc.) which are geo-
graphically separated. Therefore, medical information is processed and
aggregated by a complex system which includes several types of profes-
gionals: physicians, pharmacists, nurses and technicians. Such a sys-
tem can be viewed as a communication network with several processing
centers [BLOT1].

In the last decade several attempts have been made to automate such
systems, but very few seem to be recognized as successful. In the USA
the principal reasons for adoption of such systems are cost savings, and
improved information processing: the first argument is purely economic
and managerial, the second is frequently limited by the problem of man/
machine interaction.

A great variety of approaches have been taken, but so far the most
successful systems seems to be those which have a limited scope such
as clinical laboratory systems [BRET1,JOHT1], pharmacy systems [COHT2,
GOUT1], and medical history systems [SLA66], Among the more comprehen-
sive systems are those research projects or commercial systems which

were designed to be used by more than one department.






The following review will not be exhaustive but we will look at the
better known and representative types of system. For a more complete
survey see [BALTL4] which reviews the existing systems.

2.1 CARD-ORIENTED SYSTEMS

It is not our intention to consider the early billing and accounting
systems as medical information systems. However, among the commercial
systems which use punched cards as data input medium one of them deserves
gsome attention: the MEDELCO total hospital information system. Although
it is not a highly sophisticated system it is one of the few systems
that became operational and has been duplicated at more than a few sites.

The analysis of this commercial success seems to be due to two
factors:

- the first is the recognition of the communication aspects of

medical information systems

- the second is that it does not try to solve the particularly

difficult medical record problem

It is a communication system of medical orders originating on the
wards and it transmits orders and requests to and from the nursing
stations. The data entry is done by pre-punched cards for each order,
service, or product available in the hospital, and each order card is
accompanied by & patient's card which has been typed and punched at the
time of admission of the patient. When the cards are read, the data is
also printed at the originating station and will be inserted in the
patient's chart.

The system does not have to face the problem of man/machine inter-
action because it replaces paper requisitions by pre-punched cards and
teletype printers. Since the system appears to be cost-effective and

accepted by the nursing personnel, it can be considered a success and






it may be considered as a first step toward the development of more
sophisticated medical information system. The system has been partially
emulated by several small vendors (Metric) and IBM using programmable mes-—
sage switchers and newer card readers.

2.2 COMPUTER TIME SHARING SYSTEMS

More sophisticated systems are offered by computer time-sharing
systems, The advent of computer time-sharing has greatly affected the
data-processing field and can be characterized by two main advantages
over the batch-systems:

- easy accessibility and possibility of man/machine interactions

- development of conversational system and languages
A good example of such type of systems is MUMPS (Massachussetts Utility
Multiprogramming Systems) developed at the Massachussetts General
Hospital [BAR6T].

MUMPS is both a time-sharing system built on medium-size computers
and a high-level programming language [BARTO] for the development of
medical applications. The MUMPS system made a major impact in the field
of MIS because it demonstrated the validity of the following hypotheses:

- necessity of a new software tool: language designed for medical

applications

- feasibility of implementation on medium and small computers

= importance of the files and data-base structures
However, at the same time, MUMPS design suffers from its historical past:

- the interpretative nature of the language certainly offers more

flexibility for the development of programs, but it becomes a

serious hindrance in & production environment. The ease of

debugging and development of programs should not be paid by the






constant overhead of interpretation when the programs are opera-
tional and used on a routine basis.

- The language itself suffers from a lack of structuring features
which is worsened by the necessity of sparing disc and core me-
mory space by using abbreviated source code (which has the con-
sequence of reducing the internal documentation to a minimum.)

- The data base file system although quite flexible suffers from
the high overhead necessary to access the data elements which are
stored in the "leaves" of tree-like structure. (There is a high
input-output demand from the secondary storage to the main memory
when a data element is needed.) Furthermore the modern techniques
of data-base management have shown the necessity of separating
the data from its structure and description in order to avoid a
unique binding of the data.

- Another historical feature of the MUMPS system is the fact that
it was designed for teletypewriter interactions. This is accept-
able for motivated users in a research environment but becomes
unacceptable for a production environment where physicians and
nurses are not accustomed to and resent using typewriters. The
replacement of such terminals by CRT terminals does not solve
this particular problem because the structure of the dialogue
remains the same: a question is followed by an answer which has
to be typed in.

—Finally, although MUMPS systems can be built in a modular fashion
[BART4], it is difficult to link different systems in an efficient
manner to insure the fast communication of data from one module

to another.

10
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Nevertheless, MUMPS applications are among the best known systems which
are truly medically oriented. This is certainly due to the inherent
concern of the designers to build a tool which was adapted to the need
of the medical field and to develop applications with the participation
of the future users,

In this sense, MUMPS must be considered a success because it meets
the original requirements of specificity and adaptation to the medical
field. However, if we consider the field as an applied research area in
vhich some progress is to be made, the question to be asked is: given
the existence of such systems and the present technology, is it possible
to keep the positive attributes of earlier systems and to remedy as much
as possible their recognized shortcomings?

Following the analysis of MUMPS, another time-sharing system should
be mentioned for its relevanqe to the field; it is the ACME system
(Advanced Computer for Medical Research) developed at Stanford [CRO69,
WIE69]., Here also the project is based on the recognized need for a
high level programming language which allows an interaction between the
user and the machine.

The language developed on a PL/I subset called PL/ACME [BREI68] is
also an interpreter, but here the overhead problem associated with the
interpretative execution was solved by using a medium size computer with
an extensive main memory capacity. The ACME language has, in many res-
pects, more modern features than MUMPS (possibility of structuring pro-
grams, extensive arithmetic capabilities as well as string manipulation,
extensive file structuring capabilities) [WIETO], and is also adapted
to the development of interactive and real-time medical applications.

However, ACME was more intended for research purposes than for
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production purposes and a good example is the pharmacy drug-drug inter-
action project [COHT2] which was initially developed on ACME and then
transferred to a MUMPS system when it was decided to use it in a pro-
duction environment., Although many interesting research applications
have been developed on ACME it has never been used as a basis for a pro-
duction of a total medical information system.

The most interesting results from ACME may not be the language
itself, but the data-base concepts that have emerged from the actual use
of the language and system. The concept of time oriented data bank (TOD)
[FRIT2] and the formal approach to data base design which separates the
data from the structure in the form of data-base schemas [WIET2] is the
most interesting and promising fall-out of the ACME project.

Unlike MUMPS, ACME has not been exported because of its major cost
but it is most likely that the data-base approach will have to be con-
sidered in the design of new medical information systems. The new
generation of powerful mini-computers makes it reasonable and possible
to implement such data base concepts on rather small systems therefore
reducing the cost of the hardware for supporting such a system.

Another interesting operational medical application developed with
computer time-sharing techniques is the system developed at the Texas
Institute for Rehabilitation and Research [VAL68].,

The system was designed on a medium size computer with CRT terminals
through which data is entered and retrieved via keyboard entered codes
and was programmed in a high-level programming language [PLJI].

Although the system was developed in a specialized environment,
several applications have been implemented; admission and bed census,

patient treatment scheduling laboratory reports and hospital management.
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At the same time, the system allows for clinical data processing for
research purpose and assists the physician in the decision-making for
patient management. The system also provides the functions necessary
for general acute care hospitals (physiological monitoring.) However,
despite the fact that the system was successfully implemented and is
still operational, it has not been transported to other institutions
because most of the application programs were specifically related to
the specialties of that particular institution.

2.3 THE MENU-TREE SYSTEMS

At the same time, that MUMPS and ACME were pursuing the route of
conversational languages and time-sharing, several commercial attempts
were made to build real-time and interactive medical information systems.
The best known of which are REACH, LOCKHEED (later TECHNICON), SANDERS
(KAISER), CONTROL DATA, SPECTRA MEDICAL. [BALTY,SCHWT2]. These systems
were designed for the input of medical orders generated on the wards and
their communication to the different departments (laboratory, x-ray,
pharmacy, etc.) In return these orders generate responses or results,
and the data is stored in a computerized record created at the admission
of a patient., These record files will serve as a data base for the
generation of a variety of CRT displays and printed reports. At the
same time the data can be used for the patient's billing and for ac-
counting purposes,

The most striking commonality of these systems is the way they
approach the problem of man/machine interaction. Every one of them
differs in the implementation but the common basic concept is a "menu-
tree" type of system. They are called menu-tree systems because the

input is accomplished by reproducing the technique used to order a menu






in a restaurant: one may first select an "hors-d'ceuvre" from the list
provided, then a main dish from the list of meat or fish, a beverage
from the list of bevereges, etc. The method allows the composition of
a multitude of meals from a finite list of items.

Since a major portion of the medical information being processed
is in the form of messages which have to be transmitted from one point

to another (communication) this approach is in fact adapted for the

building and transmission of messages (medical orders, results, requests,

etc.) It can be implemented with a CRT associated with a selecting
device such as light pen, sidescreen buttons, joystick, touch screen,
etc.

The main advantage of the method is that typing is not required
for most of the messages and by selecting phrases to build the messages
the process of data entry is accelerated. The user has the impression
of having a "phrase typewriter."

Besides the fact that a menu-tree method avoids the necessity of
typing, it is interesting because of the exponential ramification of
trees: if each CRT image contains n choices, at the second level there

are n° possible different choices and n3 at the third level and so on.

n3

Figure 2.1 - Generalized "Menu-tree"

1k
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This type of tree is called a generalized menu-tree (it can have as
many levels as desired.) Example: for n=30, the third level gives
303= 27,000 choices. With four levels one could access 810,000 items
which is certainly enough to access all the words contained in Websters
dictionary plus all the medical vocabulary.

Another advantage of the method is that it does not require any
computation (a selection is the expression of one's freedom of choice on
a given set) as opposed to a typed or punched word which must be looked
up in a dictionary to be validated.

However, most of these systems have been restricted to simple trees
and do not allow loops and more general graph structure, It is there-
fore difficult to encode the complexity of some medical orders or sen-
tence constructs. Despite the fact that this type of man/machine inter-
action was more readily acceptable than a typewriter keyboard, these
commercial systems failed to be widely accepted because they were too
costly or did not meet the expectations of the medical professionals.

These failures can usually be traced to three factors:

i) the designers deliberately or unconciously ignored the modular

approach and had to use complex and expensive equipment.

ii) the designers did not have a clear appreciation of the complexity
of the medical record.

iii) the reliability and acceptability to the users (especially the
convenience of the terminals and an adequate response time) were

difficult to meet,

The first error can clearly be corrected by using a modular approach
but the second one is more difficult to prevent because of the variety

of schools concerning the medical record and the engineering tendency






to believe that everything can be quantified, planned, and standardized
in a rigid fashion,

The third factor is more related to the engineering design. The
usual assumption is that a MIS is just an application system that can
be built on any standard operating system. On one hand, there exists
the standard real-time operating systems which allows a fast switching
between tasks and users but do not support sophisticated data base sys-
tems, and on the other hand, there are the standard multiprogramming or
time-sharing systems which may have suitable data base features but do
not have the efficiency to give quick response time for urgent requests.

The result is that if one chooses the first type of system ("stan-
dard real-time") a great deal of system work has to be done on the file
and data base structuring; if one chooses the second type of system, it
becomes a "fight for adequate response time" which is either solved by
programming tricks or by switching to a larger machine. This im turn
accounts for the fact that many of these projects have been delayed and
had unexpected development costs,

The conclusions from these attempts to build comprehensive medical
information systems are that most seem to agree on the suitability of
the CRT menu-tree interface, but difficulties arise because the hospital-
wide approach is intimately related to the medical record problem, In
addition, this total approach represents a gigantic effort which requires
not only technical skills but also an explicit and detailed knowledge
of the hospital processes, The main part of this knowledge is not ne-
cessarily represented by the routine functions but also by all the
special cases, the exceptions and emergencies and the parallel data paths

developed to shunt the regular paths. This knowledge can only be
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obtained by working in full cooperation with the hospital personnel

(not only physicians, but also pharmacists, nurses, technicians, clerks,
etc.) To be successful, the personnel must be prepared technically and
psychologically to use new techniques and mechines,

2.4 FRAME SELECTION SYSTEMS

Another type of system which is closely related to menu-tree sys-
tems is the frame selection system. A frame selection system differs
from a pure menu-tree system by allowing a more general structure
between the CRT displays (frames.) Instead of being a tree the struc-
ture can be any graph.

The mechanism of man-machine interaction can be identical to the
ones used for the menu-tree systems and therefore all the advantages of
such devices can be applied to a frame selection system.

Although the term frame selection system was not used the first
system of this type was developed at the Western Reserve University in
cooperation with Control Data Corporation and then pursued at the
University of Vermont [WEE69]. Such a system has been used for the im-
plementation of a prototype computerized Problem-oriented Medical Record
[SCHT1]. It uses a touch-screen device for the selection of items on a
display. This work is particularly interesting because unlike the pre-
vious commercial systems, the subject of medical information systems was
approached through a careful analysis of the medical record and a clear
philosopky of organization of the medical record.

For the reader not familiar with the Problem-oriented Medical
Record [WEE68] it is a record which is organized by defining, enumera-
ting and following the problems of the patient. These problems may or

may not be associated with a diagnosis depending on the completeness of
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the data and the ability of the physician, but each problem must be
followed, and each action taken to get more data or to treat the patient
must be related to a given problem. Each result and progress note is
also related to the problem list. The advantage of the method is that
it requires a systematic approach to the treatment of patients which is
useful for teaching and also for record-structuring purposes. In a con-
ventional medical record, where the data is source-oriented, the orga-
nization tends to be diffuse and the interpretation of the data by a
reading physician is more difficult.

Among all the systems operational or in a prototype stage Weed's
system is certainly the most comprehensive, the most medically-oriented
and the most useful for its users and patients. However, in regard to
the design concepts already mentioned, at least one concept is clearly
missing: modularity and low cost.

This may account for the fact that this system which has a great
potential in educational institutions has not been exported because of
the major cost associated with the support of a large time-shared sys-
tem, A computerized problem-oriented medical record system could be
used as a teaching tool if it was available on a mini-computer which
could work alternatively on a medical ward, surgical ward, pediatric
wvard, etc., by simply moving the terminals from one place to another.
Not only could this method serve a teaching punrpose, but it would help
the progressive improvements of the system and the smooth introduction of
. computers in the daily routine of patient care.

Weed's computer system is also associated with a language called
SETRAN (selectable element translator) which is used to build the bran-

ching logic of the display frame structure.






Although this language allows the building of a more general struc-
ture than a regular menu-tree (it allows multiple selection and loops on
frames,) it is still rudimentary in many respects because it uses fixed
format fields and octal codes to specify the different fields. When the
number of frames becomes as high as 40,000 as it is in Weed's prototype
implementation of the P.O0.M.R., it is certain that the use of octal
codes to link these frames becomes cumbersome if not unrealistic,

The problem of frame languages will be studied later and a more
thorough analysis of SETRAN will be done, but it is fair to say that at
the time it was conceived, the nature of frame selection systems was not

well understood.
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Chapter 3

Theories of Information and their Applicability to Medical Data

"The importance of originality is self
evident. Selective emphasis on one par-
ticular aspect of reality, with its con-
commitant exaggerations and simplifica-
tions, is the essence of model - making
and plays almost as great a part in the
changing fashions and schools in science
as in art."

Arthur Koestler

The Act of Creation
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3. THEORIES OF INFORMATION AND THEIR APPLICABILITY TO MEDICAL DATA

The study of languages and signs, also referred to as semiotics,
can be studied [CHE66] at three differents levels of abstractions: syn-
tactics (signs and relation between signs,) semantics (relation between
the signs and their designator,) and pragmatics (aspects which involve
the sign users.) It could be extented to include the notion of lexical
level.

These four levels can be represented by the following schema:

Syntactics

Cherry [CHE66] remarks that "information in most, if not all of its con-
notations, seems to rest upon the notion of selection power."

Information theory regards the information source as exerting a se-
legtive power upon a collection of lexemes. A lexeme is the orderly se-
lection of the signs, but not the physical signs that are word-tokens or
utterances themselves.

At the syntactic level, the generation of sentences is done by the
selection of production rules constituting the grammar.

In the semantic theory of Carnap, the information content of state-

ments relates to the selective power they exert upon a set of states.
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At present, no formal theory has been published for the pragmatic
level, but to a certain extent the information associated with the prag-
matic level depends also on a selective power exerted on the environment,
the culture, the knowledge and the experience of the individual.

In the following, we present briefly the existing theories corres-
ponding to these different levels: information theory, semantic theory,
and syntactic theory.

3.1 INFORMATION, COMMUNICATION AND DATA

Before starting to use the terms information, communication and

data, it is necessary to define their meanings precisely. Brillouin
[BRI62] states that "science begins when the meaning of the words is
strictly defined." The Third Webster's Unabridged Dictionary defines
the word information as follows:

"the communication or reception of knowledge or intelligence...know=-
ledge communicated by others or obtained from investigation, study
or instruction,...knowledge of a particular event or situation: in-
telligence, news, advice...facts or figures ready for communica-
tion or use as distinguished from those incorporated in a formally
organized branch of knowledge: data...a signal purposely impressed
upon the input of a communication system or calculating machine..."

Although this definition might be sufficient for the common use of the

term information, it is imprecise and does not tell how the words, infor-

mation, communication and data are related. In fact, this definition

suggests that these terms are analogous.
It is therefore not surprising that these terms are easily misunder-
stood and confused unless we restrict their use to the same precise

meanings that they have in areas such as information theory, computer
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sciences and linguistics, where their formal definitions may differ from
one area to the other.
3.1.1 INFORMATION

In L. Brillouin's book Science and Information Theory, [BRI62], he

distinguishes two types of information:

i) live information - which is transmitted with the energy required

for its detection (speaking, radio broadcasting.)

ii) dead information - this type of information is involved in the

process of writing and reading. The information is stored and
unconnected with either energy or negentropy but an additional
source of energy is necessary for the reading (light.)

information and entropy - the theory of information shows that

information and physical entropy are of the samé nature, and
entropy can be viewed as a measure of the lack of detailed infor=-
mation about a physical system. Conversely, information repre-
sents a negative term in the entropy of a system (negentropy.)

This is due to the fact that from a purely thermodynamic point of
view, no observation can be made on a system without increasing the
entropy in the physical system itself or in the equipment used for the
experiment.

If an observation yields a certain amount of information AI and the
entropy increase is RS during the experiment, the negentropy principle of
information states that: AS2AI or AI + AN<O where AS# AE/T (or 4AQ/T)
and AN= - AS (N is the negdntropy) E is the amount of energy that must
be degraded.

The purpose of an observation is to obtain some information about

the system, and information can be viewed as the ratio of number of






possible system-states before and after the measurement.

If p, is the number of equally probable states before the measure-
ment, and p; the number of such states after the observation, the infor-
mation gain is defined by:

8I= k log (p,/p;)= k log p, - k log p;

This definition of information is related to the freedom of choice

that one has to select a given representation of a system.

Shannon's theory of communication [SHALY] defines the amount of in-
formation as the logarithm of the number of choices available. If one
considers the process of producing a message by successively selecting
discrete symbols (letters, words, musical notes, etc.,) the information
associated with the message constructed corresponds to the freedom of
choice one has in constructing the message. Shannon extends this to the
case of n independent symbols whose probabilities of choices are py, Pj,
eeePp (they represent the constraints on the freedom of choice). The
corresponding information is defined as:

I== Ipy log pi
If all the pj are equal that is, p;= l/ﬁ. Then I= - I 1/n log 1/n= =log
1/n= log n which is consistent with the previous definition in the case
of equiprobable choices. It results from this that every type of cons-
traint, every additional condition imposed on the possible freedom of
choice immediately results in a decrease of information and I is maximum
when all the choices are equiprobable.

Shannon defines a relative entropy as the ratio of the actual entropy

to the maximum entropy and the redundancy as equal to 1 - relative entropy.
For example, the maximum information which corresponds to the maximum

entropy of a character selected from a set of 27 symbols (26 characters +
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blank) would be log, 2T = 4.76 bits per letter. If one computes the
frequencies of words and letters in English, the information (actual
entropy) carried by a letter would be 2.14 bits [BRI62] so that the
reduadancy and relative entropy of English is approximately 50%. There-
fore, when one writes English (or any natural language), half of the
text is chosen freely and the other half is determined by the structure
of the language. The consequence of this statistical definition of in-
formation is that:

- information is related only to the freedom of choice

- information is distinct from meaning and from knowledge

- it ignores the human value of information (i.e. a text of 1,000
letters selected at random carries more information than a poem
consisting of the same number of letters)

~ information cannot be used to predict the next choice

- information must be paid for by an amount of negentropy greater
than or equal to the information obtained.

3.1.2 COMMUNICATION

Information as defined by Shannon is concerned with the technical
problem of communication of live information created by a source. In the
process of communication, an emitter transmits energy (power) and negenw
tropy which are propagated together with information on a communication
channel and a receiver absorbs the energy and negentropy in the same
operation by which information is received. In the process of trans-
mission some energy is degraded, some negentropy is lost and some
information is lost.

The capacity of a channel C is defined as the number of bits, it can

transmit per unit of time (second). In order to transmit information,
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the emitter (source) generates a message which is then encoded by a
transmitter which sends a signal on the channel and the receiver decodes
the signal into a message which cannot carry more information than the
message emmitted, If the source emits symbols carrying an information
of I bits per symbol, the fundamental theorem established by Shannon
states: if the channel has a capacity of C in bits/second, it is not
possible to transmit at an average rate greater than C/I symbols/second.
If the channel is noisy, the uncertainty is increased and the received
signal contains paradoxically more information than the emitted signal.
However, one has to separate this information into two parts: the
useful information and the noise information. 1In this case, there are
two statistical processes at work: the source and the noise. Let I (s)
be the information of the source and I (r) the information of the
received signal. I (s) is then defined as the information contained in
the input when the output is known and Ig(r) (noise information) is the
information contained in the output signal when the input ié known.

Ir(s) is called the equivocation and measures the ambiguity of the

received signal or the uncertainty in the message source when the signal
is known. The total information carried by the system of communication
is:

I(syr)= I(s) + I_(r)= I(r) + I_(s)
and the useful information transmitted in spite of the noise is:

I(r) - I(r)= I(s) = I.(s).
Therefore, the capacity of a noisy channel will be defined as C= max
[1(s) - I.(s)], the maximum being taken on all the possible sources of
input to the channel.

The fundamental theorem [SHALY] states that given I{s), I(r) and
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C in bits per second, such that C>I(s), then by an appropriate coding
the message emitted by the source can be transmitted over the channel
with an arbitrarily small error rate, Stated in other words, this im=-
portant result shows that it is possible to transmit a message on a
noisy channel by adding some redundancy in the coding process so that
the receiver will be able to reconstruct the original message despite
the noise created on the channel,

Since human communication is imperfect and subject to errors and
noise, any message must be transmitted with some redundancy to be reliably
interpreted’by the receiver. The degree of redundancy depends on the
desired reliability and the technical medium used. In human communica-
tion, it is probable that the 50% redundancy of natural languages is
necessary to enable the recognition of messages transmitted verbally.
3.1.3 DATA

From an information theoretical approach, data can be viewed as

dead information which has been written on a memory medium (stone, metal,

paper, magnetic tape, film, electronic memory, molecular structure.)

This data has usually been collected from observations of the real world.
It must be emphasized that the concept of information exists in-

dependently of any memory concept, but the concept of datum is tied with

the existence of a memory medium. Conversely, data can become information

only if it is associated vith'the energy (light, electricity, ete.)

necessary to read the memory medium. Data is always associated with a

given state of the physical world, and as such is subject to the general

law of decay according to the second law of thermodynamics. Therefore,

if data is to be conserved as a source of potential information, it must

be stored with a certain amount of redundancy.
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Computing and Data: It is often believed that computing generates

new information from data. This is not really true. Although it

may seem that a computer program creates new results that did not

exist before the execution of the program, no new information is
created, and the computation only gives a set of data which is
redundant with the original data. At best, this data set contains
as much information as the original set,

Usually the effect of computation is to reduce and transform the
information contained in the input data into a more useful representation
of information contained in the output data. The usefulness can refer
to either the meaning, or the most salient features contained in the
data. The role of computing is either to translate or to aggregate.
Data can be reformatted and displayed in a more convenient representa-
tion for viewing and analyzing the most salient aspects of these data.
For example, given a set of data measurements in the metric system, a
computation can give the value of the measurements in the British system
(no new information is created, it is merely a translation.) Another
case is the case where the computation will, for instance, give the mean
and the variance of a set of values (the information is reduced and
aggregated into new results which ere possibly more meaningful for the
reader.)

Therefore, the task performed by a computer is to translate or to
summarize the information contained in the data. Computing only adds a
utility value to the information and this utility value may vary among
the users. The recent development of data bases [COD70] shows that
common data can be treated by different types of users to provide

different types of analyses and results.
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3.2 SEMANTICS AND INFORMATION

The preceding definition of information is based exclusively on the
mathematical theory of communication. It was already mentioned that it
did not take into account the value of information. The problem of
understanding the meaning of the messages is not considered and the
receiver is supposed to know the structure of the language used in the
communication process.

From a communication point of view, information is a scalar measure
of the information carried by the message when the redundancy due to the
internal structure of the language has been removed. This structure can
be physical, logical, syntactical, and/or semantic, but in order to be
able to give a meaning to a message the receptor must have the physical,
logical, syntactical and/or semantic structure encoded in its own memory.
(The sender and the receiver must share a universe of discourse - if
human. )

It is therefore important to consider the information contained in
these structures. A physical structure such as the geometrical structure
of an object is always more difficult to code than the word that represent
the object. It requires more information to describe the object in the
three dimensional space than to define the word in a given alphabet.

This is how any language is able to perform its functions. By
associating words with complex objects it can convey much more informa-
tion than is in reality given by the free choice of the word in a given
language or the letters of a given alphabet. This kind of information

is referred to as semantic information and it must be learned by ex-

perience. Semantic information seems to be related to experience as

opposed to the previous which was more related to observation.
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In a first approximation semantic information is related to the
complexity of objects (shape, structure, etc.) and to the description
of time relations (verbs.) The introduction of logic is the next step
which enables the building of new concepts by defining sentences using

words already defined and the basic logical connectives:

- not negation

V or disjunction
N and conjunction
::) if...then implication
=— if and only if equivalence

(also called iff)
According to logical rules every sentence can be evaluated as logically
TRUE or FALSE. From a pure information theoretic approach, it would
seem that such sentences always carry an information equal to unity.
However, a sentence such that: "IF John is sick THEN John is sick."
wvhile logically TRUE, actually carries no semantic information because
it is a tautology.

It is not our intention to pursue further the consideration of this
part of logic known as the propositional calculus but the point is that
even in natural languages the introduction of logic is essential to study
the semantics of sentences.

The introduction of two other operators known as the universal
operator (¥ : for all) and the existential operator (J: for some, there
exists) enables the definition of sentences which can be decomposed in a
structure of the type "subject/predicate.” The subject is an individual
taken from a set of possible "values" and the predicate is a proposition
where the subject is replaced by a variable: "x is a sick man" is a pre-

dicate and "John" is a possible subject among the set of men.
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The predicate carries the semantic information and the subject re-
presents the "freedom of choice" of an element among the finite set and
can be considered as giving a certain amount of information in the sense
of information theory. Thus semantic and statistical information are
interrelated: a certain freedom of choice is allowed in some "empty
space" of a given predicate which specifies the semantic of the sentence.

The semantic theory [CAR56] defines truth and L-truth (logical
truth) of sentences as follows:

In a system S an atomic sentence consisting of a predicate and a
subject is true if and only if the individual to which the subject refers
possesses the property to which the predicate refers.

A class of sentences in S, which contains for every atomic sentence
either this sentence or its negation, but not both, and no other sen-

tences, is called a state description in S because it gives a complete

description of a possible state of the universe of individuals with
respect to all properties and relations expressed by predicates of the
system.

A sentence is L-true if it holds in all state descriptions. Two
sentences are equivalent if both have the same truth value, that is
both are true or both are false. Two sentences are L-equivalent if they
hold in the same state description.

In this semantic theory the meaning of any expression is decom-
posed into two meaning components: the intension and the extension.
Two sentences have the same extension if they are equivalent in S
and have the same intension, if they are L-equivalent in S. The exten-
sion of a sentence is its truth value and the intension of a sentence is

the preposition expressed by it.
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For example, the extension of the sentence "John is ill" may be
true or false and the intension expresses the fact that John is ill.

The extension is clearly related to the freedom of choice in the
description (John may be ill or well.) The determination of the exten-
sion can be done by a scientific investigation and as such may be subject
to uncertainty and error.

The intension of a predicate Q for a speaker X is the general con-
dition which an object y must fulfill in order for X to be willing to
ascribe the predicate Q to y. |

Once the extension has been determined, the assigment of an inten-
sion to a sentence can also be considered as a matter of choice: in our
previous example, assuming that somebody ignorant of the English language
is told that the sentence "John is il11" is true, then the intension of
the sentence might be chosen from all the propositions that are true for
John,

The theory was later extended by Bar Hillel and Carnap into a se-
mantic theory which conceptually parallels the statistical theory of
communication [BARH6A],

The important point is the fact that semantic information is also
related to a certain freedom of choice within the state description of a

semantic system.
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3.3 SYNTAX AND INFORMATION

Another type of structure is necessary to support the "content" of

a sentence, namely the syntactic structure. The syntax is defined as a set

of rules (grammar) that characterize the structure of the language.
These rules are used to generate sentences in a determined fashion which
involves the order of the elements in the sentences and the use of
modifiers to indicate semantic nuances (plural, gender, tense, etc.)

A generative grammar is a system of rules that assigns structural

descriptions to sentences. This system of rules is iterative and can
generate an infinite number of structures.

According to Chomsky's syntactic theory [CHO65], the syntactic com-
ponent of a grammar must specify a deep structure that determines its
semantic interpretation and a surface structure that determines its
phonetic interpretation. The surface structure is determined by repeated

application of grammatical transformations applied to elementary objects

contained in the base. The base is a system of rules that generates a
highly restricted set of basic strings.

The deep structure can be represented by a tree diagram such as:

NN

The doctor heals the patient

vhere the nodes of the tree contains either formatives symbols (the,

patient...) and category symbols (S, NP, VP, V and N.)
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The following set of rewriting rules can be used to generate the
tree:
S =+ NPVP
VP + VNP
NP + Det N
Det + the
V -+ heals
N -+ doctor
N -+ patient
Such an unordered set of rewriting rules is called a constituent struc-

ture grammar or phrase structure grammar. Despite the simplicity of the

example, it can be seen that the set corresponding to the first three
rules enables the construction of a large number of sentences, hence the
generative properties of such grammar. Therefore, her§ also the genera-
tion of syntactically correct sentences is a matter of selection of the
rules to be applied.

However, some of the syntactically correct sentences may be inaccu-
rate or meaningless; i.e. the sentence, "The patient heals the doctor"
is not true in this situation and the sentence "The table heals the
patient” is a nonsense statement.

Although a lot more is known about syntax than about semantics, it
is very rare to see the word information associated with syntax and yet
it would be impossible to translate (or understand) a language by using
a dictionary without knowning anything about the syntax of the language.
It is therefore obvious that a syntactic structure carries information:
in a statistical sense by representing a particular configuration among

several others allowed by the rules and in a semantic sense by giving
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the relations existing between the elements of the sentence and the
particular modifiers to be applied to the semantic concepts of the sen-
tence,

It must be noted that syntactic structure also carries redundancies,
For example, the semantic content of the sentence "The men are mortal"
could be rendered as well by "The men (is) mortal" or "The (man) are
mortal" where only one of either the subject or the verb indicates the
plural instead of both in the correct sentence.

The fact that the syntax rules of programming languages are usually
not redundant may explain the fact that a program may easily be misinter-
preted by the compiler and is difficult to understand for someone who
reads it for the first time. The so-called structured programming
approach [DAHT2] can be viewed as an attempt to add some "super-structure"
to the existing syntactic structures in order to make programs under-
standable by adding some redundant structural information,

Finally, another type of structure relating to information is known

as "data structures" and is used to define structural entities in which

data will be stored. This type of structure is to data what syntax is to
the semantics of a language - it supports the informational content of
data. Examples of such structures are linear lists, tree, arrsys, files,
[kNU68], etc.

There also the structure may be redundant (two way linked lists) in
order to provide for a possible reconstruction of the structure in case
of its destruction. Now it should be clear that information has several
facets which are statistical (communication theory) semantic and struc-
tural (syntax.)

To conclude we may draw an analogy with the basic process of mole-

cular biology. The DNA can be considered as the data base for the
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genetic information: a DNA molecule carries "free choice" information
in the sequence of nucleotides but it also contains structural informa-
tion necessary for its replication (geometric as well as "syntactic:"
pairs G-C, A-T.) The communication of this data involves the messenger
RNA which assumes the role of a "channel" which transmits coded informa-
tion between the nucleus and the cytoplasm. Then the information will

be processed by the transfer RNA which can be viewed as a machine that

transforms the input codes of the RNA into outputs of polypeptide chains
of aminoacids. This phase involves the processing of the "semantic" in-
formation contained in the RNA codon (a sequence of three nucleotides
that code for an aminoacid) to generate the corresponding protein.

3.4 MEDICAL INFORMATION

In view of the previous chapter, this section will try to delineate
the particular characteristics that information may have in the field of
medicine. Hopefully, the recognition of these characteristics might help
in designing systems adapted to the processing of this information.
Although some purists will argue that medical information is not different
from any other type of information, an attempt will be made to define and
describe thepeculiarities of "medical information."

3.4.1 SOURCES OF MEDICAL INFORMATION

It was previously noticed that information could not be obtained
without observation (freedom of choice) or experience (semantics and
pragmatics of language.) It follows that the principal sources of me=-
dical information will be the "patient" and the medical professionals
(physicians, nurses, technicians, etc.) There is a qualitative difference
between observation made on a human being and observation made on a

physical system: observations on both physical (mechanical) and bio-
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logical systems may be impeded by inaccessibility, the striking differ-
ence is the complexity of the latter which means that the analytic des-
cription of a biological system involves an enormous number of degrees
of freedom, not all of which are recognized or known.

3.4.2 THE NATURE OF MEDICAL INFORMATION

The fact that quantitive data is difficult to obtain is compensated
by a descriptive vocabulary which helps either to locate the observations
(anatomy), to describe the abnormalities (pathology), and to define
normal and abnormal states of a patient (diseases) or a population
(epidemiology).

The complexity of the subject has a multiplying effect which gives
to the field of medicine the widest specialized vocabulary. In addition,
all the common vocabulary is available for the report of verbal inter-
views with the patient (history, complaints, etc.) as well as for pro-
gress notes, visual observation, etc.

Despite the increasing number of laboratory tests which give results
in the form of quantitative data (numbers), most of the medical data is
in the form of language data. This explains the important role played
by the medical record in processing medical information. To our knowledge
there is no study which gives the percentage of language data versus
numerical data in a typical medical record but it is probably about 90%.

Therefore, most of medical information belongs to the pragmatic
level of information; it is non-numeric, complex and'encyclopedic. The
medical record is a document used to record observations, problems, facts
and historical data about the patient, progress notes containing the most
salient aspect of the treatment given, test results and reports. The

archival nature of the medical record requires an unlimited memory medium.






3.4.3 THE QUALITY OF MEDICAL INFORMATION

By quality we mean "accuracy" in the transcription of live informa-
tion into data on a memory medium., With the current manual record, not
only the quality may vary with the professional's experience and know-
ledge, but also with his ability to and willingness to write legibly.
Even with all the redundancy of natural language, there is normally a
non-negligible loss of information due to incompleteness and illegibility.
On the other hand, the 50% redundancy of a natural language is quite
often a luxury when the object is to record useful data.

Some effort has been made in the direction of systemization and
coding of nomenclature in pathology (SNOP) and it shows that the informa-
tion (in the semantic sense) present in pathology diagnosis can be re-
presented using the systematized nomenclature of pathology (SNOP) and
exercising the necessary selection within four structured lists:

- Topography (T)

- Morphology (M)

- Etiology (E)

- Function (F)
The advantages of such an approach are immediately evident structuring
of the semantic data into a much simpler structure than the normal
English grammar, reducing of the redundancy, possibility of direct
coding for computer manipulation, etc.

It is certainly conceivable to create such systematic nomenclature
for other specialities of medicine. By looking at a medical record, it
is striking to see the number of abbreviations (often improvised and non-
standard) used to reduce the writing overhead and the number of stereo-

typed sentences which shows a natural tendency to use the same phraseology.

38
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Some efforts in this direction have already been made by using the
International Classification of Diseases Adapted code (ICDA) for dis-
charge summaries.

However, despite the fact that such a trend is visible and even if
it were proved that the same semantic information could be carried by
such languages, it will be impossible to enforce their use in the daily
activity of an hospital because, with a manual data entry system, it
would be too constraining to look up terms in lexicons and to follow
rigid syntactic rules, Given the human constraints of the medical en-
vironment, the key factors are the quality of the information and the
ease of transcription of information.

The problem is how to obtain quality medical information with a
minimum of constraints, and a minimum of effort. Stated in the language
of operations research, the question is: how to maximize quality given
the existing set of economic and psychological constraints.

3.4.4 COMMUNICATION OF MEDICAL INFORMATION

The quality of medical information is clearly related to the means
by which it is transmitted from one point to another (from the medical
observer at the bedside to the different active centers necessary for
the collection or transcription of data and vice-versa.) This is a pure
communication problem and it accounts for an important part of the
clinical information handled within a hospital [BLOT1]. (We avoid the
term processing because communication is not a proéessing of information
but rather a transmission of information between the different processing
centers.) The processing (i.e., translation and aggregation) of medical
information is for the most part done by medical professionals (however,

for numerical results, an ever growing part is done by machines.)






If one comsiders the communication problem, each processing center
can be viewed as a black box M; with some input values ali, 321,...ani

i i
(numeric or linguistic) and some output values b; , b2 ,...bmi.
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If the reliability of each Mi is Gi (Gigl) the overall reliability of

the system is defined as G= ?&1 Gi for k components. It is clear that
as the number of processing centers increases the total reliability can
only decrease if the reliability of each component does not increase.
(This is usually done by adding more redundancy in the system.)
Following Hsieh [HSI66], we can define a measure of quality of a
communication process by:
Q = conditional probability of right output, given the right
input
1-Q = conditional probability of wrong output, given the right
input
and a measure of the correction capability of an element by:
R = conditional probability of right output given the wrong
input
1-R = conditional probability of wrong output given the wrong
input
R is related to the redundancy because a given wrong input can be recti-
fied into a right output.
Now if we consider the following example of a clinical medication
system where the medication order is generated by a physician and trans-
mitted to a pharmacist by a nurse:

Patient alE_bl= azﬂ—bf a;—:[hg— b31 My _,_I
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The reliability of M; (physician) is: G = Q;.

The reliability of Mp (nurse) is: Gp = QQ2 + (1-Q1)Rp. (1-Q;)R, is the
correction capability of M, (wrong output from M) is rectified.)

The reliability of Mg (pharmacist) is:

G3 = Q;Q2Q3 + Ql(l-Qg)R3 + (l-Ql)R2R3 + (1-q) (l-Rz)R3
Ql(l-Q2)R3 is an error correcting term for a right output from M,, an
error by M,, rectified by M3. (l-Ql)R2Q3 corresponds to an error from
M, transmitted by M, and corrected by M3. (1-Ql)(1-R2)R3 is an error
from M; transmitted by M, and corrected by M3...

The last element of the chain (the nurse giving the medication to
the patient) is therefore the one that has to do the most checking if
quality of information is to be preserved. She is dependent on the errors
made by the first three elements. This shows that in a communication
system, the information can only be degreded by going from the source to
the destination. However, if some redundancy is carried by the data and
if the processors of information are intelligent, then it is possible
to restore the original information.

With a computer system, it is possible to eliminate some of the
comhunication errors by direct transmission of orders from the physician
to the pharmacist.
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