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ABSTRACT OF THE DISSERTATION 

 

Scaffolding, Multisite Phosphorylation and Other Aspects of Regulation in Signal Transduction  

by 

Leonila Lagunes 

Doctor of Philosophy in Biological Sciences 

University of California, Irvine, 2020 

Professor Lee Bardwell, Chair 

 

For cells to respond appropriately and timely to internal and external stimulus, they rely heavily on signal 

transduction cascades to regulate gene and protein activity and response. Protein activity is often 

regulated by ligand binding, scaffolding, or by post-translational modifications such as multisite 

phosphorylation. The Mitogen-Activated Protein Kinases (MAPKs) are multisite proteins with critical roles 

in development and various diseases. The c-Jun N-terminal Kinases (JNK) cascade is one of many MAPK 

cascades with multisite proteins. Here, we consider mathematical and experimental analyses to 

understand scaffolding and multisite modifications as protein regulation mechanisms. 

Scaffolding is a regulatory mechanism for signal transduction where scaffold proteins bind to many 

components of a signaling pathway. MAPK scaffold proteins, such as IQ-motif-containing GTPase-

activating protein 1 (IQGAP1), are promising targets for novel therapies against cancer and other diseases. 

Scaffolding is a regulatory mechanism for signal transduction where scaffold proteins bind to many 

components of a signaling pathway. Thus, it important to know which domains on IQGPA1 bind to which 

MAP kinases for developing new therapies. Here, we show with in vitro binding assays that the IQ domain 

of IQGAP1 is both necessary and sufficient for binding to ERK1 and ERK2.  Additionally, we show that the 

WW domain is neither necessary nor sufficient for binding to ERK1 or ERK2. These findings prompt a re-

evaluation of how IQGAP1 regulates MAPK cascade proteins. 
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Protein phosphorylation also regulates a substrate’s enzymatic activity, location, stability, and/or 

interactions with other proteins. Moreover, proteins that are regulated in this way often contain multiple 

modification sites. In the JNK pathway, transcription factor c-Jun is a multisite substrate shown to regulate 

cell responses such as cell proliferation, apoptosis, and DNA repair. Understanding kinase-substrate 

specificity in MAPKs is crucial to advancing medical therapies for diseases. Phosphoproteomic studies 

have provided insights into the conservation of phosphosites and their evolution across species. However, 

not much is known about the constraints novel sites experience. Here, we demonstrate with in vitro kinase 

assays that the Docking site (D-site) in c-Jun plays a significant role in the phosphorylation of all native and 

novel sites of c-Jun. Results indicate that the D-site is necessary for phosphorylation of native and novel 

sites of c-Jun by JNK2 enzyme.  

Mathematical models are useful to study complex biological phenomena such as multisite proteins (i.e., 

proteins with n > 1 modifications sites). Proteins with multiple sites on which they can be modified or 

bound by ligand have been observed to create an ultrasensitive dose response. Here, we consider the 

contribution of the individual modification/binding sites to the activation process, and show how their 

individual values affect the ultrasensitive behavior of the overall system. We use a generalized Monod-

Wyman-Changeux (MWC) model that allows for variable free energy contributions at distinct sites, and 

associate a so-called activation parameter to each site. Our analysis shows that ultrasensitivity generally 

decreases with increasing activation parameter values and depends on their mean and not on their 

variability. Additionally, results suggest that a protein can increase its ultrasensitivity by evolving new 

sites. These results provide insights into the performance objectives of multiple modification/binding sites 

and thus help gain a greater understanding of signaling and its role in diseases. Together, mathematical 

and experimental analyses show promising insights into signal transduction regulation through 

scaffolding, multisite PTMs, and docking.  
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Chapter 1: Introduction 

For cells to successfully respond to internal and external environment stresses, they rely heavily on 

transduction pathways. Signal transduction provides a way for cells to achieve their performance 

objectives by responding to stimulus. When a cell receives a signal, typically initiated by the binding of an 

extracellular ligand to a receptor on the cell membrane, a transduction cascade is activated, Figure 1a. 

The signal is then relayed to reach the appropriate target for response. The response can be anything 

from altering gene expression, metabolism or cell structure to triggering cell proliferation Figure 1a. 

Between the stimulus and the response, a transduction cascade needs to function properly. Multiple 

different mechanisms regulate signal transmission, such as scaffolding, ligand or protein binding, and 

post-translational modifications, leading to the conclusion that protein-protein interactions are key to 

understanding signal transduction. Unfortunately, many diseases arise when there are defects in signal 

transduction pathways, such as cancer, diabetes, autoimmune and heart disease. Defects in regulation 

can lie anywhere in the signal transduction process. Thus, understanding transduction regulation is 

important for developing new treatments and to further study the process of development. This chapter 

includes an overview of key aspects of signal transduction regulation like scaffolding and post-

translational modifications (PTMs). 

 

Figure 1: Mechanisms of Signal Transduction Regulation. (a) General schematic of signal transduction pathway. 

Signal binds to receptor triggering a transduction cascade that ultimately triggers an appropriate response. (b) 

Scaffold proteins binding to different components of a transduction cascade. Bottom is linear representation of full 

length human IQGAP1 protein and its known domains. The CHD domain represents the calponin homology domain, 

the IR is the internal repeated sequence/coiled-coil domain. The WW is the WW domain, IQ domain is made up of 

Gene
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four Isoleucine-Glutamine (IQ) repeats, GRD is the GTPase-activating protein-related domain, and the RGCT is the 

RasGAP C-terminal domain. Adapted from Reference1. 

Section 1: Scaffold Protein IQGAP1 

Scaffolding is a regulatory mechanism for signal transduction where scaffold proteins bind to many 

components of a signaling pathway. It is theorized that scaffold proteins bind to many components of a 

cascade (1) to maintain the specificity of the signaling pathway2 by localizing components to the same 

cellular region and/or (2) to serve as catalyzing agents to activate pathways3. However, the theory that 

scaffold proteins regulate pathway activation is still largely untested.  

There are many known scaffolding proteins, (for a review refer to References2,4) For example, in yeast, 

Ste5 is a scaffold protein involved in the Fus3 Mitogen Activated Protein Kinase (MAPK) pathway that 

binds to the kinases in the cascade2. Ste5 is a scaffold protein that joins the kinases of the mitogen-

activated protein kinase (MAPK) cascade for efficient Fus3 activation in yeast mating5, making Ste5 a key 

player in MAPK pathway regulation. There is also scaffold protein c-Jun N-terminal kinase (JNK) interacting 

protein (JIP1) from the JNK pathway2. JIP1is known to associate with many kinases in the JNK pathway 

and is theorized to control JNK pathway activation3. JIP1 is also shown to be involved in Alzheimer’s 

disease and differentiation of neurons3, thus being one of many critical scaffolds that regulate signaling 

pathways involved in development and disease.  

Here, we discuss IQ-motif-containing GTPase Activating Protein 1 (IQGAP1) – a scaffold protein that 

mediates protein-protein interactions of complexes that regulate cytoskeletal formation and intracellular 

signaling1. Previous studies show that IQGAP1 interacts with the MAP Kinase pathway6, possibly 

facilitating signal transduction through the MAPK cascade7. Figure 1b shows a linear schematic of IQGAP1 

with key domains highlighted. For many years, it was believed that ERK1 and ERK2 bind to the WW domain 

of IQGAP18,9. Other studies showed that IQGAP1 binding to MEK1 and MEK2 (MAPK kinases which 

phosphorylate and activate ERK1 and ERK2) required the IQ domain10. Since IQGAP1 binds to so many 

components of the MAPK pathway, it is crucial to understand how IQGAP1 is interacting and regulating 

the cascade.  Overexpression of IQGAP1 has been found in cancers such as colorectal and ovarian11.  

Studies also suggested that the WW domain should be targeted to inhibit MAPK signaling12.  

Understanding the interactions of IQGAP1 and MAPK pathway kinases can help provide targets for new 

cancer therapies and other diseases.   

Section 2: Multisite Modification as a Regulatory Mechanism 

2.1 Post-Translational Modifications in a Cell  
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Although scaffold proteins provide an effective mechanism of signal transduction regulation, it is 

reasonable to assume that cascades rely on other, or a combination of, mechanisms to respond to stimuli. 

Across species, there are conserved PTMs that play key roles in regulating cell functions, at least between 

mammalian and plant cells13.  In fact, mammalian cells also use PTMs to regulate transduction cascades; 

modifications such as protein phosphorylation, methylation, and ubiquitination are a few PTMs. Some 

consider proteolysis a PTM as well14. Figure 2a includes common PTMs known (Adapted from 

http://tcohenlab.web.unc.edu/tau-post-translational-modification-puzzle/ ). Interestingly, many proteins 

are multisite proteins, meaning they can be modified on more than one location. Different PTMs play 

important roles in cell functions including cell division15, immune response14,16, and  aging17. Different 

signals can lead to distinct modifications and thus to the correct response, as observed in Sp-family 

proteins18. Understanding PTMs in cell biology is important to further develop existing biological models 

and build new therapies for diseases.  

The modification state is Sic1 in yeast helps regulate cell division. The cyclin kinase inhibitor Sic1 in yeast 

is targeted for degradation after it is phosphorylated15. More specifically, kinase Cdc4 phosphorylates Sic1 

to trigger cell division15. Sic1 needs to be phosphorylated on at least six of its nine sites in order for its 

degradation to be triggered.  This  degradation allows for proper cell cycle transitions15.  
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Figure 2. Post-Translational Modifications in the cell. (a) Different types of PTMs observed in cell biology (Adapted 

from http://tcohenlab.web.unc.edu/tau-post-translational-modification-puzzle/). (b) Processivity of modifications. 

K is the enzyme and S is the substrate. Processive mechanism of modification where one binding event can lead to 

modification of multiple sites vs Distributive where one modification occurs per binding event. Adapted from 

Reference19. The sequential mechanism of modification, where modifications may occur in an ordered fashion or 

unordered. (d) Cooperativity occurs when the modification of one site enhances (in this example) the modification 

of a second, denoted by the bigger arrow on the second set as a more favorable reaction. Synergy occurs when the 

modification of both sites yields a higher response (red glow) than the sum of the yield of the singly modified 

substrates (lower red glow). Adapted from Reference19. 

In the immune response, PTMs of antigens can influence proper recognition of pathogens, thus showing 

that PTMs can affect the processing of foreign and native antigens in autoimmune responses16. More 

specifically, in a variety autoimmune diseases,  immune response is dependent on the modifications of 

target antigens (Table 2 in Doyle et al.16).  During bacterial infections, bacteria have been shown to 

interfere with PTMs in the host cells for their own survival and replication by directly affecting 

activation/inhibition of cell responses14. Table 1 in Reference14 shows a collection of bacterial pathogens 

that interfere with host PTMs for their own survival.  
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Even in aging, PTMs regulate proteins involved in senescence17. Some PTMs cause changes/damages to 

long-lived proteins and thus play a role in the aging process. In fact, there are numerous deleterious non-

enzymatic modifications observed in in vivo systems17. For example, proteins in ocular lenses accumulate 

damage over time, leading to senile cataracts.  These proteins are damaged through anodic shifts (greater 

electronegativity); usually via PTMs such as deamidation, carbamylation, phosphorylation, and oxidation 

of methionine17. This serves to show the significance of understanding PTMs as both regulatory and 

pathological mechanisms.  

Aside from the fact that PTMs regulate cell responses, different PTMs yield unique protein activities in 

proteins like p5320, ion channels21, and Sp-family proteins18. Tumor suppressor protein p53 has more than 

30 modification sites20. Having so many different possible combinations of modifications may explain 

p53’s ability to exert different functions20. For example, phosphorylation of Ser15 and Ser20 reduces 

affinity for negative regulator Hdm2 and promotes recruitment of transcriptional activators. However, 

phosphorylation of Ser46 induces pro-apoptotic genes, while phosphorylation of Ser392 (after UV 

exposure) activates DNA binding by stabilizing p53 tetramers20, further suggesting that different 

modifications of distinct sites regulate different protein activities.    

Prabakaran et al. have also shown that different modification-forms elicit different responses within a 

cell21. In membrane signaling proteins, the channel's conductance depends on how many modifications 

are in place. In microtubules,  it has been shown that motility and cytokinesis depend on the location and 

number of polyglycocylated glutamate residues in beta tubulin21. In Way et al., authors show that 

phosphorylation, acetylation, glycosylation, and SUMOlation of Sp-family proteins in plants control Sp-

protein activity18. For example, phosphorylation of Sp-1 at residues S56 and S101 yields increased binding 

affinity to DNA, while glycosylation of Sp-1 results in protein translocation18. This shows that different 

modifications at distinct sites have a different effect on protein activity. Ultimately, most PTMs help 

regulate a protein’s activity. 

Regardless of a protein’s function, phosphorylation is theorized to be a strong regulatory mechanism for 

substrates. However, it is unclear why multisite phosphorylation and modification is so common among 

proteins. How do enzymes ‘know’ (1) how to accomplish the modification of a multisite substrate, (2) 

which sites are regulatory sites, and (3) which proteins are their respective substrates? Here, we explore 

the current understanding of such mechanisms, among other things. 

2.2 Factors of Post-Translational Modifications  
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Given an un-modified substrate with multiple modification sites available, what are the mechanisms that 

determine which sites are modified, and with what efficiency? In this section, we will focus on multisite 

protein phosphorylation as an example.  When considering multisite phosphorylation, we can 

theoretically consider different factors that pertain to modifications such as (1) the rate at which a site is 

modified, (2) the binding affinity of the kinase to the substrate, (3) the kinase processivity, (4) the 

sequence of modifications, and (5) interactions between the modification sites.  

The rate (velocity) at which a single site is modified may differ relative to another site on the same 

substrate. For instance, Tyrosine Hydroxylase (TH) is phosphorylated in vitro by calcium-calmodulin-

dependent protein kinase 2 (CaMKII), and the two Serine residues are phosphorylated at different rates 

based on mass-spectrometry data22. Bevilaqua and colleagues show that the phosphorylation of one of 

the Serine sites leads to a conformational change of TH and thus makes the second Serine site more 

accessible to the kinase22.  

The phosphorylation rate is not the only aspect of interest, in fact, the binding affinity of the kinase to the 

substrate is also crucial for understanding how phosphorylation occurs. The strength at which the kinase 

binds to the substrate plays a role on the rate of phosphorylation. In theory, it is possible to assume that 

if the kinase is binding weakly to the substrate, the rate of phosphorylation is low and vice versa. For 

example, disassociation constant Kd values have been measured for different kinase-substrate complexes 

in the MAPK cascade using direct in vitro binding assays23,24. To provide an example, Ho and colleagues 

approximate the Kd of JNK1 binding to MKK7 in vitro to be 70-100 uM, (MKK7 phosphorylates JNK1)23,24. 

Note that the smaller the Kd values are, the stronger the binding affinity is. Thus, the binding affinity of 

the kinase-substrate complex can play a significant role on phosphorylation, ultimately regulating signal 

transduction specificity.  

Some substrates contain more than 10 sites phosphorylated by the same kinase25. The question becomes, 

does how does the enzyme modify all the sites? Theoretically, one possibility is that the enzyme binds to 

the substrate and modifies all the sites during a single binding event, termed processive modification. A 

second possibility is that the enzyme binds to the target and modifies one site, then unbinds and must re-

bind to modify another site, i.e. one modification per binding collision, termed distributive. It is also likely 

that some systems have some combination of the two26, leading to more complexity. For a review on the 

processivity of phosphorylation refer to19. An example of processive phosphorylation is in27, where a 

synthetic peptide of Hck, a kinase from the Src family, phosphorylates the Tyrosine sites on its target (SH2 

ligand-containing peptides) in a processive manner.  Aubol and colleagues also show that Serine/Arginine 
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(S/R) protein-specific kinase 1 (SRPK1) phosphorylates ASF/SF2 in a fully processive manner28. As a 

biological example of distributive phosphorylation, consider transcription factor ATF2 which can be 

phosphorylated by p3829. Waas and colleagues show that p38 phosphorylates two Threonine residues in 

a distributive manner29. Figure 2b shows a comparison of processive and distributive modification.  

Once the enzyme binds to its target, do the combinatorial modifications of the sites matter? More 

specifically, once modification is initiated, what is the order on which the sites are modified? It is possible 

that sites are modified randomly, in a specific order (Figure 2c), or a combination of the two. For example, 

suppose there are three sites s1, s2, and s3. Will they be phosphorylated in that N-terminal to C-terminal 

order or in some unordered fashion? In fact, p38 phosphorylates ATF2 in a distributive but unordered 

manner; Threonine residues can be phosphorylated in any direction29. Similarly, ERK2 phosphorylation by 

MEKs is shown to be unordered19. There is also evidence of ordered phosphorylation. Not only does SRPK1 

phosphorylate ASF/SF2 in a processive manner, there is an order to the sequence of phosphorylations28. 

The three sites on Lethal giant larvae (Lgl) in Drosophila are phosphorylated by atypical Protein Kinase C 

(aPKC) in a specific, preferred order30. In rhodopsin phosphorylation, using mass spectrometry, the 

phosphorylation (and dephosphorylation) occurs in an ordered manner31. It is also likely that 

phosphorylation of a substrate occurs in one sequence and dephosphorylation in another19. Conceivably, 

it is possible for substrates with many sites to contain regions where phosphorylation occurs in an ordered 

fashion while other regions are unordered. When considering the sequential mechanism of modification 

(and de-modification), substrates can exist is so many states, depending on the mechanism, that obtaining 

experimental data may prove to be difficult. Mathematical models may be necessary to fully understand 

the mechanisms of multisite PTMs.  

An additional mechanism of PTM regulation lies in possible connections between sites such as (1) 

cooperativity, (2) synergy, and (3) allostery. Cooperativity refers to the scenario where modification of 

one site enhances (positive cooperativity) or inhibits (negative cooperativity) the modification of a second 

site. This means that given the first site is modified, the modification of the second site is more favorable 

(or less) than equally favorable. Figure 2d depicts phosphorylation as an example of cooperativity 

between sites where having the first site phosphorylated, the second phosphorylation event is more likely 

to occur than if the first phosphorylation was not already present (shown as a denser arrow along the 

second reaction). In in vitro experiments with sodium-hydrogen exchanger regulatory factor 1 (NHERF1) 

and PKC show there is cooperativity between two sites32. More specifically, the phosphorylation of the 

Threonine site at residue 95 enhances the phosphorylation of Ser77. Although there are eukaryotic 
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pathways with substrates containing cooperative sites, proteomic analysis show that not all substrates 

contain them33.  

Given a substrate with two modification sites, synergy is when the interactions of having both sites 

modified yield a higher effect in protein activity than the sum of the effect of a single site, Figure 2d 

(bottom). For example, consider the three phospho-Serine sites on Lgl that are phosphorylated by aPKC30.  

The phosphorylation of any one site has been shown to have a much smaller effect on cortical 

displacement than when all sites are phosphorylated30. 

Sometimes confused with cooperativity is allostery. The concept of allostery states that ligand binding or 

modification at one site results in a conformational or activity change at a distinct site (Definition from 

Reference35). The most common example of allostery is hemoglobin. Generally, when one oxygen 

molecule binds to one of the four sites on hemoglobin, this causes a conformational change in the 

remaining three sites allowing other oxygen molecules to bind to hemoglobin relatively easier. Since the 

description of allosteric hemoglobin, there have been many other biological examples of allosteric 

proteins. For example, phosphor-2-dehydro-3-deoxyheptonate aldolase has been shown to be an 

allosteric modulator36. In fact,  the Allosteric Database provides an excellent resource for allosteric 

molecules37–39 and can be found at (http://mdl.shsmu.edu.cn/ASD/module/mainpage/mainpage.jsp) with 

a large amount of data readily available.  

Given the above, enhancing our understanding of the mechanisms of multisite modifications is crucial in 

moving forward. Although there is extensive biochemical knowledge on the processes of PTMs, there is 

still a great deal to learn about signal transduction regulation through PTMs. How modification of distinct 

sites regulate protein activity is still poorly understood but can shed some insights on both development, 

organism evolution, and medical advances.  

2.3 Regulatory Modification Sites  

Modifications regulate different responses in a cell. Ubiquitination of p53 results in nuclear transport40. In 

2013, Nie et al. showed that phosphorylation of Ser418 in FOXP3 regulates transcriptional activity 

responsible for T cell suppressive functions41.  Additionally, F-box protein S-phase kinase associated 

protein 2 (Skp2) is acetylated by p300 at Lys68 and Lys7142. This acetylation leads to increased Skp2 

stability and, as a result, oncogenic function also increases42. There are many more examples of different 

functions PTMs can regulate.  

http://mdl.shsmu.edu.cn/ASD/module/mainpage/mainpage.jsp
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Determining which sites (or combination of sites) have downstream regulatory effects is a challenging 

task, particularly when considering that proteins containing multiple sites can be modified by different 

kinases/proteins that give unique responses. For some multisite substrates, different functions are 

activated when distinct sites are modified25. This requires deeper understanding of how multisite 

modification regulates protein function. The complexity of multisite proteins is a feature used by 

experimentalists to determine sites of interest for targeting. Thus, an important step in understanding the 

effects of multisite phosphorylation, and other PTMs, on signal transduction events is to determine which 

specific sites (or combination of sites) contribute to protein activation/inhibition.  

Experimental data show how some multisite proteins at distinct phosphoforms perform different 

objectives. For example, p53 is a multisite protein with more than 16 reported sites25. Phosphorylation of 

Ser20 affects p53’s binding to other proteins, whereas phosphorylation of Thr81 affects its stability25. As 

discussed above, the multisite phosphorylation of p53’s Serine residues 18 and 23 play a role in activating 

p53-dependent apoptosis that other p53 sites do not43.  

Phosphorylation has also been shown to regulate transcription factor activity25. Transcription factor Gli1 

in the Hedgehog Pathway binds to DNA depending on its phosphorylation state44. Hh signaling is initiated 

when Hh protein binds to receptor Ptch1. This binding activates Smo, which in turn, by an unknown 

mechanism, promotes the dissociation of Sufu from Gli1, a multisite protein45. This dissociation allows 

Gli1 to be available for further phosphorylation. In fact, Atypical Protein Kinase A (aPKC) has been shown 

to phosphorylate Gli1 in the DNA binding domain, increasing the binding affinity of Gli1 to DNA45. 

However, when S6K1 phosphorylates Gli1 at Ser84 in the Sufu binding domain, Gli1 is released from its 

sequesterer Sufu46. As a third example, consider transcription factor c-Jun with a total of six 

phosphorylation sites targeted by JNK47. Experimental evidence shows that phosphorylation of the first 

four sites yields transactivation while phosphorylation of the last two sites are associated with Jun protein 

degradation47. 

Since so many proteins contain multiple modifications sites, the combination of modifications a substrate 

can exist in increases considerably relative a single-site protein. A substrate with one modification site can 

exist in only one of two states: un-modified or modified. A protein with 2 sites, can be in one of 4 

modification-forms. A substrate with n sites can exist in a maximum of 2^n phosphoforms. At a given time, 

the population of all the substrate molecules in a cell is made up of substrates in different modification-

states. With such complexity, mathematical models are necessary for in-depth analysis of the mechanism 

and function of multisite modifications on protein activity. This brings up an interesting question, if the 
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modification of some sites contributes more than others to the overall activation of a protein, how does 

this phenomenon affect signal transduction regulation? Or more specifically, how does this phenomenon 

affect the energy associated with the modification and protein activation? To address this, we need to 

understand the free energy of individual sites.  

2.4 Gibbs Free Energy of Regulatory Sites  

Here, I introduce Gibbs Free Energy in the context of PTM’s.  Gibbs free energy can be thought of as the 

“available” energy in a system and is mathematically defined as:  

                                                                                  ΔG = ΔH – T ΔS,                                                (Eq. 1) 

where ΔH is enthalpy, T is temperature in Kelvin, and ΔS is the entropy of the system. ΔG is usually given 

in kJ/mol units and is a very useful measurement for evaluating the spontaneity of chemical reactions. To 

understand ΔG, I believe it is crucial to first explore the individual components of Equation (1) above. 

Enthalpy, ΔH, is the amount of heat or energy that is absorbed or released in a system at a constant 

pressure, also known as the “potential energy.” Consider the ball at the top of a hill in Figure 3. The 

potential energy for the ball at the top of the hill is relatively high next to the potential energy at the 

bottom of the hill since more heat/energy can be released while at the top of the hill. In this example, the 

system’s enthalpy has decreased when the ball rolls down the hill, making ΔH < 0. Holding the other terms 

in Equation (1) constant will allow ΔG to decrease. 

 

Figure 3: Free Energy in Context of PTMs. Figure depicting key concepts of Gibbs Free Energy ΔG (a) Enthalpy 

example of ball at top of hill and bottom of hill. Here the forward reaction has a negative ΔH as energy is released. 

There is more potential energy when ball is at top of the hill than when the ball is at the bottom of the hill. (b) 

Entropy example where particles are in a contained environment with a barrier vs when the barrier is removed. 
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Entropy increases, ΔS>0 since the system is more disordered after the barrier is removed. (c) Cartoon depiction of 

protein phosphorylation reaction. (Top) An ATP molecule hydrolyzes to ADP and a free phosphate group. In this 

reaction, energy is released when the bonds between the β and γ phosphates in ATP are broken and vice versa. 

(Bottom) In phosphorylation, a free phosphate group is covalently bound to a residue on a substrate. The creating 

of this new bond requires energy and thus  ΔH > 0. (d)  Example of Gibbs Energy (G) for the reaction pathway that is 

favorable A  B. The distance between a and b is the activation energy and c is G at the end of the reaction. In this 

example ΔG <0. (e) Example of distinct ΔG values for the phosphorylation event of distinct sites. For example, the 

phosphorylation of the first site can have an associated ΔG that differs from the phosphorylation of the second site. 

(f) The ΔG associated with activating a protein and a single site can also vary from site to site. In this example, the 

phosphorylation of each site contributes to the mechanical conformational change. However, one site might 

contribute more than another. 

Entropy, ΔS, is a measurement for the disorder in a system. For example, let’s consider diffusion. Suppose 

that the molecules in Figure 3b are concentrated to the left of a membrane. If the membrane were to be 

removed, the molecules would diffuse throughout the entire environment, making the system more 

disordered or more random (to be precise, when the new equilibrium is established, it is much less 

probable that the molecules will end up clustered together on the left side than that they will end up more 

spread out). Thus, the system’s entropy increases, making ΔS > 0. Holding the other terms in Equation (1) 

constant will also allow ΔG to decrease.   

Now that we understand the components of Equation (1), what can we learn from ΔG? Let’s analyze the 

sign of ΔG. If ΔG < 0, the system is spontaneous or exergonic. Here, free  energy is released and will be 

referred to as “favorable.” When ΔG > 0 then the system is non-spontaneous and endergonic, where 

energy is absorbed and referred to as “unfavorable.” If ΔG=0 then the system is in equilibrium. Thus H, T 

and S can affect a reaction’s spontaneity. An interesting question would be under what conditions is a 

reaction favorable? In Table 1, we can see under what conditions a reaction will yield ΔG < 0, where the 

two columns under ΔG depend on whether the temperature T is low or high.  

 

Consider Gibbs free energy in the context of a PTMs. As an example, let’s consider protein 

phosphorylation. Here, phosphorylation requires the reaction where an ATP molecule hydrolyzes to form 

an ADP molecule and a phosphate group that is transferred to the substrate (Figure 3c top). Here, there 
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is energy being released from the bonds between the beta and gamma phosphates in ATP. The addition 

of a phosphate group to a protein’s amino acid residue would require energy (Figure 3c bottom).  Looking 

at the complete phosphorylation reaction, if the amount of energy released from the conversion of ATP 

to ADP + a phosphate group is greater than the amount of energy absorbed when adding the phosphate 

group to an amino acid residue, then ΔH <0. Although the  ΔH of phosphorylation can be negative, this 

does not necessarily mean that phosphorylation is a spontaneous reaction. From Table 1, depending on 

ΔS and T, the favorability of the reaction can have a positive or negative ΔG. Experimental evidence 

suggests that the free energy of phosphorylation can be measured48–52.  

Additionally, the ΔG of the effect a single phosphorylation has on substrate conformation has been 

limitedly measured. For example, let’s consider scaffold protein Ste5, computational methods have 

approximated that the ΔG of each site is -8 kcal/mole53. In phosphorylation, the effect of a single 

phosphate on conformation54, protein-protein binding55 or protein-membrane binding53,56 has been 

estimated to be about -2 kcal/mol; all favorable reactions.  

ΔG is the difference between Gibbs energy at the start and end of a reaction; consider the reactions:  

 

Here, G = Gend - Gstart of the reaction. In Figure 3d, we see the value of Gibbs energy as the reaction takes 

place, termed the reaction pathway. The values of a, b, and c are the Gibbs free energy at key points of 

interest. At the start of the reaction, there is an activation energy (b-a) required and is proportional to kf. 

The difference between G at the end of the reaction and the activation energy (c-b) is proportional to kr 

and is related to the spontaneity of the reaction or equilibrium. We can see that in this example Gend (at 

B) is lower than Gstart and so ΔG < 0, making the forward reaction favorable. Notice that changing the 

height of the activation energy barrier does not affect the equilibrium. It can be shown that the 

equilibrium 𝐾𝐸 =  
𝑘𝑓

𝑘𝑟
. In fact, if a reaction is spontaneous, then the ratio at equilibrium of products to 

reactants is greater than 1. Since KE is equal to the ratio at equilibrium of products to reactants then it 

follows that for spontaneous reactions, KE >1. Similarly for non-spontaneous reactions. The relationship 

between ΔG and KE is given by: 

          (Eq. 2)  
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where R is the gas constant and T is temperature in Kelvin. Note that the relationship is exponential. For 

example, doubling ΔG can increases KE 10-fold or more. This relationship tells us information about 

spontaneity given KE, which is experimentally measurable. 

When thinking of PTM’s, individual sites can have a unique ΔG associated with them. For example, 

consider the theoretical substrate in Figure 3e. Here, the ΔG of the first modification event could differ 

from the ΔG of the second. Generally, each site being modified has a unique ΔG of phosphorylation. Even 

further, the ΔG of activating a protein after each modification is theoretically unique at each site. For 

example, in Figure 3f, a substrate can be modified to change conformations, and each site may contribute 

differently to this conformational change. Although there is significant work done by others to model 

PTMs and their regulation of conformational changes, not much is known about how the modifications of 

single sites contribute to substrate activation in multisite systems.  

Section 3: Kinase-Substrate Specificity  

3.1 The Docking Site: An Overview 

Understanding how proteins recognize their substrates is an important aspect of protein modification.  

Unpacking kinase-substrate specificity and fidelity can also be useful for pharmacology and biochemistry. 

Without the ability to discriminate substrates, kinases would be able to modify any protein anywhere in 

the cell, which would certainly lead to negative outcomes. One possible explanation as to how proteins 

find their respective substrates is that they recognize the modification site and the neighboring residues. 

For example, MAP kinases are Ser/Thr-Pro driven proteins, meaning they phosphorylate a Ser or Thr 

residue with a Pro in the +1 position57. However, if this were the only aspect of phosphorylation, MAP 

kinases would phosphorylate just about anything with a Ser/Thr-Pro sequence, which is not the case; 

suggesting that there are must be other factors contributing to specific kinase-substrate 

phosphorylation58. Indeed, extensive experimental data show that some MAP kinases bind tightly to 

conserved regions that are distinct and separate from the actual phosphosite, termed Docking Sites58,59 . 

Thus, docking sites and docking interactions could be a key to understanding kinase-substrate interactions 

and the regulation of signaling pathways.  

Docking sites are short linear motifs that usually lie 20-100 residues upstream of the modification site and 

are important for kinase-substrate specificity60. These motifs have been shown to be conserved across 

species and even homologues58,61–63. One possible rationalization as to why docking sites would be 

conserved is that they allow for higher binding affinity between substrates and their kinases. This would 

allow docking sites to regulate the substrate activation efficiently64. In 1996, Bardwell & Thorner showed 
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that a docking site found in yeast MEK is conserved in mammalian MEK’s64. The docking site for MEK-

MAPK binding is both structurally and functionally conserved from yeast to mammals58. In Jun 

homologues, the delta domain of Jun is conserved in JunB homologues59.  

Docking sites have also been found in proteins with other PTMs in addition to phosphorylation.  For 

example, the C-terminus of Hsp70 Interacting Protein (CHIP) is shown to bind to an intrinsically disordered 

docking site of Interferon Regulatory Factor-1 (IRF-1) which regulates IRF-1 ubiquitination65. Additionally, 

p53 contains multiple sites on which it is modified, and docking sites have been theorized to be key 

regulators for dynamic and specific binding of p53 and its partners40. In dephosphorylation, MAPK 

phosphatases compete with transcription factor Elk-1 for binding to MAPK via a docking site; ultimately 

affecting dephosphorylation efficiency66. How docking sites regulate PTMs remains an interesting aspect 

of signal transduction regulation. 

3.2 The Docking Site as a Regulatory Mechanism of Modification 

Experimental evidence shows that docking sites increase phosphorylation efficiency59. There are Ser/Thr 

family protein kinases that rely on the docking site to mediate interactions as summarized in67. It is 

theorized that the double selection that docking sites provide serve to prevent transcription factors from 

being activated by promiscuous kinases.  However, it is unclear if less discriminating docking sites exist. If 

they did, they would bind to multiple kinases and allow for response from a variety of stimuli60. In this 

section, we summarize some biological evidence where docking sites serve to regulate PTMs. 

The inhibition of docking sites lowers the phosphorylation of multisite proteins in the MAPK cascade68.  

Phosphorylation of c-Jun Serine sites by JNK depends on the presence of the docking site69. Kallunki et al. 

showed that when the docking site is mutated, the overall phosphorylation of c-Jun is decreased relative 

to wild type (WT)69. This would suggest that when the kinase JNK is left to independently select 

phosphosites, the overall phosphorylation decreases, relative to WT. It is also possible that the docking 

site helps maintain the kinase and substrate bound longer or with a stronger binding affinity64. In fact, 

when the docking site is inhibited, the Serine sites closest to the docking site are phosphorylated less than 

when the docking site is left undisturbed69. However, JNK it has been reported that JNK phosphorylates 

the Threonine sites of a docking-site-deficient-mutant more than WT c-Jun; these sites are further 

downstream to the docking site69. Additionally, Bardwell et al. showed that when MKK4 docking peptides 

compete with c-Jun for JNK binding, c-Jun phosphorylation decreases when more peptide is present68. In 

other words, competition assays also show that when JNK, c-Jun, and Docking Site peptides are together 

in vitro, c-Jun phosphorylation is decreased68; this indicates that when the docking site is not available on 
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JNK, then JNK cannot properly phosphorylate c-Jun. These results suggest that the docking site is part of 

the regulatory mechanism of phosphorylation of JNK pathway targets.  

Additionally, docking sites regulate phosphorylation of yeast High Osmolarity Glycerol (HOG) pathway 

proteins70. Tatebayashi et al. showed that mutations to the docking site of Pbs2 drastically reduced its 

interaction with Ssk2 and Ssk22, which are downstream targets of the HOG pathway. Interestingly, 

Tatebayashi et al. showed that the fusion of Pbs2 docking site to other MAP kinases, namely Ste7, allowed 

for phosphorylation of Ste770, further showing that docking sites are crucial for efficacy and specificity of 

phosphorylation.  

In addition to regulating phosphorylation, docking sites have also been shown to regulate other PTMs. For 

example, IRF-1 ubiquitination is dependent on CHIP binding to the docking site65. IRF-1 ubiquitination is 

important for delivery to the proteasome and ultimately cell cycle arrest65. In bacterial chemotaxis, CheB 

catalyzes both methylation and demethylation of aspartate receptor of E. coli71. Barnakov et al., showed 

in 1999 that in vitro CheB has a docking site for the methylesrerase/deamidase of the asparatate 

receptor71.   In mammalian cells, the STAT transcription factors work to enhance cell growth and the cell 

cycle72. A study showed that Stat3 acetylation by p300 is docking site dependent72. Furthermore, Lys 

acetylation was also shown to be critical for stable Stat3 dimers which are required for DNA binding and 

transcriptional regulation72. These biological examples serve to show that docking motifs may play an 

important role in regulating protein modifications and ultimately signal transduction.  

To summarize, possible hypotheses as to why a docking site is necessary are that (1) it helps the kinase 

recognize its target protein, (2) it increases the binding affinity of the kinase-substrate complex and (3) 

may even create an allosteric response for access to phosphosites. Notwithstanding the extensive studies 

of kinase-substrate specificity, there is still plenty to be understood in the near future with emerging 

biochemical and theoretical tools.  

Section 4: Mathematical models for Multisite Protein Modifications  

4.1 Multisite Modifications and Protein Activity 

To provide background, here I introduce two key concepts regarding protein response. When asking how 

one component of a system affects signal transduction, we generally need a measurement of response. 

Hence, given a substrate and its activator (usually enzymes like kinases and phosphatases), we can 

measure the amount of active substrate based on factors of modification. The most common tool to 

measure protein activity is a dose-response curve (Figure 4a).  These curves help determine a profile for 
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different aspects of PTMs on the substrate and provide insights on signal transduction regulation. These 

response functions can give important information regarding protein activity such as (1) sensitivity – how 

much activator is necessary to trigger a response from the substrate, (2) threshold values –the 

concentration of enzyme that maintains a low substrate activation, and (3) ultrasensitivity – the switch-

like behavior of the response. Sensitivity and threshold are usually measured with Effective Concentration 

(EC) values that determine the concentration of enzyme that induce a response at a specified percent of 

the maximal response. For example, EC10, in Figure 4a, represents the Effective Concentration of enzyme 

that activates the protein at 10% of the maximal active protein. Sensitivity and threshold differ in their 

calculations, sensitivity is usually the EC50, while threshold is normally defined as the EC10. Both of these 

values provide insights into the regulation of the substrate and may become useful in drug design73. 

 

Figure 4: Dose Response Curves and Multisite Modifications. (a) General dose response curve. EC10 and EC90 are 

the enzyme concentrations at which there is a 10% and 90% response, respectively and labeled with the dashed 

lines. (b) Dose response curves with different Hill coefficients. (c) Dose response curves with different possible 

thresholds and switches: good threshold with a good switch (black), bad threshold with a good switch (purple), good 

threshold with a bad switch (orange), and bad threshold with a bad switch (red). 

A common role for multisite modifications is to create switch-like, or ultrasensitive, dose response 

curves74–76. We can think of ultrasensitivity as a degree of the “switch-ness” of the response, or how 

sigmoidal the curve is. A quantitative term used is the Hill number/coefficient H from the expression  

                            (Eq. 3) 

where x is the input or substrate concentration, Y is the response, and k is a parameter74. For examples of 

ultrasensitivity in signal transduction, refer to77. Ultrasensitivity can be measured in different ways77. A 

common measurement of the Hill number H is given by:  
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            (Eq. 4) 

where EC10 and EC90 are the Effective Concentration at which there is a 10% of maximal response and 90%, 

respectively, as seen in Figure 4a, based on the Goldbeter-Koshland observations78. If there is no 

ultrasensitivity in the response, the effective Hill number is approximately 1 meaning that the fold change 

between EC10 and EC90 is exactly 81, thus for the response to go from 10% active to 90% requires an 81-

fold change in the concentration of the activator, as depicted in Figure 4b with H=1. When the effective 

Hill number is greater than 1, the response is said to ultrasensitive and the fold change between EC10 and 

EC90 is less than 81. However,  when the Hill number is less than 1, the response is said to show negative 

ultrasensitivity.  In Figure 4b, we see what typical dose response curves with H>1 may look like. More 

specifically, we can see that the “switch-ness” of these curves becomes sharper with higher H and the 

initial response is lowered, i.e. it takes more input to generate a response. Note that the Goldbeter-

Koshland expression is not the only way Hill numbers have been measured, in fact, studies have used max 

slope - the maximum slope of the curve79, the slope at EC50 80, and the value of H from fitting data to 

Equation (1)81–85, and other formulaic values of H86–88.  

One can also think of the Hill number as a measurement of two aspects of a response: (1) the threshold 

and (2) the switch. The threshold is the concentration of activator that maintains a low substrate 

activation, or at least to some extent. A good threshold is believed to be beneficial is signal transduction, 

as it would mean that the substrate does not respond to “background” concentrations of its activator until 

that concentration is sufficiently high. The switch is generally the steepness of the response curve or a 

measurement of how little change in activator concentration yields max response from the substrate; also 

can be described as a measurement of the sigmodicity of the curve or how close to a step-like function 

the response is. In Figure 4c, examples of what good/bad thresholds and switches might look like. If a 

response curve has a good threshold and a good switch, we can visualize a curve similar to the black curve. 

This response can be obtained from the standard Hill function with a large value of H. If the response is 

too immediate with low activator concentrations and the response is not sharp, it is said to have a bad 

switch and a bad threshold (red curve). This response is seen in Michealis-Menten kinetics. If a response 

has a good threshold but a bad switch (orange dashed curve), we can see that the initial response is 

minimal until a certain activator/enzyme concentration. After that point, the response is not immediate 

but graded resembling that of Michaelis-Menten kinetics (bad switch). Interestingly, if a response has a 

bad threshold and a good switch (purple dashed curve), then the initial response is too quick for low 
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activator concentrations but still a sharp response. There are not too many mechanisms displaying this 

behavior to the best of my knowledge thus far but would be interesting to explore.  

We do know that multisite modifications are not necessarily going to yield a good switch, but can provide 

a mechanism for a good threshold89.  Here, we discuss mathematical models and analyses of multisite 

protein modification mechanics and their effect on signal transduction regulation. For a recent review of 

multisite phosphorylation as a mechanism of ultrasensitivity, refer to77. 

4.2 Mathematical Models of PTMs 

Mathematical models are useful to study complex biological phenomena. Consider a protein with n 

modifications sites. This substrate alone can exist in 2n states. This large number of combinations leads to 

a need for computational methods. In fact, mathematical models are excellent tools to examine the 

mechanisms of the individual working parts and/or their coupling. Both biophysical and non-biophysical 

models have been used to understand PTMs in the cell. In this section, an overview of the latter type of 

models in the context of PTMs are discussed.  For the purposes of this section, non-biophysical models 

will be referred to as mathematical simple models. For the most recent review on mathematical simple 

modeling of multisite protein phosphorylation refer to19 (Salazar 2009). In recent years, there has been 

an increase in mathematical modeling to better understand multisite modification using concepts such as 

(1) rates of modification, (2) binding affinities between enzymes and substrates, (3) processivity of 

modification, (4) sequence of modification, and (5) binding to scaffolds or docking sites. In Table 2 and 

the remainder or this section, we summarize a few mathematical simple models focusing on multisite 

PTMs. Through mathematical modeling, researchers have been able to gain insights into signal 

transduction regulation via multisite modifications like phosphorylation.  

One key factor of multisite protein modification is the rate of modification of individual sites. Using 

mathematical models that focus on the rates of modifications has been done before. For example, in 

Reference 90, authors investigate how the rates of phosphorylation of individual sites influence protein 

response. More specifically, it was shown that ultrasensitivity is robust to changes in modification rates. 

In fact, this paper suggests that in order to reach the maximum ultrasensitivity, sites should have similar 

rates of modification. For a more comprehensive review on rate of modification mathematical modeling, 

refer to19. Table 2 includes some references that explored parameter space for the rate of modification 

or ratio of rates of different sites.     
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It is unlikely that the rates of modification are the only factor regulating protein activity. The binding 

affinity between enzyme and substrate can play a role in the modification of the substrate as well as the 

specificity. In recent years, researchers have focused on enzyme kinetics since the classic Michaelis-

Menten description and there has been a collective effort to better understand how binding affinities 

regulate proteins using mathematical modeling. In fact, Mukhopadhyay et al. investigated differential 

binding affinities between ZAP-70 and  3-zeta chain immunoreceptor tyrosine based activation motifs 

(ITAMs). Mukhopadhyay et al. used a systems approach to show that, in immune response, T-cell antigen 

receptor (TCR) ultrasensitive response relies on multiple factors namely: having multiple ITAMs, 

sequential modification, and different binding affinities between ZAP-70 and the ITAMs91. Additionally, 

consider an exploration of phosphorylation-dephosphorylation cycles that allows for kinase-phosphatase 

complexes to form, as seen in phosphoinositides regulation84. Szomolay et al. observed ultrasensitivity in 

these phosphorylation-dephosphorylation cycles that exists outside of a zero-order regime. Interestingly, 

this system also allowed for non-monotonic bell-shaped response for kinase-phosphatase complex that is 

robust to varying binding affinities84. Unfortunately, the parameter space explored in this study did not 

span large orders of magnitude. This study shows that even simple deviations of basic biochemical process 

networks can give rise to “significant consequences on the response of such systems”84.   

An interesting aspect of PTMs to model is the processivity of the events. A huge topic of research lies in 

the processivity of PTMs. In fact, distributive and processive modifications have been considered 

extensively. For a review of some of these models and mechanisms, refer to19.  Table 2 includes a brief 

description of both processive and distributive mechanisms  along with references in which each method 

was explicitly modeled. For example, in81, a model comparing processive and distributive modifications 

determined that ERK2 is phosphorylated in a distributive method; also a great example of a mathematical 

model providing key insights on biological phenomenon. Some studies include mixed mechanisms 

between processive and distributive modification styles26,80,92. These show that modification processivity 

plays a role in the regulation of key components of signal transduction. 

Similar to processivity, the order of modifications can impact protein regulation. Since there are biological 

systems with sequential and non-sequential phosphorylation, mathematical analysis has also kept up with 

that fact. In p38 MAPK proteins, a mathematical model of multiple phosphorylations showed that MEK6 

phosphorylation by TAO2 kinase processive and the Thr is phosphorylated prior to the Ser93. In a more 

general multisite protein, Varedi et al. provide a rigorous mathematical analysis to examine how multisite 

phosphorylation yields ultrasensitivity protein degradation94. Here, authors show that the order in which 
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the phosphorylation events takes place can give rise to a switch-like temporal response of a multisite 

protein. Table 2 contains further mathematical models that consider the order of modifications in their 

analysis.  

Since docking sites and scaffolds play a crucial role in PTMs, mathematical modeling can provide significant 

insights. Basu and Liu show that scaffold proteins help create bistability in a generic multisite 

phosphorylation system95,104. They also show that ultrasensitivity may depend on the total scaffold protein 

concentration, binding rates, and number of sites. Additionally, mathematical modeling of docking sites 

have also provided new insights into PTMs in cell biology. A model that considers two-stage binding, 

docking site binding and target site binding, in phosphorylation-dephosphorylation is discussed in80. This 

model shows that ultrasensitivity can arise when the concentration of the substrate is smaller than that 

of the enzymes. Authors argue that two-stage binding allows the enzymes to sequester the substrate. This 

is significant for explaining decision-making in signal transduction when concentrations of substrates are 

low80. Other models that consider scaffolds and docking sites are included in Table 2.  

A major hole in this type of modeling is that it is unclear how cooperativity and allostery play a role in 

PTMs and signal transduction regulation. This is why we need allosteric-type models, where we can 

visualize interactions between sites and the overall effect of PTMs on substrate activity. Allosteric-type 

models will be discussed in the following section. It is also important to note that there is very little work 

to understand how single sites contribute to protein activity, a large gap in our understanding of multisite 

proteins. Lots of room here for further investigation. Although kinetic models as the ones discussed thus 

far are useful in understanding PTMs, biophysical models have also generated key insights into the 

mechanisms of signal transduction regulation. For a review on biophysical models, refer to96,97. 
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4.3. Cooperative and Allosteric Models 

Since many proteins exhibit cooperativity and allostery, it is important to also use mathematical models 

to unpack this behavior. A definitive example is Hemoglobin, with four subunit on which an oxygen 

molecule can bind. Hemoglobin dose response is switch-like in nature with an approximated Hill number 

of 2.7. Mathematical models have evolved to try and understand how a four-site protein can exhibit this 

type of ultrasensitivity.  There are prominent models that were specifically designed to incorporate 

cooperativity and/or allostery such as the Hill model74,  Adair model 109, Koshland-Nemethy-Filmer 

(KNF)110, and Monod-Wyman-Changeux (MWC)111 model. This section includes a brief description and 

comparison of these models in the context of PTMs.  

The Hill model74, has been alluded to in the previous text. Here, we discuss it in the context of multisite 

cooperativity. The Hill model is one that considers cooperativity between sites; the modification of one 

site enhances/inhibits the modification of the following modifications. Figure 5a includes a substrate that 

is made up of two subunits with one modification site each. The Hill model assumes that all modifications 

occurs simultaneous (Figure 5a). The Hill Equation for n sites is derived as:  

𝑦 = 𝑌𝑀𝐴𝑋

𝑥𝑛

𝑥𝑛 + 𝐸𝐶50
𝑛 , 

with similar parameter definitions as in (Eq. 3). Unfortunately, it is not physically realistic to assume to all 

modifications occur simultaneously, as the Hill model does not fit observed data like that for 4-site 

Hemoglobin which has a Hill number of ~2.7 while the Hill model predicts a Hill number of 4.  
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The Adair model109 has been extensively studied, expanded and taught throughout the mathematical 

biology community. The Adair model expands on the Hill model by assuming that modifications do not 

necessarily take place simultaneously and interactions between sites can occur, making it a more realistic 

model. In Figure 5b, we see how modifications on each subunit can take place one at time.  In the Adair 

model, modification (or binding) to one site can affect the modification (or binding) of the next. This model 

still assumes that modification/binding is still identical, meaning that the modification of one site is 

symmetrical to modification of another. This allows for multiple modification-forms of the substrate. For 

example, with the two-site substrate in Figure 5b, the substrate can exist with no modifications, one, or 

two. The Adair model then derives the following relation for y, the fractional occupancy of modification 

sites:  

𝑦 =
𝐾1𝑥 + 𝑞𝐾1𝑥2

1 + 2𝐾1𝑥 + 𝑞𝐾1
2𝑥2

, 

The Adair model has showed that by allowing the modification of the first site to influence the 

modification of a second, an ultrasensitive dose-response curve can arise. Unfortunately, the Adair model 

cannot describe how modification (or binding) sites are communicating with each other. Fortunately, 

other models can shed light on the allosteric ultrasensitive behavior seen in Hemoglobin.   

In the KNF model, some of the assumptions in the Hill and Adair models were relaxed. More specifically, 

the KNF model focused on proteins with more than one subunit by adding a structural component112. In 

the KNF model, authors assume that each subunit can exist in one of two states: active or inactive110. In 

addition to subunit states, the KNF model also introduced the concept of “induced fit.” Here, the 

modification of a site (or ligand binding) on an inactive subunit immediately forces that subunit to change 

its conformation to an active state. Note that the KNF model can also be used in PTMs in addition to ligand 

binding. For simplicity, Figure 5c, shows a substrate with two subunits and one modification site on each 

where the circles represent the inactive state and the rectangles the active state. In Figure 5c, the 

modification of the site on the first subunit induces the conformational change from one conformation to 

another. This possibility of having mixed conformations was a unique perspective on cooperativity 

between sites. In following with the KNF model, the sequential modification then allows the second 

subunit to be modified and change its conformation. This model is closer to describing hemoglobin 

ultrasensitivity than the Adair and Hill models.  

The MWC model was also introduced to further describe proteins with multiple subunits. Here, Monod et 

al. introduced the concept of “concerted binding” where the modification of a subunit forces the entire 
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protein to shift in its conformation from a “relaxed” to a “tense” state. The MWC model also considers 

thermodynamic elements to ligand binding. Shibayama showed that hemoglobin follows a the MWC 

model closer than the KNF model113. The MWC model has been extended to PTMs in addition to ligand 

binding.  In the context of PTMs, Figure 5d shows a schematic of the MWC model where a substrate can 

be modified while in a relaxed or tense state. The modification of any one site will change the 

conformation of the entire protein, not just that subunit as in the KNF model.  Some models, however, 

combine the KNF and MWC models such as the Hilser et al. model, where the protein is made up of two 

key subunits where each subunit can be in a relaxed or tense state (KNF) with MWC type modifications35. 

The MWC model has been extensively used in understanding areas of biology such as ligand-gated ion 

channels, bacterial chemotaxis, and genomic accessibility87. Here, I cannot review all MWC-type models 

because there is an extensive amount of work expanding on the work of Monod et al.  

 

Figure 5: Cooperative and Allosteric Models. Schemes representing models of PTMs each protein here is depicted 

as one with identical subunits. (a) Hill scheme where modifications occur simultaneously. (b) Adair scheme where 

modifications can occur in any order and the modification of a second site can occur at a different rate depending 

on the modification of the first. In (c-d) circles signify an inactive/tense conformations and squares are active/relaxed 

conformations. (c) Koshland-Nemethy-Filmer (KNF) scheme where there is a conformational change to the subunit 

modified and follows a sequential modification. (d) Original Monod-Wymann-Changeux (MWC) scheme where 

modification of any subunit results in conformational change of entire protein. 

To summarize, cooperativity and allostery observed in biology can be described using mathematical tools. 

The leading models include: the Hill, Adair, KNF, and MWC models. All of which have given tremendous 

insights on protein regulation through PTMs and ligand binding. Thanks to these models we understand 
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protein regulation more. There is still a lot left to learn about how multisite PTMs regulate proteins, but 

this is great place to be at right now.  

Section 5: JNK pathway as a Biological Model System  

5.1. Overview of JNK pathway and Transcription Factor c-Jun 

The Mitogen-Activated-Protein Kinases (MAPKs) are critical proteins in various MAPK cascades; here we 

focus on the c-Jun N-terminal Kinases (JNK) pathway.  This pathway regulates many different eukaryotic 

cell responses including embryonic development and cell death47. Similar to other MAPK pathways, the 

JNK pathway has proved to be a complex system with multiple components.  

The JNK pathway is activated by numerous triggers such as developmental cues, inflammation, pathogens, 

and hormones as seen in Figure 6a (adapted from Review47). These triggers activate MAPKKKs, which then 

phosphorylate MKK4 and/or MKK7. These MAPKKs then activate JNK by phosphorylation of Thr183 and 

Tyr185. JNKs (1,2, or 3) will then phosphorylate the target transcription factor. JNKs target a variety of 

transcription factors such as Elk4, ATF2, Smad2, and c-Jun. Here, we focus on transcription factor c-Jun 

which is then activated. The c-Jun response based on phosphorylation is associated with cell viability. A 

simplified version of the JNK pathway is included in Figure 6a (adapted from Review47). This section 

provides a short summary of our current understanding of the JNK pathway and multisite phosphorylation 

of transcription factor c-Jun. More specifically, this section will focus on the functional consequences of 

phosphorylation of c-Jun sites. 

To understand the functional consequences of c-Jun phosphorylation, we must first take a closer look at 

the main components of c-Jun phosphorylation. There are at least six sites that have been shown to be 

phosphorylated by JNK47 or other kinases. The phosphosites are in residues Ser63, Ser73, Thr91, Thr93, 

Thr239, and Ser243114–116, all with the S/T-P motif necessary for phosphorylation by proline-directed 

kinases. Figure 6b shows a linear representation of c-Jun and these phosphorylation sites.  

Similar to other MAPK pathway proteins, phosphorylation of c-Jun is also docking-site dependent117. The 

docking site on c-Jun lies between residues 32 and 42 with a sequence68 of 32KILKQSMTLNL42, as seen in 

Figure 6b. In 117, inhibition of the docking site showed significantly reduction on c-Jun phosphorylation. In 

fact, when there exist competing peptides that block access to the docking site, c-Jun phosphorylation 

efficiency drops as well68. Thus, a functional docking sites and the S/T-P motif are both necessary for 

efficient c-Jun phosphorylation.  
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Figure 6: JNK Signaling Pathway and Transcription Factor c-Jun. (a) General schematic of JNK signaling pathway 

(adapted from Review47). Signals that activate JNK pathway include developmental cues, pathogens, hormones and 

inflammatory cytokines. These signals activate MAP3Ks, which then activate MKK4/7. These kinases then 

phosphorylate JNK1, JNK2, and/or JNK2 on two regulatory residues. JNKs will then phosphorylate the appropriate 

target, for simplification, the target shown here is transcription factor c-Jun. c-Jun activity will then take place 

depending on its phosphorylation form. (b) Linear schematic of c-Jun with two enzymes shown to phosphorylate c-

Jun at the residues marked by the magenta squares. The pentagon on c-Jun represents the docking site (D-Site). The 

rectangles on the C-terminal end of c-Jun represent the DNA binding domain and the basic Leucine Zipper domain. 

At each pair of sites, the arrows indicate known c-Jun activity upon phosphorylation. More detail regarding each 

bullet point in text  (adapted from Review47). 

Although solving a crystal structure can prove to be difficult, Jun proteins, including c-Jun, are intrinsically 

disordered proteins47, making it relatively difficult to solve the complete c-Jun crystal structure. However, 

the DNA binding region of c-Jun has been solved, including the quaternary structures formed for DNA 

binding118. Fortunately, numerous computational methods are available that can give some information 

regarding protein structure (RosettaCommons, IUPred2, etc).  

5.2. Conservation of c-Jun phosphorylation sites  

Understanding the conservation of c-Jun orthologs can provide new insights into the evolution of c-Jun 

and c-Jun phosphorylation. With emerging technologies, the conservation of phosphosites and their 

evolution across species is attainable135. In this section, I provide a short overview of the conservation of 

the docking site, the four N-terminal phosphosites, and the 2 C-terminal phosphosites in different species. 

Sequences were found through UniProt Genetree entries for five different vertebrae classes: Danio rerio 

(zebrafish), Xenopus tropicalis (tropical frog), Chelydra serpentina (snapping turtle), Gallus gallus 
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(chicken), Mus musculus (mouse), and Homo sapien (human).  I compared the location and sequence 

alignments for all these sequences.  

Table 3 shows a simplified version of the alignments, where each row shows the species name. The center 

columns show c-Jun protein sequence, and the last column contains the UniProt ID for the complete 

protein sequence with the exception for Chelydra serpentina with transcript ID ENSCSRT00000030615.1 . 

For simplicity, I compared the sequences for the docking site (D-site), the four N-terminal sites, followed 

by the two C-terminal sites and their surrounding sequences. The protein sequences all start with the start 

codon Methionine (M) and the hyphen signifies sequences not included in this comparison. The red 

indicates sequence that is identical to the human c-Jun sequence.  

As seen in the protein sequence alignment for c-Jun orthologs, the D-site is completely conserved in 

human and mouse c-Jun. There is clear conservation of the last five residues of the D-site between all five 

species. Interestingly the Lysine (K) at the start of the D-site is also conserved. Bardwell et al. 2001 showed 

that positively-charged Lysine  or Arginine residues are conserved in MEK D-sites as well58. Hence, even in 

MAP targets, namely c-Jun, the D-site appears to be highly conserved across orthologs. Not surprisingly, 

the S/T-P motif is conserved in all five species in Table 3, however, the location of the sites is slightly 

different. For example, Ser63 in humans shows up as Ser61 in zebrafish.  Looking at all five classes, the 

distance from the end of the D-site to the first serine is between 20 and 22 residues; chicken c-Jun has the 

largest distance between the D-site and the first serine, human c-Jun has 21 residues between the D-site 

and Ser63.  Spacing between the D-site and the other residues is also highly conserved. 

Additionally, the sequence surrounding that first Ser phosphosites is slightly different in zebrafish and 

chickens than in the other classes. It is unclear if this small shift yields different phosphorylation properties 

or influences c-Jun structure. Perhaps new technologies can help compare the downstream effects of each 

c-Jun ortholog in more detail. Interestingly, the three N-terminal sites and the two C-terminal sites are 

perfectly conserved across all these species. It is possible this conservations serves to show that the 

regulation of c-Jun is robust and relies on multisite phosphorylation. However, that cannot be answered 

without further exploring the downstream effects of each site’s phosphorylation.  

http://uswest.ensembl.org/Chelydra_serpentina/Transcript/Sequence_Protein?db=core;g=ENSCSRG00000021540;r=ML689102.1:14030556-14031500;t=ENSCSRT00000030615
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5.3. Functional consequences of c-Jun phosphorylation  

Given that c-Jun is phosphorylation on multiple sites and the docking site mediates these phosphorylation, 

what is are the functional consequences of these phosphorylations? Although the downstream effects of 

Ser/Thr phosphorylation on c-Jun are complicated, there are studies that provide new information. As 

reviewed in47, generally phosphorylation of Ser63, Ser73, Thr91 and Thr93 is associated with 

transactivation by recruiting co-activators of c-Jun or histone acetyltransferases.  Phosphorylation of 

Thr293 and Ser243 is implicated in controlling degradation of Jun proteins47. Additional studies have been 

conducted to show the effect phosphorylation of these sites has on c-Jun activity and a general image 

summary is in Figure 6b. The phosphorylation of the four N-terminal phosphorylation sites have been 

linked to disease and cancers such as lung cancer119, breast cancer 120, ovarian cancer121, and Parkinson’s 

disease122. For an additional review, see47. N-terminal phosphorylation, that of sites Ser63, S73, Thr91, 

and Thr93, proves to regulate c-Jun DNA binding and cell death. C-terminal phosphorylation, Thr239 and 

Ser243, appears to have less functional variety as it is associated mostly with c-Jun degradation via protein 

binding. 

Phosphorylation of Ser63 and Ser73 appear to be the most studied. They have been mostly implicated in 

transcriptional activity; events such as translocation to the cell nucleus123,124, hetero-/homo-

dimerization125, and DNA binding124,126. It is possible that Ser63 and Ser73 play bigger roles in c-Jun activity, 

since so many studies focus on these sites. However, it is also possible that functional roles of these sites 

are more readily available since so many biological methods require antibodies specific for each of the 

sites, and that is a challenge. Aside from that, it is true that phosphorylation of Ser63 and Ser73 have been 

connected to crosstalk with other pathways120,127, binding to other proteins, c-Jun degradation128,129, and 

UV response130.  

Xie et al. show that a c-Jun knockdown reduces Notch1 gene expression and cell proliferation in HCC70 

and MDA-MB-231 cells 120. In addition, Xie et al. also show that JNK regulates Triple Negative Breast Cancer 

(TNBC) tumorigenesis by promoting a cancer stem-like cell phenotype through Notch1 signaling via 

activation of c-Jun when phosphorylated at Ser63 and Ser73. This study indicates that JNK/c-Jun/Notch1 
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signaling is a potential therapeutic target for TNBC.  Phosphorylation of Ser63 and Ser73 also regulate cell 

survival in neuronal cells122. Park et al. show that when the concentrations of L-DOPA, a natural precursor 

of dopamine, are low, then ERKs will phosphorylate Ser73 and leads to cell survival. However, if L-DOPA 

concentrations are high, then active JNK or ERK will phosphorylate Ser63 on c-Jun and lead to cell 

apoptosis. JNK1 and JNK2 phosphorylating c-Jun Ser63 and Ser73 in HeLa cells also show that c-Jun can 

bind to CBP which is a CREB binding protein that helps in recruitment of transcription machinery127.  Other 

proteins that bind to c-Jun that is phosphorylated on residues Ser63 and Ser73 include TCF4 in 

tumorigenesis131, ATF-2 in neuronal cell apoptosis132, and TPA in DNA binding133 to name a few.  

On the C-terminal end of c-Jun, N-terminal to the DNA binding domain, there are two additional 

phosphorylation sites: Thr239 and Ser24347. These sites can be phosphorylated by GSK3116 and ERK2126,134 

to regulate c-Jun activity.  Interestingly, Papavassiliou et al. show that once c-Jun is phosphorylated on the 

N-terminal sites, c-Jun binds to phosphatase TPA and the C-terminal sites are dephosphorylated. This 

dephosphorylation leads to efficient c-Jun-DNA binding133. Wei et al. show c-Jun phosphorylation of sites 

T239 and S243 by GSK3 leads to c-Jun-Fbw7 binding and c-Jun degradation116. Since c-Jun shares sequence 

and function with c-Myc, authors set out to test c-Jun binding to Fbw7; a protein that regulates substrate 

degradation. Wei et al. show, in vivo and in vitro, that T239 and S243 are both necessary for c-Jun binding 

to Fbw7. This binding is independent of JNK phosphorylation of the N-terminal phosphorylation sites. 

Once Thr239 and Ser243 are phosphorylated, c-Jun is degraded. Wei et al. show that both 

phosphorylations are necessary for c-Jun degradation116. In fact, mutation of either site to an Ala allowed 

c-Jun to prevent its degradation.  Furthermore, phosphorylation of the two C-terminal sites by ERK2 leads 

to c-Jun-Cdc4 binding but phosphorylation of the four N-terminal sites is necessary for binding134. Once c-

Jun is bound to Fbw7 c-Jun is degraded by the proteasome116,134. 

To summarize, Figure 6b shows that the phosphorylation of c-Jun can provide different responses. The 

phosphor-form may play a larger role in determining the actual c-Jun response than previously thought. 

For example, c-Jun has six sites but the phosphorylation of any two do not yield the same response as the 

phosphorylation of any other pair. Although it does seem that sites are paired off in terms of the 

downstream response they provide; phosphorylation of Ser63 is almost always connected to 

phosphorylation of Ser73, similarly with Thr239 and Ser243. This could be due to their physical distance 

or accessibility. One thing they all share, however, is that all sites seem to play a role in cell viability either 

by promoting cell proliferation or apoptosis.  
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Taken together, it is a combination of factors (binding, PTMs, free energy, etc.) that work in unison for 

proper cell function. Understanding the roles of these functions on protein activity is key to shed light on 

development and diseases.  
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Chapter 2: The WW domain of the scaffolding protein IQGAP1 is neither necessary nor sufficient for 
binding to the MAPKs ERK1 and ERK2 

This work was published as: Bardwell, A.J., Lagunes, L., Zebarjedi, R., and Bardwell, L. The WW domain of 

the scaffolding protein IQGAP1 is neither necessary nor sufficient for binding to the MAPKs ERK1 and 

ERK2. (2017). J. Biol. Chem. 292, 8750-8761 

 

My contribution to this paper include the following: 

I performed the cloning of mutants IQGAP1 truncations hIQGAP1(1–863), hIQGAP1(1–678), pGEM3Z-

IQGAP1(679–863), pGEM3Z-IQGAP1(720–863), and pGEM3Z-IQGAP1 (432–863).  

I performed binding assay experiments that were included in Figures 2 and 3.  
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Chapter 2: The WW domain of the scaffolding protein IQGAP1 is neither necessary nor sufficient for 

binding to the MAPKs ERK1 and ERK2 

Section 1: Abstract  

Mitogen-activated protein kinase (MAPK) scaffold proteins, such as IQ motif containing GTPase activating 

protein 1 (IQGAP1), are promising targets for novel therapies against cancer and other diseases. Such 

approaches require accurate information about which domains on the scaffold protein bind to the kinases 

in the MAPK cascade. Results from previous studies have suggested that the WW domain of IQGAP1 binds 

to the cancer-associated MAPKs ERK1 and ERK2, and that this domain might thus offer a new tool to 

selectively inhibit MAPK activation in cancer cells. The goal of this work was therefore to critically evaluate 

which IQGAP1 domains bind to ERK1/2. Here, using quantitative in vitro binding assays, we show that the 

IQ domain of IQGAP1 is both necessary and sufficient for binding to ERK1 and ERK2, as well as to the MAPK 

kinases MEK1 and MEK2. Furthermore, we show that the WW domain is not required for ERK-IQGAP1 

binding, and contributes little or no binding energy to this interaction, challenging previous models of how 

WW-based peptides might inhibit tumorigenesis. Finally, we show that the ERK2-IQGAP1 interaction does 

not require ERK2 phosphorylation or catalytic activity and does not involve known docking recruitment 

sites on ERK2, and we obtain an estimate of the dissociation constant (Kd) for this interaction of 8 μM. 

These results prompt a re-evaluation of published findings and a refined model of IQGAP scaffolding. 

Section 2: Introduction  

The RAS-RAF-MEK-ERK signaling pathway, often referred to as the RAS/MAPK cascade, has been a focus 

of cancer drug development (1, 2). The success of small-molecule inhibitors of RAF and MEK have 

validated these efforts; however, the emergence of clinical drug resistance remains a major challenge (3, 

4).  

Signal propagation through the MAPK cascade is facilitated by scaffold proteins such as KSR, Paxillin, and 

IQGAP1 (5). Scaffold proteins bind to and assemble multiple elements of signaling/regulatory pathways. 

They are thought to tether their bound components near each other, thereby increasing the rate at which 

one activates the other. Furthermore, they operate in distinct subcellular locations and in a 

spatiotemporally regulated manner (5–7). For these reasons, scaffold proteins provide new therapeutic 

approaches to cancer and other diseases (8).  

IQGAP proteins are evolutionarily conserved in eukaryotes (8–18). They function as scaffold proteins that 

facilitate the formation of complexes that regulate both cytoskeletal dynamics and intracellular signaling. 
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IQGAP proteins have been highly studied because of their relevance to basic biology and to human 

disease.  

Originally discovered in 1994 (19), IQGAP1 is the founding and best-studied member of a family that 

includes 3 paralogs in humans (IQGAP1, IQGAP2, and IQGAP3). IQGAP1 overexpression has been 

implicated in the progression of many cancers (18, 20), and the presence of IQGAP1 has been shown to 

promote RAS-driven tumorigenesis in mouse models (21). In addition, many bacterial and viral pathogens, 

including the Ebola and Marburg viruses, have been shown to hijack IQGAP1 during the course of infection 

(9, 10).  

Consistent with their proposed role as scaffold proteins, mammalian IQGAP1 orthologs are over 1600 

amino acids long, and contain multiple domains that can mediate protein-protein interactions (Fig. 1A). 

From amino to carboxyl terminus, these domains include a calponin-homology domain, a region 

containing several internal repeat sequences that have the capacity to form coiled-coils (IR), a WW 

domain, an IQ domain (consisting of four closely spaced IQ motifs), a GTPase-activating protein-related 

domain, and a RasGAP C-terminal domain. Multiple binding partners have been identified for most of 

these domains (13).  

 

Figure 1. The IQGAP1 scaffold protein. A, schematic depicting full-length human IQGAP1 protein, and the domains 

it contains. CHD, calponin homology domain; IR, internal repeated sequence/coiled-coil domain; WW, WW domain; 

IQ, IQ domain; GRD, GTPase-activating protein-related domain; RGCT, RasGAP C-terminal domain. B, schematic 

interpretation of proposed model of the function of IQGAP1 as a scaffold protein for the MAPK pathway, based on 

a similar figure in Ref. 8. According to the model, the IQ domain of IQGAP1 binds to RAF and MEK, and the nearby 

WW domain binds to ERK. These interactions are thought to facilitate RAF phosphorylation of MEK, and MEK 



 

40 
 

phosphorylation of ERK. C, proposed mechanistic model for the antitumor efficacy of the isolated IQGAP WW domain 

studied by Jameson et al. (21). In this model, the WW domain binds to ERK and blocks the ability of ERK to 

productively interact with IQGAP1 (8, 21). The WW domain fragment studied by Jameson et al. (21) consisted of 

IQGAP1 residues 680–711, plus N-terminal myc and polyarginine tags. 

A scaffolding function for IQGAP1 was first proposed when it was observed to link Ca2_/calmodulin and 

Cdc42 signaling (22–24). More recent data also suggest that IQGAP can act as a scaffold in the Wnt 

pathway (25). However, perhaps the best characterized example of IQGAP1 scaffold function is in its 

interactions with elements of the RAS/MAPK pathway. As shown in Fig. 1B, both ERK1 and ERK2 (MAP 

kinases that are activated in numerous human cancers) and MEK1 and MEK2 (MAPK kinases that activate 

ERK1 and ERK2) have been shown to bind to IQGAP1. Upstream components of the MAPK pathway have 

also been shown to bind to IQGAP1, including the  MEK activator BRAF, as well as multiple receptor 

tyrosine kinases (9).  

For many years, the field has believed that ERK1 and ERK2 bind to the WW domain of IQGAP1 (26, 27). 

WW domains are compact units that fold into a three-stranded-β-sheet structure (28), and have been 

shown to bind to Pro-rich sequences such a PPXY and PPPR, or to phospho-Ser/Thr-Pro sequences (29–

34). ERK1 and ERK2 are the only proteins purported to interact with the WW domain of IQGAP1 (13). In 

contrast, the binding of BRAF and MEK1/2 to IQGAP1 requires the presence of the IQ domain (26, 35). The 

IQ domain of IQGAP1 consists of four tandem IQ motifs (Fig. 1A). IQ motifs are found in many calcium-

regulated proteins (36). They consist of a stretch of about 18–25 amino acid residues, and form 

amphiphilic α helixes that can bind to calmodulin and S100-family proteins, among other ligands.  

The assertion that the WW domain of IQGAP1 binds to ERK1 and ERK2 has been widely cited in primary 

research papers (e.g. see Refs. 21, 26, and 37–50) and reviews (e.g. Refs. 8–18). Indeed, it recently 

motivated a high-profile translational study in which cancer cells were treated with a cell-permeable 

version of the WW domain of human IQGAP1 (8, 11, 21). The idea underlying this study was that the WW 

domain fragment would competitively bind to ERK1/2 and prevent these MAP kinases from interacting 

with IQGAP1, thus selectively inhibiting MAP kinase activation (Fig. 1C). Indeed, the idea seemed to work, 

in as much as the WW domain fragment inhibited the proliferation, migration, and tumorigenesis of 

breast, colorectal, and melanoma tumor cells that contained activating mutations in the RAS/MAPK 

pathway (8, 11, 21).  

Herein we re-examined the binding of ERK1 and ERK2 to IQGAP1. In contrast to previous findings, we 

show that the WW domain of IQGAP1 is neither necessary nor sufficient for binding to ERK1 and ERK2. 

Rather, the IQ domain of IQGAP1 is both necessary and sufficient for high-affinity ERK binding. Our results 
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thus prompt a re-evaluation of several highly cited published studies, and suggest a new model for IQGAP 

scaffolding function. 

Section 3: Experimental Procedures  

3.1 Genes 

The mammalian genes used in this study were human IQGAP1 (NCBI accession number NM_003870), 

human ERK1 (MAPK3; NM_002746), human ERK2 (MAPK1, NP_620407), rat Erk2 (NM_053842), human 

MEK1 (MAPK2K1, NM_002755), and human MEK2 (MAP2K2, NM_030662). 

3.2 Plasmids for the production of GST fusion proteins  

The vector used for generating GST fusion proteins was pGEX-LB, a derivative of pGEX-4T-1 (Amersham 

Biosciences) (85). In pGEX-LB, an encoded Pro residue is replaced with a Gly-Gly-Gly-Gly-Gly-Ser-Gly 

coding sequence to promote the independent functioning of the GST and fusion moieties. Plasmid GST-

hERK1 encodes a fusion of GST to full-length human ERK1, GST-rERK2 encodes a fusion of GST to full-

length rat ERK2 (85). GST-hrERK2 encodes a fusion of GST to a sequence that encodes human ERK2 

protein; this was generated for this study from the rat sequence by site-directed mutagenesis (the human 

and rat protein sequences differ in only 3 positions). The K54A mutant, the T185A/Y187F mutant, and the 

DGM (D318A/D321A/L115A/Q119A) were generated from this plasmid by site-directed mutagenesis. See 

Table 2 for primer sequences. The QuikChange and QuikChange Multi kits (Agilent) were used for all site-

directed mutagenesis reactions. 
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3.3 Plasmids for the production of in vitro translated IQGAP1 and Derivatives 

A human IQGAP1 cDNA in expression vector pCR-Blunt II-TOPO was obtained from Dharmacon/GE 

Healthcare; this clone is from the mammalian gene collection, accession number BC139731. In vitro 

transcription and translation of full length IQGAP1 was possible directly from the T7 promoter in this 

plasmid. The IQGAP truncations IQGAP1(1–863), IQGAP1(1–719), and IQGAP1(1–678) were derived from 

pCR-Blunt II-TOPO-IQGAP1 by introducing stop codons at codons 864, 720, and 679 of the IQGAP1 coding 

sequence via site-directed mutagenesis. The coding strand primers for these mutagenesis reactions were 

LL-hIQG1-P864stop-s, JB-hIQG1-L720stop-s, and LL-hIQG1-G679stop-s, respectively (Table 2).  

The plasmid encoding IQGAP1(1–863)wwmut was derived from IQGAP1(1–863) by site-directed 

mutagenesis in two stages. First, the W685A and P710A substitutions were introduced with primers JB-

W685A-s and JB-P710A-s. This was done in a single step using QuikChange Multi. Next, this intermediate 

derivative was used as the template in a mutagenesis reaction using coding strand primer JB-Y696R-

Y697AN699A-s and the corresponding antisense primer. The final product contains the substitutions 

W685A, Y696R, Y697A, N699A, P710A. 

To construct pGEM3Z-IQGAP1(679–863) (used for the in vitro transcription and translation of 

IQGAP1(679–863)), a polymerase chain reaction (PCR) was performed with primers hIQGAP1(679-X) and 

hIQGAP1(X-863) (Table 2). The resulting product was then inserted into pGEXLB using recombination-

based cloning (Cold Fusion, System Biosciences). Next, the insert was excised from this vector by digestion 

with restriction enzymes BamHI and SalI, and ligated into plasmid pGEM3Z (Promega), which had been 

cut with the same enzymes. Plasmid pGEM3Z-IQGAP1(720–863) was constructed using a similar strategy. 
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Plasmid pGEM3Z-IQGAP1 (432–863) was also constructed using a similar strategy, except that the PCR 

product was digested directly with BamHI and SalI prior to insertion into the corresponding sites of 

pGEM3Z. See Table 2 for primer sequences. All IQGAP1 derivatives were confirmed by DNA sequencing. 

3.4 Protein purification  

GST fusion proteins were expressed in bacteria, purified by affinity chromatography using glutathione-

Sepharose (GE Healthcare), and quantified as described elsewhere (85, 86). In vitro transcription and 

translation Proteins labeled with [35S]methionine were produced by coupled transcription and translation 

reactions (T7, Promega). Translation products were partially purified by ammonium sulfate precipitation 

(65), and resuspended in binding buffer (20 mM Tris-HCl, pH 7.5, 125 mM KOAc, 0.5 mM EDTA, 1 mM DTT, 

0.1% (v/v) Tween 20, 12.5% (v/v) glycerol) prior to use in binding assays. 

3.5 Protein binding assays 

Protein binding assays were performed as described previously (85, 86). Quantification of binding was 

performed on a Typhoon TRIO Imager using phosphorimaging mode. Percent binding was determined by 

comparing the input with the amount that was co-sedimented. Each binding assay presented in this paper 

was repeated at least three separate times (i.e. three independent experiments), with duplicate points 

(i.e. technical replicates) in each experiment. Technical replicates in a given experiment are averaged 

together to obtain a single data point. We define “independent experiments” as experiments performed 

on different days, with fresh batches of GST fusion proteins and in vitro translated proteins. 

Statistical analysis  

Statistical analysis of binding assay results was performed using Welch’s unequal variance t test with two 

tails (87). This was accomplished in Microsoft Excel using the T.TEST function, setting the “tail” option to 

2, and the “type” option to 3. 

Section 4: Results 

4.1 IQ domain of IQGAP1 is necessary for binding to ERK2  

An initial goal of this study was to verify and more precisely delineate the domain(s) of IQGAP1 that were 

necessary and sufficient for binding to the MAP kinases ERK1 and ERK2. As a first step in this process, we 

set out to confirm the finding of Roy et al. (27), who first showed that human IQGAP1 binds to ERK2. In 

this study, Roy et al. (27) used rat ERK in co-sedimentation assays with in vitro translated human IQGAP1. 
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We used a very similar approach; rat ERK2 was fused at its N-terminus to Schistosoma japonicum 

glutathione S-transferase (GST), and the resulting fusion protein (GST-rERK2) was expressed in bacteria 

and purified by adsorption to glutathione-Sepharose beads. GST-rERK2 (or GST alone as a negative 

control) was then incubated with full-length human IQGAP1 that had been produced in radiolabeled form 

by in vitro translation (Fig. 2A). Bead-bound complexes were collected by sedimentation, washed 

extensively, and analyzed by SDS-PAGE and autoradiography. 

 

 

Figure 2. The IQ domain of IQGAP1 is necessary for binding to ERK2; the WW domain is not sufficient. A, rat ERK2, 

fused to GST, was tested for binding to full-length human IQGAP1, or to truncated derivatives of IQGAP1. Qualitative 

results of these experiments are shown on the right: +++ indicates strong binding;—indicates minimal binding. B, as 

shown in A, 35S radiolabeled full-length human IQGAP1 protein and truncated derivatives were prepared by in vitro 

translation and partially purified by ammonium sulfate precipitation, and portions (10% of the amount added in the 

binding reactions) were resolved on a 10% SDS-polyacrylamide gel (Input). Samples (μ1 pmol) of the same proteins 

were incubated with 25 μg of GST or GST-ERK2 bound to glutathione-Sepharose beads, and the resulting bead-bound 

protein complexes were isolated by sedimentation and resolved by10%SDS-PAGE on the same gel. The gel was 

analyzed by staining with GelCode Blue (Thermo Scientific) for visualization of the bound GST fusion protein (a 

representative example is shown in the lowest panel) and by X-ray film exposure for visualization of the bound 

radiolabeled protein (upper four panels). C, quantification of the binding of IQGAP1 derivatives to GST or GST-ERK2, 

normalized to the percent binding of full-length IQGAP1 to GST-ERK2. The results shown are the average of at least 

5 independent repetitions of the binding assay shown in A and B, with duplicate points (i.e. technical replicates) in 

each repetition. S.E. bars are shown (n = 5 to 7). The scatter of the individual normalized data points is also shown 

for the binding of ERK2 to IQGAP1(1– 863). The means for ERK2-IQGAP1 and ERK2-IQGAP1(1– 863) binding were 

significantly different from all other the means shown (p = 0.01), but were not significantly different from each other 

(p = 0.98, thus the null hypothesis that the population means are the same cannot be rejected with confidence). The 

minimal binding of ERK2 to IQGAP1(1–719) was not significantly different from that of ERK2 to IQGAP1(1– 678) (p = 

0.91), nor was it significantly different from the minimal binding of GST alone to IQGAP1(1–719) (p = 0.41). 
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Human IQGAP1 is a 1632-residue protein, with a calculated molecular mass of 189 kDa. As shown in Fig. 

2B (Input lane) IQGAP1 migrated with an apparent molecular mass of 250 kDa on a 10% SDS-PAGE gel. 

Also as shown in Fig. 2B, full-length IQGAP1 bound efficiently to ERK2. Furthermore, this binding was 

specific, because only trace precipitation of IQGAP1 occurred when GST was used instead of the GST-

rERK2 fusion protein. 

To delineate the domain(s) of IQGAP1 involved in binding to ERK2, we utilized a series of C-terminal 

truncation mutants of IQGAP1 (Fig. 2A). These mutants were constructed using site-directed mutagenesis 

to introduce translation termination (“stop”) codons after codons 678, 719, or 863. These derivatives all 

contain the CHD and IR domains, but differ in the presence of the WW and IQ domains. The IQGAP1(1–

678) mutant protein lacks both the IQ and WW domains; IQGAP1(1–719) lacks the IQ domain but contains 

the WW domain; and IQGAP1(1– 863) contains both the IQ and WW domains (Fig. 2A). 

IQGAP1(1–863) was previously shown to bind rat ERK2 about as well as full-length IQGAP1 did (27). We 

confirmed this finding (Fig. 2B). Indeed, when we quantified the results of 7 independent binding assays, 

the binding efficiency of full length IQGAP1 was not significantly different from that of IQGAP1(1–863) 

(Fig. 2C). 

In stark contrast, both IQGAP1(1–719) and IQGAP1(1– 678) exhibited negligible binding to GST-rERK2 (Fig. 

2B), and this minimal binding was not significantly different from each other, nor was it significantly 

different to their binding to GST alone (Fig. 2C). Thus, these results indicate that the IQ domain is 

necessary for binding to ERK2 (because 1–863 bound whereas 1–719 did not), and also show that the WW 

domain is not sufficient for binding (because 1–719 did not bind). 

4.2 Human ERK2 binds to human IQGAP1 

As noted above, the original discovery of ERK-IQGAP binding was made using rat ERK2 and human IQGAP1 

(27); we used this same cross-species configuration in Fig. 2. To ascertain if the same pattern of 

interactions seen in Fig. 2 would also be observed using human ERK2, we fused human ERK2 to GST and 

purified this GST-hERK2 protein from bacteria. As shown in Fig. 3, full-length human IQGAP1 bound 

equivalently to both rat ERK (rERK2) and human ERK2 (hERK2). Likewise, IQGAP1(1–863) bound 

equivalently to both rat and human ERK2. Finally, IQGAP1(1–719) and IQGAP1(1–678) bound to neither 

ERK2 ortholog. We performed 9 independent, quantitative binding assay experiments between human 

ERK2 and IQGAP1, with technical replicates in each experiment. From these data we were able to obtain 

an estimate of 7.6 μM for the dissociation constant (Kd) of this interaction (Table 1).  
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Figure 3.The IQ domain of IQGAP1 is sufficient for binding to ERK2; the WW domain is not necessary. A, rat 

orhumanERK2, fused to GST, were tested for binding to full-lengthhumanIQGAP1, or to fragments of IQGAP1. 

Qualitative results of these experiments are shown on the right:+++indicates strong binding;—indicates minimal 

binding. B, autoradiograms of representative experiments of binding assays are described in A. Each binding assay 

shown was repeated three separate times (i.e. three independent experiments), with duplicate points (i.e. technical 

replicates) in each experiment. Other details are as described in the legend to Fig. 2. 

4.3 The IQ domain is sufficient for binding to ERK2 

To ask if the IQ domain of IQGAP1 is sufficient for binding to ERK2, we made three additional IQGAP1 

fragments. As shown in Fig. 3A, IQGAP1(432–863) contains half of the IR domain, the (entire) WW domain, 

and the IQ domain. IQGAP1(679–863) contains only the WW and IQ domains. Finally, IQGAP1 (720–863) 

contains just the IQ domain. These mutants were tested for binding both to rat ERK2 (rERK2) and human 

ERK2 (hERK2).  

IQGAP1(432–863) was previously shown to bind to rat ERK2 (27). As shown in Fig. 3B, we confirmed this 

finding, and extended it to human ERK2. In vitro-translated IQGAP1(432–863) migrated on SDS-PAGE gels 

as two forms (Fig. 3B): a major, slower migrating form, corresponding to the complete translation product, 

and a minor, slightly faster migrating form of lower molecular mass. Such faster migrating forms are often 

seen in cell-free translation reactions, and are typically caused by a low frequency of premature 

translation termination or internal initiation (51). 

Also as shown in Fig. 3B, both IQGAP1(679–863) and IQGAP1(720–863) bound to both rat and human 

ERK2. Importantly, because IQGAP1(720–863), which contains just the IQ domain, bound to ERK2, we 

conclude that the IQ domain is sufficient for binding to ERK2. 
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4.4 ERK2 phosphorylation is not required for binding to IQGAP1 

ERK2, like most other MAP kinases, is activated by dual phosphorylation at a Thr and Tyr residue in its 

activation loop. Dual phosphorylation causes remodeling of the activation loop conformation so as to 

reorganize active site residues, open up substrate specificity determinants, and expose a hydrophobic 

docking pocket used by some substrates containing FXFP-type docking sites (52–54). Dual 

phosphorylation of ERK1 and ERK2 is catalyzed by MEK1 and MEK2 during physiological pathway 

activation. However, ERK2 protein is known to exhibit a low level of autophosphorylation on these 

residues under various conditions, including bacterial expression (55). 

To ascertain whether phosphorylation of ERK2 was necessary for its ability to bind to IQGAP1, we 

constructed two mutant versions of human ERK2 incapable of undergoing autophosphorylation, and 

compared their ability to bind IQGAP1 with wild-type ERK2. The first ERK2 mutant, K54A, contains a 

substitution of a highly conserved catalytic lysine residue; this substitution has been shown to render ERK2 

catalytically inactive (56, 57). The second mutant, T185A/Y187F (hereafter designated ERK2-AF), changes 

the dual phosphorylation sites to non-phosphorylatable residues (54). As shown in Fig. 4, both ERK2-K54A 

and ERK2-AF bound to full-length IQGAP1 and IQGAP1(1–863) comparably to wild-type ERK2. These 

results indicate that phosphorylation and activation of ERK2 is not required for its ability to bind to 

IQGAP1. 

 

Figure 4. Further characterization of the ERK2-IQGAP1 interaction. A, human ERK2, or mutant derivatives thereof, 

fused to GST, were tested for binding to full-length human IQGAP1, or to IQGAP1(1–863). The ERK2 alleles tested 

were the wild-type allele (ERK2), catalytically inactive (K54A mutation, K54A), unphosphorylatable and unactivatable 

(T185A Y185F mutations, AF), and docking groove mutated (L115A, Q119A, D318A, D321A mutations, ”DGM“). Small 

circles on the schematics indicate the wild-type residues and the alterations thereof. B, autoradiograms of 

representative experiments of binding assays described in A. Each binding assay shown was repeated three separate 
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times (i.e. three independent experiments), with duplicate points (i.e. technical replicates) in each experiment. Other 

details are as described in the legend to Fig. 2. 

4.5 The docking recruitment site of ERK2 is not involved in IQGAP1 binding 

The interaction of MAP kinases with scaffold proteins, other kinases, substrates, and phosphatases often 

involves the MAPK binding to a short linear motif, a MAPK-docking site, on its binding partner. A well-

known class of MAPK-docking sites, designated “D-sites,” has the consensus Lys/Arg1–3-X1–6-Φ-X- Φ, where 

“X” is any residue and “Φ” is a hydrophobic residue. D-sites were first identified in MAPK kinases (58, 59) 

and certain transcription factors (60, 61), and were subsequently found in numerous other MAPK 

partners, including scaffold proteins such as yeast Ste5 and mammalian JIP1 and JIP3 (62–64). A second 

docking motif (consensus Leu-X1–2–Arg/Lys2–5), related to the D-site, is found in MAPK-activated kinases 

such as RSK1 and MAPKAP2 (65, 66). Both classes of docking sites are known to bind to a charged surface 

patch and adjacent hydrophobic cleft on MAPKs referred to as the D-recruitment site or “docking groove” 

(67, 68). 

The IQ domain of IQGAP1 contains two stretches that loosely fit the D-site consensus sequence, including 

790KQKKAYQDRLAY801 and 822RKRYRDRLQY831. This observation suggested to us the possibility that, as 

is true of several other MAPK scaffold proteins, ERK2-IQGAP1 binding might be mediated by the docking 

groove of ERK2. To address this possibility, we constructed a mutant version of human ERK2 that 

contained 4 amino acid substitutions (L115A, Q119A, D318A, D321A) known to disrupt docking groove-

mediated interactions (62, 69–72). As shown in Fig. 4, both full-length IQGAP1 and IQGAP1(1–863) bound 

comparably to wild-type ERK2 and to the ERK2 docking-groove mutant (DGM).3 Hence, the docking 

groove of ERK2 does not appear to play a significant role in ERK2-IQGAP1 binding. 

Another docking motif found in MAPK binding partners has been named the “DEF motif” (consensus FXFP) 

(73). The IQ domain of IQGAP1 contains no matches to this consensus. Moreover, the complementary 

binding site on ERK2, designated the F-recruitment site, is only fully formed upon ERK2 phosphorylation 

and activation (52, 74), and we showed above that ERK2 phosphorylation and activation are not required 

for IQGAP1 binding. 

To summarize, our results strongly suggest that ERK2-IQGAP1 binding is not mediated by any known 

MAPK-docking sites on IGQAP1 or recruitment sites on ERK2. Further studies will be required to delineate 

the region of ERK1/2 that mediates binding to IQGAP1. 

4.6 The IQ domain is necessary and sufficient for binding to ERK1, MEK1, and MEK2  
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In prior studies, ERK1 has not been studied as extensively as ERK2 with regard to IQGAP1 binding. ERK1 

has been shown to co-immunoprecipitate with full-length IQGAP1 from MCF-7 cells (26), and to increase 

the binding of MEK1 to IQGAP1 in vitro (26). It is generally assumed that ERK1 binds to the WW domain 

of IQGAP1, as is purported for ERK2. However, the domain on IQGAP1 to which ERK1 binds has not, to our 

knowledge, been carefully mapped. 

MEK1 and MEK2 have also been shown to bind to IQGAP1 (26). In this case, domain mapping experiments 

indicated that the IQ domain of IQGAP1 was necessary for MEK binding (26). However, whether or not 

this domain is sufficient for MEK binding has not been addressed. 

To investigate these questions, we expressed and purified full-length human ERK1, MEK1, and MEK2 as 

GST fusions, and tested them for binding to full-length IQGAP1 and to the panel of IQGAP1 deletion 

mutants (Fig. 5A). 

Like GST-ERK2, GST-ERK1 is efficiently expressed and translated in Escherichia coli, resulting in abundant 

production of the expected full-length product (Fig. 5B, bottom panels). As shown in Fig. 5B, GST-ERK1 

bound efficiently to full-length IQGAP1. 

 

Figure 5. The IQ domain of IQGAP1 is sufficient for binding to ERK1, MEK1, and MEK2.  A,humanERK1, MEK1, or 

MEK2, fused to GST, was tested for binding to full-length human IQGAP1, or to fragments of IQGAP1. Qualitative 

results of these experiments are shown on the right: +++ indicates strong binding;— indicates minimal binding. B, 

autoradiograms of representative experiments of binding assays described in A. Each binding assay shown was 

repeated three separate times (i.e. three independent experiments), with duplicate points (i.e. technical replicates) 

in each experiment. Other details are as described in the legend to Fig. 2. 
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Bacterial production of full-length GST-MEK1 and GSTMEK2 is less efficient (compared with the GST-ERKs), 

resulting in both the production of the expected full-length product and of a series of lower molecular 

weight bands (Fig. 5B, lower panels). These bands are presumably attributable to premature transcription 

and/or translation termination (and possibly also some low level of proteolysis, although the 

presence/absence of protease inhibitors did not change the pattern appreciably). Despite their less-than-

optimal expression, both GST-MEK1 and GST-MEK2 bound to full-length IQGAP1 (Fig. 5B), confirming 

previous observations (26). 

When tested with the IQGAP1 domain-deletion mutants, the three proteins tested (human ERK1, human 

MEK1, and human MEK2) displayed the same pattern of binding interactions as seen in Fig. 3 for ERK2: 

they bound to derivatives containing the IQ domain, including the “IQ-domain only” construct 720–863, 

but did not bind to derivatives lacking the IQ domain (Fig. 5B). This pattern indicates that the IQ domain 

is necessary and sufficient for the interaction of ERK1, MEK1, and MEK2 with IQGAP1. 

4.7 The WW domain does not contribute binding energy to the interaction 

The results presented above (Figs. 2–5) clearly demonstrate that the IQ domain is necessary and sufficient 

for high-affinity binding to ERK2, whereas the WW domain is neither necessary nor sufficient. However, 

these results do not exclude the possibility that the WW domain of IQGAP1 contributes to the binding 

energy of the ERK-IQGAP interaction. 

To further investigate this question, we constructed a mutant version of IQGAP1(1–863) that contained 

five different substitution mutations, each of which has been shown to be inactivating in other WW 

domains; this mutant protein is designated “IQGAP1(1–863)wwmut.” The sequence of the core of the 

WW domain of human IQGAP1 is shown in Fig. 6A, where it is aligned with WW domains from human 

WWOX1 and human PIN1. A Y33R mutation in WWOX1 was previously shown to abolish its interaction 

with several ligands (75). At the molecular level, this mutation was interpreted as compromising the 

“aromatic cradle” structure that is essential for the formation of WW domain-ligand complexes. The first 

mutation in the IQGAP1(1–863)wwmut is an analogous substitution, Y696R. Jager et al. (76) carried out 

an extensive substitution analysis of the WW domain of the human PIN1 protein, and identified four 

positions that partially or completely unfolded the protein when substituted with alanine: Trp11, Tyr24, 

Asn26, and Pro37. These residues are all highly conserved in the WW domain family, and identical residues 
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are found in homologous positions in human IQGAP1. IQGAP1(1–863)wwmut contains analogous 

substitutions in each of these four residues: W685A, Y697A, N699A, and P710A. 

To summarize, the WW domain of IQGAP1(1–863)wwmut contains five different amino acid substitutions, 

any one of which would be expected to compromise its ability to fold and/or bind ligand. Nevertheless, 

no obvious difference was seen when this mutant was compared with wild-type IQGAP(1–863) for its 

ability to bind to rat ERK2, human ERK2, or human ERK1 (Fig. 6, B–D). We conclude that the WW domain 

contributes little or no binding energy to the ERK-IQGAP1 interaction. 

 

Figure 6. The WW domain does not contribute to the ERK-IQGAP1 interaction. A, the top three lines show an 

alignment of the amino acid sequences of the first WW domain from human WWOX1 (accession number 

NP_057457, residues shown are 22–47), and the single WW domains in human PIN1 (NP_006212, residues 11–37) 

and human IQGAP1 (NP_003861, residues 685–710). Residues identical in all three domains are boxed; these include 

the two tryptophan residues (positions 685 and 707 in IQGAP1) that give the WW domain its name. Residues that 

were the site of inactivating mutations in other studies (75, 76) are shaded orange. The bottom line shows the 

sequence of the quintuplely-mutated WW domain in the derivative IQGAP1(1–863)wwmut; residues mutated to 

alanine are shown in red and underlined. B and C, human ERK1, human ERK2, and rat ERK2, fused to GST, were 

tested for binding to human IQGAP1(1–863) or IQGAP1(1–863)wwmut. Other details are as described in the legend 

to Fig. 2. D, quantification of the binding of IQGAP1(1–863) or IQGAP1(1–863)wwmut to GST-hERK2. The results 

shown are the average of 4 independent repetitions of the binding assay shown in B and C, with duplicate points 

(i.e. technical replicates) in each repetition. S.E. bars are shown (n=4). The scatter of the individual data points is also 

shown. The ERK2-IQGAP1(1–863) and ERK2-IQGAP1(1– 863)wwmut interactions were not significantly different 

from each other (p=0.57, thus the null hypothesis that the population means are the same cannot be rejected with 

confidence). 

Section 5: Discussion  



 

52 
 

IQGAP proteins are highly studied, evolutionarily conserved scaffold proteins that act as integrators for a 

number of signaling/regulatory pathways, including the RAS/MAPK pathway. Recently, there has been 

interest in interdicting the IQGAP-MAPK interaction as a therapeutic strategy in cancer (8, 11, 21). 

Successful efforts in this direction will be contingent upon accurate information regarding which domains 

of the IQGAPs bind to the various kinases in the MAPK cascade. For example, the precise identification of 

the JNK-binding site in the JIP1 scaffold protein led to the development of both peptide and small 

molecule inhibitors of JNK (77–79). 

The core of the RAS/MAPK cascade consists of the MAPK kinases MEK1 and MEK2, which phosphorylate 

and activate the MAPKs ERK1 and ERK2. Here we investigated the binding of human IQGAP1 to these core 

kinases, and presented five significant findings. 

First and most importantly, we showed that, contrary to what the field has longed believed, the IQ domain 

of IQGAP1 is both necessary and sufficient for high-affinity binding to the ERK1 and ERK2 MAPKs (Figs. 2, 

3, and 5). We also showed that the IQ domain of IQGAP1 is necessary and sufficient for binding to the 

MAPK kinases MEK1 and MEK2 (Fig. 5). 

In addition, we quantified the strength of the interaction between ERK2 and IQGAP1, determining that 

the dissociation constant (Kd) for this interaction is about 8 μM (Table 1). Dissociation constants in the 

low micromolar range have also been observed for other MAPK-scaffold interactions (62, 77, 80). 

Further characterizing the ERK2-IQGAP1 interaction, we showed that it was not dependent on the kinase 

activity of the ERK2, nor on the activation of ERK2 (Fig. 4). We also demonstrated that it did not involve 

known MAPK-docking sites in IQGAP1 or docking-recruitment sites on ERK2 (Fig. 4). 

Finally, we asked if the WW domain contributed in any significant way to the ERK-IQGAP1 binding 

interaction. Arguing against this possibility, we found that in constructs lacking the IQ domain, there was 

only trace binding of WW-containing derivatives to ERK. Furthermore, even this negligible binding was 

not significantly different from the binding of constructs lacking the WW domain, nor from the binding of 

either type of construct to GST alone. In other words, in the absence of the IQ domain, there was only 

minimal background binding in all cases (Figs. 2, 3, and 5). 

We also sought to address the question of whether or not the WW domain could help the IQ domain to 

bind to ERK2 via cooperative interactions. To do this, we compared the binding of an IQGAP1 derivative 

containing an intact WW domain to an otherwise identical construct containing five WW-domain 

substitution mutations that have been shown (in other WW domains) to be critical for folding and/or 
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substrate binding. The binding of these two constructs was virtually indistinguishable (Fig. 6). Thus, not 

only is the WW domain neither necessary nor sufficient for the ERK-IQGAP1 (or MEK-IQGAP1) interaction; 

we could find no evidence that it contributes to these interactions in any way whatsoever. 

In this regard, we note that there is nothing in the primary amino acid sequence of ERK1 and ERK2 that 

would suggest that they are likely to interact canonically with any WW domain. First, neither ERK protein 

contains the cognate core motif, PPXY, which is dominant among ligands of WW domains. Moreover, 

neither ERK protein contains a polyproline stretch of any sort; such stretches, with proper flanking 

residues, can bind to certain types of WW domains (81). Indeed, ERK1 and ERK2 do not even have 2 

prolines in a row anywhere in their sequence. 

The assertion that the WW domain of IQGAP1 binds to ERK1 and ERK2 originates from Roy et al. (27). Here 

we used the same proteins as Roy et al. (27) (rat ERK2 and human IQGAP1), and an extremely similar 

experimental approach (in vitro binding assays with bacterially expressed ERK proteins and in vitro-

translated IQGAP1 derivatives), and reached an opposite conclusion. 

Although we confirmed the finding of Roy et al. (27) that ERK2 binds to full-length IQGAP1, as well as to 

IQGAP1(1–863) and IQGAP1(432–863), we cannot readily explain two of their reported results. First, they 

reported that a mutant designated “ΔWW” (which is deleted of residues 643–744) did not bind to ERK2. 

This mutant is missing the entire WW domain (which spans approximately residues 680–710), yet contains 

essentially all of the IQ domain (which spans approximately residues 744–856). Based on our finding that 

the IQ domain is necessary and sufficient for ERK binding, we would expect this mutant to bind. However, 

it is possible that the lack of binding observed by Roy et al. (27) was caused by improper folding of this 

internally deleted protein. 

Roy et al. (27) also reported that a mutant that they designated “ΔIQ” (which is missing residues 699–905) 

bound to ERK2 as well as full-length IQGAP1 did (27). Remarkably, this derivative also lacks the C-terminal 

end of the WW domain, including the second of the two defining tryptophan residues. Thus, the WW 

domain in this mutant is partially deleted and most likely non-functional. Nevertheless, Roy et al. (27) 

used the positive binding results obtained with this mutant as part of their argument that the WW domain 

mediates ERK-IQGAP1 binding. Because this derivative lacks the entire IQ domain, we would expect this 

mutant not to bind. Possibly, this protein also did not fold properly, and did so in a way that made it 

nonspecifically sticky. Another possibility is that this particular internal deletion caused a conformational 

change that unmasked or created a second ERK-binding site elsewhere in the protein. 
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Jameson et al. (21) showed that an IQGAP-WW domain fragment (consisting residues 680–711 of human 

IQGAP1, plus short tags) could inhibit RAS- and RAF-driven tumorigenesis, and could bypass acquired 

resistance to the RAF inhibitor vemurafenib (21). Our results clearly call into question the mechanistic 

interpretation that these effects were due to the titration of ERK proteins by the WW domain (that is, our 

results call into question the model shown in Fig. 1C). An obvious alternative hypothesis is that the anti-

tumor activity of the WW domain is attributable to its binding to some other ligand(s). However, no other 

ligands have been identified for the WW domain of IQGAP1, although we note that MAPK-AP2 (a protein 

kinase regulated by ERK1/2 and p38) was predicted as a WW ligand, as it contains a perfect PPXY motif 

(82). Given the apparent efficacy of the WW domain of IQGAP1 to inhibit tumor growth and invasiveness, 

identifying the true ligand(s) of this WW domain should now be prioritized. 

Our results suggest a new model of IQGAP scaffolding in which both MEK and ERK bind to the IQ domain, 

in close proximity for binding sites for RAF (35) and receptor tyrosine kinases (83, 84). 
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Chapter 3: Effect of magnitude and variability of energy of acƟvaƟon in mulƟsite ultrasensiƟve biochemical pro-

cesses

SecƟon 1: Abstract

Protein acƟvity is oŌen regulated by ligand binding or by post-translaƟonal modificaƟons such as phosphorylaƟon.

Moreover, proteins that are regulated in this way oŌen contain mulƟple ligand binding sites or modificaƟon sites,

which can operate to create an ultrasensiƟve dose response. Here, we consider the contribuƟon of the individual

modificaƟon/binding sites to the acƟvaƟon process, and how their individual values affect the ultrasensiƟve behavior

of the overall system. We use a generalized Monod-Wyman-Changeux (MWC) model that allows for variable confor-

maƟonal free energy contribuƟons from disƟnct sites, and associate a so-called acƟvaƟon parameter to each site.

Our analysis shows that the ultrasensiƟvity generally increases as the conformaƟonal free energy contribuƟon from

one or more sites is strengthen. Furthermore, ultrasensiƟvity depends on the mean of the acƟvaƟon parameters

and not on their variability. In some cases, we find that the best way to maximize ultrasensiƟvity is to make the

contribuƟon from all sites as strong as possible. These results provide insights into the performance objecƟves of

mulƟple modificaƟon/binding sites and thus help gain a greater understanding of signaling and its role in diseases.

SecƟon 2: IntroducƟon

Cellular systems rely heavily on signal transducƟon and environmental sensing pathways to successfully respond to

internal and external environmental signals and condiƟons. To regulate signal transducƟon cascades, mammalian

cells use ligand binding or post-translaƟonal modificaƟons (PTMs) such as protein phosphorylaƟon, methylaƟon or

ubiquiƟnaƟon. Several forms of disease can arise when there are defects in signal transducƟon pathways, including

cancer, diabetes, and heart disease.

Many proteins regulated by ligands or PTMs are mulƟsite proteins, that is, they have mulƟple sites on which

they can be modified or where a ligand can bind. For example, acƟvaƟon of mitogen acƟvated protein kinases

requires phosphorylaƟon on two sites [1], and the hemoglobin tetramer has four sites where oxygen can bind ([2]

and references therein). In fact, some proteins have more than 150 modificaƟon sites [3]. Ligand binding/PTMs

can either promote or inhibit protein acƟvity through conformaƟonal changes [4, 5], and can influence the target’s

enzymaƟc acƟvity, locaƟon, stability, or interacƟons with other macromolecules [6].

A common role for mulƟsite modificaƟons lies in the creaƟon of switch-like, or ultrasensiƟve, dose response

curves [7–9]. These are posiƟve, monotonically increasing, sigmoidal funcƟons that have two important properƟes:

first, they respond minimally to low levels of input; second, once the input is sufficiently large, they switch from

a low output to a near maximal output in response to a relaƟvely small increase in the input. In other words,

ultrasensiƟve systems can both filter out low-level noise and respond with a high gain over an appropriate range of
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input. UltrasensiƟvity has important roles in signal transducƟon, and a widely-studied problem is how to implement

such dose responses using common biochemical reacƟons [2].

A classical 1965 model by Monod, Wyman and Changeux (MWC) [10] uses mulƟsite modificaƟons to create

ultrasensiƟve responses. This model remains highly influenƟal today [11–14]. In the MWC model, the target

molecule/receptor can be in either an acƟve (relaxed) conformaƟon or an inacƟve (tense) conformaƟon, and ligand

binding/PTMs can influence the probability that the target is in one state or the other. One way to envision this is

that ligand binding promotes a conformaƟonal change that flips the target from inacƟve to acƟve (or from acƟve to

inacƟve in the case of an inhibitory ligand). In the MWC model, this is equivalent to the point of view that the ligand

binds preferenƟally to the acƟve conformaƟon, a phenomenon known as conformaƟonal selecƟon. In mulƟsite

MWC models, there are mulƟple binding sites for ligand, each of which can be either empty or bound. Such models

exhibit cooperaƟvity in ligand binding, as the binding of some ligands to the target will promote flipping to the

acƟve state, and in the acƟve state, all binding sites have a higher affinity for ligand. In other words, the presence of

ligand increases the probability of the receptor exisƟng in the state with higher ligand affinity, thereby increasing

the probability of the next ligand binding. In addiƟon to ‘cooperaƟvity’, the term ‘allostery’ is frequently used in

conjuncƟon with MWC models, and refers to the effect that one ligand binding to the target has on addiƟonal

“distant” binding sites in the same molecule, as well as to the effect that ligand binding has on the conformaƟonal

change that acƟvates the target. The concepts of ultrasensiƟvity, allostery and cooperaƟvity are important not only

in understanding the logic of cellular regulaƟon, but also with regard to disease pathology and drug discovery [15].

Classical mathemaƟcal models of allostery and cooperaƟve ligand binding, such as the MWC model, were

based on observaƟons of cooperaƟvity between symmetric subunits of oligomeric proteins, such as hemoglobin (a

tetramer), threonine deaminase (also a tetramer) and aspartate transcarbamylase (a hexamer) [16]. Given that the

molecules under study consisted of mulƟple idenƟcal or very similar subunits, it made sense to treat all binding sites

as idenƟcal. More recently, however, the concept of allostery has been expanded to include monomeric proteins,

where binding of a ligand at one site can result in modulaƟon of funcƟon or binding at a (perhaps) distant site in the

same polypepƟde chain [17]. For instance, binding or modificaƟon events occurring in an intrinsically-disordered

segment of a protein can promote its folding, and this can be communicated to an adjacent segment, with the net

effect that a coupled folding-and-binding event or PTM in one region of the protein influences subsequent interacƟons

or modificaƟons at a distant site(s) within the same monomer [18]. Yet another example is hetero-oligomers that

display cooperaƟvity such as the ATPase rings in the proteasome and CCT chaperonin complex [19–22]. In such

cases, there is no reason to expect that binding/modificaƟon sites will be idenƟcal, or that they will make idenƟcal

contribuƟons to the underlying conformaƟonal change once bound/modified.

In the current paper, we set out to explore mulƟsite systems in which the modificaƟon of some sites may have a
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stronger effect on the induced conformaƟonal change than the modificaƟon of other sites. To do this, we generalize

the classical MWC system and assign different parameters to different sites. We aim to determine what combinaƟons

of parameters lead to a high level of ultrasensiƟvity. Each site i is assigned an acƟvaƟon parameter ci, generalizing the

parameter c in the original formulaƟon of the MWC model. Small values of the parameter ci correspond to a strong

ability for the i-th site to acƟvate the protein. One can also associate to each site a corresponding conformaƟonal free

energy contribuƟon, that is, the difference in the Gibbs energy funcƟon associated to the site i,∆Gi = rt ln(ci). In

other words, rt ln(ci) is the site-specific free energy contribuƟon to tense-to-relaxed flipping from ligand binding

at site i. NoƟce that the conformaƟonal free energy contribuƟon∆Gi is negaƟve number when the acƟvaƟon

parameter ci is less than one, and becomes more negaƟve as ci approaches 0. Also note that a large negaƟve∆Gi

(and hence a small ci) corresponds to a strong conformaƟonal free energy contribuƟon, which will promote flipping

to the acƟve state. In contrast, if ci > 1, then∆Gi will be posiƟve, meaning that the modificaƟon does not promote

flipping to the relaxed/acƟve state but instead makes it more likely that the target will stay in the tense state.

Our main results can be summarized as follows. First, making the conformaƟonal free energy contribuƟon

associated with ligand binding to a single site i more favorable (that is, making this free energy change more

negaƟve, which is equivalent to making the acƟvaƟon parameter ci smaller) has a strong tendency to increase the

ultrasensiƟvity of the system, as measured by its associated Hill coefficientH . This effect is not guaranteed as there

are some excepƟons, especially for low values of the number of sites n, but it holds in most circumstances and under

several orders of magnitude for the parameters in the system.

Second, for a fixed number of sites n, each of which is at least moderately acƟve, one can calculate the average

of the acƟvaƟon parameters and get a good approximaƟon of the Hill coefficient of the system by assuming that

all sites have this average acƟvaƟon parameter. That is, the Hill coefficient is approximately independent on the

variability of the parameters ci, only on their mean value.

Third, we find that when the cost of site maintenance is taken into account, one can obtain an opƟmal ultra-

sensiƟve behavior by focusing on a subset of the sites. The strategy is to have a subset of the sites be equally

acƟve, and all other sites have a low or negligible conformaƟonal free energy contribuƟon. This predicƟon has

been indeed observed in a number of experimental systems, where only a subset of the sites have the ability to

acƟvate the protein. In addiƟon, we demonstrate that there are diminishing marginal ultrasensiƟvity increases in

response to conformaƟonal free energy contribuƟon improvements, which allows us to predict a maximal effecƟve

conformaƟonal free energy contribuƟon per site, on the order of -2 to -4 kcal/mol. This predicƟon follows from first

principles of the mathemaƟcal model, and it is surprisingly consistent with experimental data for a typical protein

phosphorylaƟon site [23–26].

For completeness, the last secƟons contain a study of ultrasensiƟve behavior in a non-allosteric mulƟsite model
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where all sites are independent from each other, applicable in some cases where the MWC allosteric assumpƟons

are not saƟsfied. It was found that this system has a more complex relaƟon between acƟvaƟon parameters and

ultrasensiƟvity, which was explored both through computaƟons and mathemaƟcal analysis.

SecƟon 3: DerivaƟon of the MWC Dose Response

In this secƟon, we carry out a generalizaƟon of the MWC model to account for different acƟvaƟon parameters at

disƟnct sites. See Enciso and Ryerson [8], where a similar generalizaƟon was carried out for protein modificaƟon

efficiencies.

Consider a substrate with n sites in modified-form I , in one of two states, relaxed (RI ) or tense (TI ), where

I ∈ {0, 1}n is a binary vector represenƟng the modified-form of the substrate. In the case of protein acƟvaƟon

models, relaxed and tense states correspond to different levels of acƟvity. We assume that all modified-forms in

the relaxed (R) conformaƟon are acƟve and have the same acƟvity, whereas all modified-forms in the tense (T )

conformaƟon are inacƟve, and have the same (low) acƟvity. Under MWC assumpƟons, the relaxed state has a higher

affinity to the ligand than the tense state, this is assumed here for the states RI and TI . The unmodified state,

I = ~0 = (0, 0, · · · , 0), and the fully-modified state, I = ~1 = (1, 1, · · · , 1), are the two extreme modified-forms,

and a total of 2n modified-forms are possible. The modificaƟon of site i on the substrate will result in modified-form

J, where J = I ∪ {i}. In other words J is the modified-form consisƟng of adding one more modificaƟon at site i to

the modified-form I. For example, in Fig. 1a, a two-site substrate can be in the relaxed state with no modificaƟons

R(0,0) and be reversibly modified to R(1,0) or R(0,1) and subsequently to R(1,1). A substrate in a relaxed state

can also flip to the tense state in that form. For instance, R(1,1) can flip to the T(1,1) state. Similarly, the tense

substrate in modified-form T(1,0) can be reversibly modified to T(1,1). We call u the kinase concentraƟon in the

case of mulƟsite phosphorylaƟon and u denotes the ligand concentraƟon in the case of ligand binding.

The general system can be described by the chemical reacƟon network in Fig. 1b. The parameter αi is the

microscopic associaƟon constant for ligand binding at site i. Note that αi is an affinity, i.e. not a dissociaƟon

constant but the inverse thereof. If instead of ligand binding the protein is modified by post-translaƟonal modificaƟon

(phosphorylaƟon, acetylaƟon, etc.), αi represents the modificaƟon efficiency of site i, which, for example, will be

determined by the relaƟve suitabilty of the site to be phosphorylated by a given kinase and dephosphorylated by a

given phosphatase. The parameterL is the equilibrium constant betweenR~0 and T~0. This network has the property

of detailed balance, as the product of the equilibrium constants around any closed cycle of states is 1; this is the

same as saying that the net free energy change around any closed cycle of states is 0. For this reason each forward

and reverse reacƟon pair is in equilibrium.
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Figure 1: Generalized MWC Allosteric Model. (a) The figure shows the eight possible states of a target molecule/receptor

regulated by the MWC mechanism and containing two sites for ligand binding or post translaƟonal modificaƟon (i.e., n = 2).

The four states shown in blue (with closed ‘mouth’) are the tense, inacƟve states, while the four states shown in green (with

open ‘mouth’) are the relaxed, acƟve states. ModificaƟon/ligand binding is indicated by the presence of absence of a small

yellow ball. TheL, α and c parameters are explained in the text. (b) Chemical reacƟon network demonstraƟng the possible

modified-forms of a receptor with n sites, where I is the index vector for the modified-form and J is the index vector aŌer

adding one more modificaƟon at site i. (c) Table of staƟsƟcal weights for each state possible with n = 2.

We use the notaƟon cI =
∏
Ii=1

ci. NoƟce that LcI is the equilibrium constant between the relaxed (acƟve)

stateRI and the tense (inacƟve) state TI . In this sense, one can think of ci as the contribuƟon to this equilibrium
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constant made by each individual site i, and∆Gi as the free energy differenƟal between acƟve and inacƟve protein

contributed by modificaƟon at site i.

The staƟsƟcal weights for each state possible when n = 2 is listed in Fig. 1c. The probability of a state, say

R(1,0) is defined as the raƟo between the staƟsƟcal weight and the parƟƟon funcƟon Z. In the n = 2 case,

Z = 1+ α1 + α2 + α1α2 +L+Lα1c1 +Lα2c2 +Lα1α2c1c2. Fig. S1 shows a table of the staƟsƟcal weights

of each modificaƟon state when n = 3 and the associated Z . For general n, Z = 1 + L+

n∑
i=1

(αi + Lαici).

We can write the dose response for total substrate as a funcƟon of enzyme u. Following a similar analysis to

that of Enciso & Ryerson [8], since the system is in detailed balance, for every index I ,

RIuαi = RJ andRILc
I = TI

Solving forRI and TI , we can relateRI toR~0 (relaxed protein with no modificaƟons) by inducƟon as:

RI = u|I|R~0α
I
and TI = u|I|R~0α

ILcI .

Note that

∑
I

u|I| =

n∑
i=0

(
n

i

)
ui = (u+ 1)n,

∑
I

cIu|I| =

n∑
i=0

∑
|I|=i

cIu|I| =

n∑
i=0

ui
∑
|I|=i

cI =

n∑
i=0

uiρi(c) =

n∑
i=0

ρi(uc) =

n∏
j=1

(ucj + 1),

∑
I

u|I|αI =

n∏
i=1

(uαi + 1) and similarly,
∑
I

u|I|αIcI =

n∏
i=1

(uciαi + 1).

Here, ρi(c) =
∑
|I|=i

cI is the symmetric polynomial in i with entries c [8]. For example, consider n = 2 with

c = (c1, c2). Here, ρ2(c) = c1c2, ρ1(c) = c1 + c2, and ρ0(c) = 1. At various points we are able to rewrite a sum

into a product, using the principle that if xi is a constant for i = 1, 2, · · · , n, then
∑
I

xI =

n∏
j=1

(xj + 1). For

general n, the above allows us to write

ST =
∑
I

RI + TI = R~0

∑
I

u|I|αI + LR~0

∑
I

cIu|I|αI = R~0

n∏
i=1

(uαi + 1) + LR~0

n∏
j=1

(ucjαj + 1),

R~0 = ST
1

n∏
i=1

(uαi + 1) + L
n∏

i=1

(uciαi + 1)

.

The response of this system is given by the total concentraƟonof relaxed protein, regardless of its level ofmodificaƟons.
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That is,

f(u, c, α) =
∑
I

RI = R0

∑
I

u|I|αI = R0

n∏
i=1

(uαi + 1) =

ST

n∏
i=1

(uαi + 1)

n∏
i=1

(uαi + 1) + L
n∏

i=1

(uciαi + 1)

.

That is

f(u, c, α) =
ST

1 + L
n∏

i=1

uciαi + 1

uαi + 1

= STω (η(u, c, α)) , (1)

where η(u, c, α) =
n∏

i=1

uciαi + 1

uαi + 1
and ω(x) =

1

1 + Lx
. NoƟce from this funcƟonal form when any ci is equal

to 1, it simply mulƟplies the dose response by one and becomes the same as a system with n− 1 sites. This is a

nontrivial comment which is not obvious from the system otherwise, but it is biologically intuiƟve. If a substrate has

weak sites, they only contribute weakly or not at all to increase the Hill coefficient. For fixed parameter values c andα,

we define the maximal response f∞(c) = lim
u→∞

f(u, c, α). A simple calculaƟon shows that f∞(c) = 1
1+Lc1c2···cn

and depends only on c1, c2, · · · , cn and is independent of α. This maximal output value will allow us to normalize

response curves across different parameter values in the secƟons below.

Since the effect of varying the modificaƟon parameters αi was extensively described in Enciso and Ryerson [8],

in the majority of the discussion here, we will assume that the αi are equal to each other, and in fact we can set

αi = 1. To see this, one can re-scale u by defining ū = uᾱ. The new dose response has the same Hill coefficient

as the old system, however the new system saƟsfies αi = 1 for all i. This helps to beƩer understand the effect of

individual acƟvaƟon parameters.

SecƟon 4: ComputaƟonal Results on MWC UltrasensiƟvity

Recall from the previous secƟon that f(u, c, α) represents the dose response for the generalized MWC system with

parameters ci andαi, for i = 1, 2, · · · , n, wheren is the number of sites, and u is the ligand/enzyme concentraƟon.

In this secƟon we carry out a computaƟonal analysis of the dose response and its Hill coefficient, where the

parameters ci are sampled logarithmically. More specifically, log(ci) is chosen with uniform distribuƟon between[
10−4, 0.9

]
. The parameter L ≥ 1 was fixed, and the parameters αi were chosen to be idenƟcal to each other,

αi = ᾱ, here the value of ᾱ does not affect the Hill coefficient.

We calculated the Hill coefficient H by solving forEC90 andEC10 with a standard numerical solver. Here, we

solved for u such that f(u, c, α)− βf∞(c) = 0 for both β = 10% and 90%. With bothEC10 andEC90, we can
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calculateH as

H =
ln(81)

ln(EC90
EC10

)
(2)

derived in [27]. H > 1 implies the dose response curve is ultrasensiƟve, while H = 1 implies there is no

ultrasensiƟvity, andH < 1 shows negaƟve ultrasensiƟvity. One can also think ofH > 1 showing that the dose

response has a good switch [28]; the larger the value of H the more ultrasensiƟve the dose response curve.

Fig. 2a displays the dose response curves in this system forn = 2, 4, 8, ci = 0.01,L = 1000, andαi = ᾱ = 1.

These funcƟons show that when all the sites contribute equally, the Hill coefficient tends to increase with the

number of sites. In Figs. 2b-d, c1 and c2 were increased from 10−4 to 0.9 and each ci = 0.01 for i ≥ 3, αi = 1,

and L = 1000. In these figures,H decreases for increasing c1 only, suggesƟng thatH increases with increasing

conformaƟonal free energy (recall that larger values of c correspond to lower acƟvaƟon contribuƟons). Note that for

the n = 2 case, there are cases for large values of c1 where the Hill number is undefined. Fig. S2 shows similar data

on a linear scale.
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Figure 2: UltrasensiƟvity of MWC system.. (a) Dose response curve, f(u, c, α), when n = 2, 4, and 8 for increasing u

with ci = 0.01, αi = ᾱ = 1 and L = 1000. (b-d) Heat maps for H when c1, c2 ∈
[
10−4, 0.9

]
with L = 1000 and

αi = ᾱ = 1 and (d) n = 2, (e) n = 4, ci = 0.01 for i ≥ 3, similarly with (f) n = 8. White indicates undefinedH values.

In Fig. S3e, we show a Monte Carlo approach to study whether H is always a decreasing funcƟon of ci. By
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symmetry, we take any individual ci parameter to be c1, without loss of generality. To find the proporƟon of cases

whereH decreases on c1, we find a numerical approximaƟon toHc1(c) as follows:

Hc1(c) =
∂H(c)

∂c1
≈ H(c1 +∆x, c2, · · · , cn)−H(c1, c2, · · · , cn)

∆x
,

for small ∆x to determine if
∂H(c)
∂c1

< 0 . Here, for different values of L and n with αi = ᾱ = 1, for 1000

simulaƟons, we sampled ci ∈
[
10−4, 0.9

]
logarithmically for i = 1, 2, · · · , n. The proporƟon of simulaƟons where

H decreases on c1 is almost always one for n > 4. For n = 2 there are many parameter sets where that is not the

case.

In Fig. 3 we further analyze the effect of varying the acƟvaƟon parameters on the Hill coefficient. In Fig. 3a,

we sampled a vector c ∈ Rn with entries in the interval
[
10−4, 0.9

]
logarithmically. This vector of acƟvaƟon

parameters has arithmeƟc mean c̄ and coefficient of variaƟon CV (c) = σ(c)
c̄ . To each vector c one can assign a

second vector ĉ = (c̄, c̄, · · · , c̄) for which CV (ĉ) = 0. AŌer calculaƟngH for each case, we can see in Fig. 3a,

that when there is no variaƟon between ci (solid line), with parameter values αi = 1 and L = 1000,H decreases

with increasing mean of c for n = 2, 3, 4, 6 and 8. Any variaƟon among the ci does not significantly affectH when

c̄ < 10−2. For larger values of c̄,H depends on the variability among the ci as well as their mean. When αi is

sampled from the range [0.1, 10] the dependence ofH on c̄ is less clearly defined, compared to the case αi = 1

(see supplemental Figure S3a-b).

In Fig. 3b, for the same parameter values ci and αi = 1 we plotH against the total conformaƟonal free energy

∆Gtot defined as

∆Gtot = rt ln

(
n∏

i=1

ci

)
(3)

where r is the gas constant and t is the temperature (tradiƟonallyR and T but labeled as r and t, respecƟvely, to

maintain consistent notaƟon and not be mistaken for the MWC tense and relaxed states). For fixed n, as the total

conformaƟonal free energy increases, ultrasensiƟvity generally tends to increase, and aŌer some threshold, it tends

to level off. To increase ultrasensiƟvity at that point, a substrate cannot profitably uƟlize more conformaƟonal free

energy, but instead must evolve more sites. As a concrete example, let us consider an MWC molecule with two sites

under selecƟve pressure to increase its ultrasensiƟvity. Changes to the microscopic modificaƟon affiniƟes/efficiencies

(i.e., the∆Gi’s) will either decrease ultrasensiƟvity (if the changes are unbalanced), or at best leave ultrasensiƟvity

unaltered (if the changes are balanced) [8]. Thus, the only viable opƟons to increase ultrasensiƟvity are to (a) evolve

another site, or (b) strengthen the conformaƟonal free energy of the exisƟng sites. At first, significant increases

to ultrasensiƟvity can result from the second opƟon. A mutaƟon that strengthens the conformaƟonal free energy

of one of the sites will move the molecule up and to the right in the cloud of points for n = 2 shown in Fig. 3b,

with the largest jump coming from strengthening the weakest site. As addiƟonal mutaƟons of this type arise and
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Figure 3: AcƟvaƟon Parameters and H in MWC. (a) ScaƩer plot for H when ci are independently and logarithmically chosen

from the interval
[
10−4, 0.9

]
(dots) and when ci are all idenƟcal (solid line), L = 1000, and αi = ᾱ for n = 2, 3, 4, 6, 8.

(b) ScaƩer plot for H for increasing total conformaƟonal free energy (Eq. 3) when ci = c ∈
[
10−4, 0.9

]
, αi = ᾱ, and

L = 1000 for n = 2, 3, 4, 6, 8. Asterisk is the approximatedH for Ste5 from [24]. (c) ScaƩer plot forH for increasing total

conformaƟonal free energy (Eq. 3) when ci = c̄ ∈
[
10−4, 0.9

]
, αi = ᾱ, and L = 1000 for n = 2, 3, 4, 6, 8. Diamonds

represent the knee of the curve. (d)H for increasing total conformaƟonal free energy where ci = c̄ ∈
[
10−4, 0.9

]
, αi = ᾱ

andL = 1000 and with a maintenance cost of 4 kcal/mol per site where n = 2, 3, 4, 6, 8. The Ste5 data point is added for

illustraƟon purposes with the same maintenance cost for each of the 8 phosphorylaƟon sites.

become fixed by natural selecƟon, the molecule will move to the top right of the cloud; here the conformaƟonal

free energies will be approximately balanced and have magnitudes of approximately -2 to -4 kcal/mol. At this point,

substanƟal improvement to ultrasensiƟvity (i.e., an increase of the Hill number by greater than 0.5 units) can only

arise if the molecule evolves an addiƟonal site.

To view this more clearly, consider Fig. 3c, which shows ultrasensiƟvity for increasing values of total conforma-
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Ɵonal free energy where parameter values have been set to ci = c̄ and αi = ᾱ = 1 and fixed n and L. In other

words, when each ci is the same, meaning the conformaƟonal free energy is the same in all sites, we can see that

ultrasensiƟvity generally increases and eventually levels off as the conformaƟonal free energy increases. Fig. 3c

also helps to make a predicƟon of the energy that each site opƟmally contributes, given a total conformaƟonal free

energy.

CalculaƟng the ”knee” of the curve provides a rough esƟmate of the total conformaƟonal free energy required

before the ultrasensiƟvity begins to level off. The knee of a saturaƟng curve is a mathemaƟcal definiƟon that captures

the point at which the curve is reaching saturaƟon. It is defined in our context as max a ≤ x ≤ b|Yn(c)− `(x)|,

where Yn(x) is the Hill coefficient curve in Fig. 3 c for n sites, a, b are the lowest and highest total energy values

among the data points for n sites respecƟvely, and `(x) is a secant line joining (a, Yn(a)) and (b, Yn(b). For a more

detailed explanaƟon, refer to Figure 2b in Ref [29].

The approximated knee of each curve in Fig. 3c was found and is depicted with a diamond and listed in Table 1.

NoƟce that the energy for saturaƟon increases roughly linearly with the number of sites. In each case, the amount

of energy per site is approximately -2 to -4 kcal/mol.

This analysis is consistent with some previous experimental findings [23, 24]. The approximatedH for Ste5

from [24] with n = 8 phosphorylaƟon sites is indicated with an asterisk in Fig. 3b and 3c. We derive the value -1.6

kcal/mol per site in this system, which is equivalent to a 10-fold affinity increase per site as approximated in [24].

Not only does this data point approximately lie close to the curve for n = 8, but in fact it lies close to the knee of

the curve when all sites contribute an equal amount, as predicted in the above analysis. The marginal effect of an

addiƟonal kcal of free energy is dependent on only one other parameter, namely L (assuming the αi are roughly

equal to each other). If L ranges from 30 to 10,000, the analysis is roughly similar (see Fig. S3c-d ), and it leads to an

energy range of around -2 to -4 kcal/mol per site (see also Table S1).

There are ways of evaluaƟng ultrasensiƟvity other than the Goldbeter-Koshland method [27]. In Fig. S4, we

measure ultrasensiƟvity in two addiƟonal ways: (1) fiƫng the dose response curve to the Hill funcƟon [9] and (2)

Levitzki’s n50 [30]. We see similar results, thus the qualitaƟve results here do not depend on how ultrasensiƟvity is

measured.

In Fig. 3d, similar to Fig. 3b, we plotH for increasing values of total conformaƟonal free energy where now

we take into account a maintenance cost for each site, denoted byMc. Such a maintenance cost may arise, for

example, if there is rapid turnover of a post-translaƟonal modificaƟon, as has been observed for phosphorylaƟon-

dephosphorylaƟon of some substrates [31, 32]. This type of rapid dynamics in modificaƟon-demodificaƟon cycles

could consƟtute a non-negligible expenditure of energy for the cell.

The total acƟvaƟon energy including maintenance can be calculated as∆Gtot +Mc ∗ n, where∆Gtot is given
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Table 1: UltrasensiƟvity at knee

L n H total cfe cfe/site

1000 2 1.80 -7.37 -3.69

3 2.47 -8.67 -2.89

4 2.99 -9.80 -2.45

6 3.71 -11.97 -1.99

8 4.21 -14.39 -1.80

Table 1: UltrasensiƟvity as measured by the Goldbeter-Koshland formula described in Eqn. (2) along with

the approximated knee of the curves in Fig. 3c for fixed values of L and n. The knee of curve occurs at a

single value of total conformaƟonal free energy (cfe) with a Hill numberH . Parameters αi = ᾱ = 1.

by (Eq. 3) andMc = 4 kcal/mol, which was arbitrarily chosen. In this figure, we assume for simplicity that energy is

equally distributed among all sites. Once the cost of maintenance is taken into account, one can see more clearly

that for each level of total conformaƟonal free energy there is an opƟmal value of n. For instance, if the total energy

is -20 kcal/mol, then the opƟmal number of sites is n = 3; any fewer sites will not have as high ultrasensiƟvity, while

any larger number of sites requires an excessive amount of maintenance. If there are more than four sites in this

system, it is beneficial to eliminate or silence the remaining sites. Similar qualitaƟve results can be seen in Fig. S5

with different maintenance cost values.

To summarize, in this secƟon we have shown that (1) increasing the conformaƟonal free energy at a single site

has a strong tendency to increase the ultrasensiƟvity of the response, with some excepƟons, (2) for fixed n, the

ultrasensiƟvity depends on the mean of the free energies of acƟvaƟon and very liƩle on their variance, and (3)

we esƟmate from first principles an effecƟve energy range of -2 to -4 kcal/mol per site, which is consistent with

experimental data.

SecƟon 5: DerivaƟon of Independent Dose Response

The assumpƟon of cooperaƟvity between sites plays a role in the ultrasensiƟve behavior of the dose response curves.

However, if we do not assume cooperaƟvity between sites, will we observe the same effect in the previous secƟon

onH? In this secƟon, we use a non-allosteric model and carry out a similar study as for the generalized MWCmodel.

The proposed model has been used elsewhere [8, 33] but here it is generalized for the first Ɵme to have different

acƟvaƟon parameters at different sites.

Consider a substrate with nmodificaƟon sites in modified-form I ∈ {0, 1}n, where we no longer assume that

there is cooperaƟvity between sites. The substrate can be in one of two states,AI (acƟve) orBI (inacƟve) and thus
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gives 2n possible modified-forms.

The substrateS in modified-form I can be described by the chemical reacƟon in Fig. 4a, where vi > 1 represents

the conformaƟonal free energy of the i-th modificaƟon site. Each vi can also be related with the binding energy of

the i-th modificaƟon site in the MWC model through the formula

∆Gi = −rt ln(vi).

That is, the larger the value of vi, the larger the free energy. The parameter vi can also be thought of as the

inverse of vi =
1
ci

of the acƟvaƟon parameter in the MWC model. For notaƟon purposes, vI =
∏
Ii=1

vi.

To obtain the dose response for total substrate ST as a funcƟon of enzyme concentraƟon u, we use mass acƟon

kineƟcs on the chemical reacƟon below

AI
d

vI
BI

As in the MWC model, d is the reacƟon rate constant and is analogous to L. The associated differenƟal equaƟon for

the acƟve substrate is:

dAI

dt
= vIBI − dAI , (4)

with conservaƟon of mass equaƟon for the substrate in modified-form I :

SI = AI +BI .

We allow this reacƟon to reach equilibrium by assuming that this acƟvaƟon/deacƟvaƟon reacƟon is much faster

than protein modificaƟon. This is a reasonable assumpƟon in the case of protein phosphorylaƟon. Solving for steady

state of (4) ,

0 = vI(SI −AI)− dAI = vISI −AI(v
I + d), that is

AI(v
I + d) = vISI and

AI =
vI

vI + d
SI

In order to calculate the acƟvity level of a substrate in modified-form I , we defined the funcƟonQI(v), which can

be considered to be the fracƟon of Ɵme a protein is acƟve, as

AI =
vI

d+ vI
SI ,

AI

SI
=

vI

d+ vI
.

Hence,

QI(v) =
vI

d+ vI
. (5)
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To further understandQI(v), consider the case whenn = 2. If both sites are modified, thenQ(1,1) =
v1v2

d+ v1v2
≈

1 for large values of vi relaƟve to d. If neither site is modified, thenQ(0,0) =
1

d+ 1
. In other words, the acƟvity of

a protein increases with the amount of modificaƟons. NoƟce that the acƟvity level will depend on the acƟvaƟon

parameters of the specific sites and the overall number of sites modified.

We can also determine the substrate concentraƟon of SI , as a funcƟon of enzyme concentraƟon u. We can

accomplish this by first considering the fracƟon of substrate, pi, that is modified on the i-th site, at steady state.

Then, from [8], given ki is the disassociaƟon rate constant of the i-th site,

pi(u) =
u

u+ ki
. (6)

We assume that the modificaƟon states of the different sites are independent of each other, an assumpƟon that is in

a sense the opposite of cooperaƟvity. In other words, the modificaƟon of one site does not influence themodificaƟon

of another. This allows to calculate the proporƟon of substrate in state I as

SI

ST
=
∏
Ii=1

pi
∏
Ii=0

(1− pi) =
∏
Ii=1

u

u+ ki

∏
Ii=0

(
1− u

ki + u

)
=
∏
Ii=1

u

u+ ki

∏
Ii=0

ki
ki + u

,

where ST is the total substrate. The dose response is calculated as follows:

f(u, v) =
∑
I

QISI =
∑
I

vI

d+ vI

∏
Ii=1

u

u+ ki

∏
Ii=0

ki
ki + u

. (7)

This funcƟon has a maximal output value f∞(v), which is found in a similar fashion to the MWC maximal output

value by evaluaƟng the limit of f(u, v) as u → ∞. Note that for any I containing a zero (i.e., any modified-form

with at least one site un-modified), lim
u→∞

SI = 0. Only I = ~1 = (1, 1, · · · , 1) will contain a non-zero limit for SI ,

giving f∞(v) = Q~1. This maximal output value can be used to normalize the dose response curves across different

parameter values, similar to the MWC system.

SecƟon 6: ComputaƟonal Results on Independent System UltrasensiƟvity

For mulƟsite proteins, we can determine the proporƟon of acƟve substrate by calculaƟng f(u, v) from the inde-

pendent system above. In Fig. 4b, we plot dose response funcƟons for n = 2, 4, and 8 with vi = 100, ki = 1 and

d = 1000.

Similar to the MWC secƟon above, we show howH is affected by the acƟvaƟon parameters of individual sites.

In Fig 4c-e, we measure H in a similar fashion to that in Fig. 3, by solving for EC10 and EC90 given the dose

response f(u, v) in (7). Here, d = 1000 and ki = 1 and parameters v1 and v2 were sampled with values in[
1, 108

]
logarithmically and each vi = 100 for i >= 3 for n = 2, 4, and 8. This implies thatH does not increase

monotonically with increasing vi, and there is a local minimum for low values of vi.
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Figure 4: Independent MulƟsite ModificaƟon Model (a) Substrate in modified-form I can be in the inacƟve stateBI or acƟve

AI state. (b) Dose response curve, f(u, v) when n = 2, 5, 7 for increasing kinase concentraƟon u with vi = 100 and

d = 1000 (c-e) Heat maps forH when v1, v2 ∈
[
10, 108

]
with d = 1000, and (c) n = 2, dashed line used to denote region

where d =
√
v1v2. (d) n = 4, vi = 100 for all i ≥ 3, similarly with (e) n = 7.

To determine the effect the variability between parameters vi has onH , we varied parameters vi, measuredH

and compared to when all parameters vi are equal, similar to the MWC system. In Fig. 5a, we sampled a vector with

entries from
[
1, 104

]
, logarithmically. This v has an arithmeƟc mean v̄ and coefficient of variaƟon,CV =

sd(v)

v̄
.

For each sample, there is a second vector, v̂ = (v̄, v̄, · · · , v̄) such thatCV (v̂) = 0. AŌer calculaƟngH for each

case, we can see in Fig. 5a, that when there is no variaƟon between vi (solid line), ki = 1 and d = 1000,H can

increase or decrease depending on the mean of v for n = 2, 3, 4 and 8. Here, we can see that any variaƟon between

the vi may affectH (asterisks).

In Fig. 5b, we show the same data from Fig. 5a but ploƫngCV (v) vsH . Here we see thatCV (v) has some

effect onH , regardless of n. This is parƟcularly interesƟng since, contrary to MWC, the variaƟon between vi affects

H . We also see that there are values of v̄ where H increases and values where it decreases. How oŌen is H

increasing with increasing v1?

In Fig. 5c, similar to Supplemental Fig. S3 e, we provide the proporƟon of simulaƟons whereH increases with
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Figure 5: AcƟvaƟon Parameters and H in Independent Model. (a) ScaƩer plot for H when vi ∈
[
10, 104

]
(asterisks) and

when vi = v̄ for i = 1, 2, · · · , n (solid curve) for different values of n. (b)H vsCV (v) for different values of n. (c) Heat

map showing the proporƟon of ƟmesH increased with increasing vi as a funcƟon of n and d for vi ∈
[
10, 104

]
and ki = 1

with 1000 simulaƟons of randomly chosen vi ∈
[
10, 104

]
.

increasing v1 based on n and d. The proporƟon was found in a similar fashion as in the MWC system. Here, we

logarithmically sampled vi ∈
[
10, 104

]
and ki = 1.

The computaƟonal and analyƟcal results described in the secƟon below Ɵtled “Independent System Mathemat-

ical Analysis” suggest that that d >
√
v1v2 is a biologically reasonable assumpƟon that will give dose response

funcƟons where the effect of two modificaƟons is significantly different than the effect of a single modificaƟon.

Similarly, d <
√
v1v2 gives dose response funcƟons where the effect of a single modificaƟon has a similar effect as

two modificaƟons, termed “1+” regime. In this “1+” regime we seeH increasing on v. When d =
√
v1v2, we have a

dose response funcƟon where the effect of one modificaƟon is approximately 50% of the effect of two modificaƟons,

with no ultrasensiƟvity (H ≈ 1). We can also see that if d is slightly past the 50% of max acƟvaƟon, H can be

maximized by increasing the free acƟvaƟon of energy v.

To summarize, in this secƟon we show that (1) ultrasensiƟvity increases under specific parameter regimes and

(2) may depend on the variability between the acƟvaƟon parameters.

SecƟon 7: MWC SystemMathemaƟcal Analysis

In this secƟon, we provide a mathemaƟcal analysis of the generalized MWC system showing thatH(c, α) is roughly

independent of the variaƟon of c . We will show thatH is essenƟally a funcƟon of c̄ and ᾱ. That is, the variability of

acƟvaƟon parameters only affectsH to the extent that it changes the mean, c̄. Consider f(u, c, α) from Eq. (1) and

define
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ᾱ =
α1 + α2 + · · ·+ αn

n
,∆α = (α1 − ᾱ, α2 − ᾱ, · · · , αn − ᾱ) ,

c̄ =
c1 + c2 + · · ·+ cn

n
,∆c = (cn − c̄, c2 − c̄, · · · , cn − c̄).

For notaƟon purposes, let ĉ = (c̄, c̄, · · · c̄) ∈ Rn and α̂ = ᾱ, ᾱ, · · · , ᾱ) ∈ Rn. Recall that given aC2 funcƟon f

such that
∂f
∂x (a, b) =

∂f
∂y (a, b) = 0, it holds that

f(x, y) = f(a, b) + o(x− a, y − b).

We will use this to show that

H(c, α) = H(ĉ, α̂) + o(∆c,∆α).

This formula demonstrates in parƟcular thatH essenƟally does not vary if the mean of c is preserved, as illustrated

in Fig. 3a.

ProposiƟon 1. H(c, α̂) = H(ĉ, α̂) + o(∆c)

Proof. For simplicity, assume ST = 1 and assume for now that u and α̂ are fixed. By the approximaƟon of the

geometric mean using the arithmeƟc mean, we have(
n∏

i=1

uciᾱ+ 1

)1/n

=
1

n

n∑
i=1

(uciᾱ+ 1) + o(∆c) = (uc̄ᾱ+ 1) + o(∆c).

Taking the n-th power,

n∏
i=1

(uciᾱ+1) = (uc̄ᾱ+1)n+ o(∆c). LetM > 0 such that |ω(x)−ω(y)| ≤ M |x− y|

for all x, y > 0. Then,

|f(u, c, α̂)− f(u, ĉ, α̂)| ≤ M |η(u, c, α̂)− η(u, ĉ, α̂)|

= M

∣∣∣∣∣
n∏

i=1

uciᾱ+ 1

uᾱ+ 1
−

n∏
i=1

uc̄ᾱ+ 1

uᾱ+ 1

∣∣∣∣∣
=

M

(uᾱ+ 1)n

∣∣∣∣∣
n∏

i=1

(uciᾱ+ 1)− (uc̄ᾱ+ 1)n

∣∣∣∣∣ = o(∆c).

Then f(u, c, α̂) = f(u, ĉ, α̂) + o(∆c). It follows that

EC10(c, α̂) = EC10(ĉ, α̂) + o(∆c) andEC90(c, α̂) = EC90(ĉ, α̂) + o(∆c).
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Thus,

H(c, α̂) =
ln(81)

ln
(
EC90(c,α̂)
EC10(c,α̂)

) =
ln(81)

ln
(
EC90(ĉ,α̂)
EC10(ĉ,α̂)

) + o(∆c) = H(ĉ, α̂) + o(∆c).

One can assume that α̂ doesn’t change sinceH is unaffected by increasing or decreasing its value, as explained in

the secƟons above. Also, the above analysis is carried out for u in a neighborhood ofEC10(ĉ, α̂) andEC90(ĉ, α̂),

hence one can assume that u does not vary significantly. �

ProposiƟon 2. H(ĉ, α) = H(ĉ, α̂) + o(∆α).

Proof. Similar to ProposiƟon 1,(
n∏

i=1

(uc̄αi + 1)

)1/n

=

n∑
i=1

uc̄αi + 1

n
+ o(∆α) = uĉα̂+ o(∆α).

Taking the n-th power,

n∏
i=1

(uc̄αi + 1) = (uc̄ᾱ + 1)n + o(∆α). In parƟcular, for c̄ = 1,

n∏
i=1

(uαi + 1) =

(uᾱ+1)n+o(∆α). Therefore, η(u, ĉ, α) = η(u, ĉ, α̂)+o(∆α). In the sameway as in ProposiƟon 1,H(ĉ, α). �

ProposiƟon 3. H(c, α) = H(ĉ, α̂) + o(∆c,∆α).

Proof. The first-order Taylor approximaƟon ofH(c, α) around (ĉ, α̂) can be wriƩen as

H(c, α) = H(ĉ, α̂) +

n∑
i=1

(ci − c̄)
∂

∂ci
H(ĉ, α̂) +

n∑
i=1

(αi − ᾱ)
∂

∂αi
H(ĉ, α̂) + o(∆c,∆α)

= H(ĉ, α̂) + ∆c · ∇cH(ĉ, α̂) + ∆α · ∇αH(ĉ, α̂) + o(∆c,∆α).

From ProposiƟon 1, D∆cH(ĉ, α̂) = ∆c · ∇cH(ĉ, α̂) = 0. Similarly, from ProposiƟon 2, D∆αH(ĉ, α̂) =

∆α · ∇αH(ĉ, α̂) = 0. Therefore,H(c, α) = H(ĉ, α̂) + o(∆c,∆α). �

SecƟon 8: Independent SystemMathemaƟcal Analysis

In this secƟon, the following theorem and proposiƟon provide mathemaƟcal analysis for the independent system

showing that for n = 2,H increases when d <
√
v1v2.

Theorem 1. Suppose that f(u, z) > 0 is a saturaƟngC2 funcƟon defined for all u, z > 0, such that fu(u, z) > 0.

If the funcƟon

σ(u, z) =
fv(u, z)− f(u, z)f∞

z (z)/f∞(z)

ufu(u, z)
(8)

is strictly increasing on u, thenH(z) is increasing for every parameter z > 0.
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Proof. Let p(z) and q(z) represent theEC10 andEC90 values of the dose response respecƟvely, that is

f(p(z), z) = 0.10f∞(z) and f(q(z), z) = 0.90f∞(z),

where f∞(z) is the maximum value of f(u, z). DifferenƟaƟng both sides, it follows that

fu(p(z), z)p
′(z) + fv(p(z), z) = 0.10f∞

z (z) and fu(q(z), z)q
′(z) + fv(q(z), z) = 0.90f∞

z (z).

That is

p′(z) =
−fz(p(z), z) + 0.10f∞

z (z)

fu(p(z), z)
and

q′(z) =
−fz(q(z), z) + 0.90f∞

z (z)

fu(q(z), z)
.

RecallH(z) =
ln(81)

ln(q(z)/p(z))
. Then,

dH

dz
=

−ln(81) (q′(z)p(z)− p′(z)q(z))

q(z)p(z)
(
ln
(
q(z)
p(z)

))2 , and
dH

dz
> 0 if and only if

−ln(81) (q′(z)p(z)− p′(z)q(z))

q(z)p(z)
(
ln
(
q(z)
p(z)

))2 > 0

⇐⇒ p′(z)q(z) > q′(z)p(z)

⇐⇒ −fz(p(z), z) + 0.10f∞
z (z)

fu(p(z), z)
q(z) >

−fz(q(z), z) + 0.90f∞
z (z)

fu(q(z), z)
p(z)

⇐⇒ fz(p(z), z)− 0.10f∞
z (z)

p(z)fu(p(z), z)
<

fz(q(z), z)− 0.90f∞
z (z)

q(z)fu(q(z), z)

⇐⇒ fz(p(z), z)− f(p(z), z)f∞
z (z)/f∞(z)

p(z)fu(p(z), z)
<

fz(q(z), z)− f(q(z), z)f∞
z (z)/f∞(z)

q(z)fu(q(z), z)
.

The last inequality follows since 0.10 = f(p(z), z)/f∞(z), 0.90 = f(q(z), z)/f∞(z). Overall, we have that

dH

dz
> 0 if and only if σ(p(z), z) < σ(q(z), z).

Thus, if σ(u, z) is an increasing funcƟon of u, then dH
dz > 0. �

Given the dose response in (7), does σ(u, v) increase on u? Here, we provide a derivaƟon for the associated

σ funcƟon for the Independent dose response when n = 2. More specifically, we now apply the theorem to the

independent model with z = v1.

ProposiƟon 4. For the independent system in (7), for n = 2, assuming that ki = k are equal to each other,H(v)

is increasing on v1 and v2 if d <
√
v1v2.
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Proof. We use the above result and show that when d <
√
v1v2, then σ(u, v) is increasing on u.

Consider f(u, v) as given by (7) and σ(u, v) from (8). For the case n = 2, without loss of generality letST = 1;

a different value of ST only re-scales the dose response and does not changeH . Let z = v1. NoƟce that seƫng

z = v2 would give the same result by symmetry. Also, let φ =
Q11,v1
Q11

> 0,QI,v1 =
∂QI

∂v1
, and fu =

∂f

∂u
. It now

follows that

f(u, v) = Q00S00 +Q01S01 +Q10S10 +Q11S11

fv1(u, v) = Q00,v1S00 +Q01,v1S01 +Q10,v1S10 +Q11,v1S11 f∞
v1 (v) = Q11,v1

fu(u, v) = Q00S
′
00 +Q01S

′
01 +Q10S

′
10 +Q11S

′
11 f∞(v) = Q11.

Then,

σ(u, v1) =
fv1(u, v1)− f(u, v1)f

∞
v1 (v1)/f

∞(v1)

ufu(u, v1)

=
Q00,v1S00 +Q01,v1S01 +Q10,v1S10 +Q11,v1S11 − (Q00S00 +Q01S01 +Q10S10 +Q11S11)

Q11,v1
Q11

u (Q00S′
00 +Q01S′

01 +Q10S′
10 +Q11S′

11)

=

Q10,v1ku

(u+k)2
+

Q01,v1ku

(u+k)2
+

Q11,v1u
2

(u+k)2
−
(
Q00

k2

(u+k)2
+Q10

ku
(u+k)2

+Q01
ku

(u+k)2
+Q11

u2

(u+k)2

)
φ

u
(
Q00

−2k2

(u+k)3
+Q10

k(k−u)
(u+k)3

+Q01
k(k−u)
(u+k)3

+Q11
2uk

(u+k)3

)
=

1
(u+k)2

u
(u+k)3

kuQ10,v1 + kuQ01,v1 + u2Q11,v1 − φ
(
k2Q00 + ukQ01 + ukQ10 + u2Q11

)
−2k2Q00 + k(k − u)Q10 + k(k − u)Q01 + 2ukQ11

=
u+ k

u

ku(Q10,v1 +Q01,v1)− φk2Q00 − ukφ(Q10 +Q01)

k2(−2Q00 +Q10 +Q01) + uk(−Q10 −Q01 + 2Q11)

=
u+ k

u

u(Q10,v1 +Q01,v1 − φQ10 − φQ01)− φkQ00

k(Q10 +Q01 − 2Q00) + u(2Q11 −Q10 −Q01)

= −u+ k

u

u(φQ10 + φQ01 −Q10,v1 −Q01,v1) + φkQ00

u(2Q11 −Q10 −Q01) + k(Q10 +Q01 − 2Q00)

= − u+ k

C3u+ C4

C1u+ C2

u
,

where

C1 = φQ10 + φQ01 −Q10,v1 −Q01,v1 C3 = 2Q11 −Q01 −Q10 > 0

C2 = φkQ00 > 0 C4 = k (Q10 +Q01 − 2Q00) > 0.

Let τ1 =
u+ k

C3u+ C4
and τ2 = −C1u+ C2

u
, so that σ = τ1τ2. Note that τ2 is a strictly increasing funcƟon on u

since τ2 = −C1 −
C2

u
.

In the following text, we show that τ1 is also strictly increasing on u if and only if d <
√
v1v2. To see this, noƟce

that τ1 is strictly increasing if and only if
k

C4
<

1

C3
, which is equivalent toC3k < C4. This is equivalent to
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k (2Q11 −Q01 −Q10) < k (Q01 +Q10 − 2Q00)

2Q11 −Q01 −Q10 < Q01 +Q10 − 2Q00

0 < Q01 +Q10 −Q00 −Q11

0 <
v2

d+ v2
+

v1
d+ v1

− 1

d+ 1
− v1v2

d+ v1v2

0 < v2(d+ v1)(d+ 1)(d+ v1v2) + v1(d+ v2)(d+ 1)(d+ v1v2)

− (d+ v2)(d+ v1)(d+ v1v2)− v1v2(d+ 1)(d+ v2)(d+ v1)

0 < v2(d+ 1)(d+ v1) [d+ v1v2 − v1(d+ v2)]

+ (d+ v2)(d+ v1v2) [v1(d+ 1)− (d+ v1)]

0 < v2d(d+ 1)(d+ v1)(1− v1) + d(d+ v2)(d+ v1v2)(v1 − 1)

0 < (v1 − 1) [−v2(d+ 1)(d+ v1) + (d+ v2)(d+ v1v2)]

0 < (d+ v2)(d+ v1v2)− v2(d+ 1)(d+ v1)

0 < d2 + dv1v2 + dv2 + v1v
2
2 − v2d

2 − v1v2d− v2d− v1v2

0 < d2 + v1v
2
2 − v2d

2 − v1v2

0 < (v2 − 1)(v1v2 − d2)

0 < (v1v2 − d2)

d2 < v1v2

d <
√
v1v2.

As long as d <
√
v1v2, it follows that τ1 is an increasing funcƟon on u making σ the product of two increasing

funcƟons and thus, σ is increasing on u. �

Theorem 2. Suppose n = 2. IfQ01 > 1/2 andQ10 > 1/2, thenH is increasing as a funcƟon of v1 and v2.

Proof. IfQ01 > 1/2 andQ10 > 1/2, it follows that
v1

d+ v1
>

1

2
and

v2
d+ v2

>
1

2
. Then,

v1 >
1

2
(d+ v1) and v2 >

1

2
(d+ v2)

2v1 > d+ v1 and 2v2 > d+ v2

v1 > d and v2 > d.

Thus, d2 < v1v2 and so d <
√
v1v2. Thus, by ProposiƟon (4),H is increasing as a funcƟon of v1 and v2.

�
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The point where d =
√
v1v2 (the doƩed line in Fig. 4c) corresponds to the case where the conformaƟonal free

energy contributed by the singly modified forms is equal to exactly half of that contributed by the doubly modified

forms. It can be shown that this situaƟon (which we shall call the ‘linear regime’) results in a dose response curve

with a Hill number of 1. If v1 and/or v2 are then increased so that
√
v1v2 (the region to the right of the doƩed line

in Fig. 4c) becomes greater than d, the singly modified forms now have more than half the conformaƟonal free

energy of the doubly modified forms, and the Hill number increases. The Hill number will conƟnue to increase unƟl

the two singly modified forms, collecƟvely, contribute exactly the same conformaƟonal free energy as the doubly

modified form. At this point, the system is in the ‘1+ regime’, where modificaƟon of one, the other, or both sites lead

to the same level of acƟvaƟon.

On the other hand, if d >
√
v1v2, then the system is closer to the ‘both or none regime’, where efficient

acƟvaƟon only occurs when both sites are modified. Here, increasing v1 or v2 reduces the Hill number by pushing

the system away from ‘both or none’ and closer to ‘linear’.

SecƟon 9: Discussion

In a protein with mulƟple ligand binding sites, the individual sites can differ from each other in two ways: in their

microscopic ligand binding affinity, and in the energeƟc contribuƟon theymake, once bound ormodified, to funcƟonal

outcomes such as a ligand-induced conformaƟonal change in the bound protein. Likewise, for a protein that is

post-translaƟonally modified on mulƟple sites, the individual sites may have different modificaƟon efficiencies, and

may also, independently, make differenƟal contribuƟons to downstream funcƟonal consequences once modified.

For example, in the case of phosphorylaƟon, the amino acid sequence around the target phosphoacceptor residue

can substanƟally influence the efficiency of phosphorylaƟon by the relevant kinase, as well as the efficiency of

dephosphorylaƟon by cellular phosphatases [34]. Such tuning of the steady-state level of site modificaƟon is

biochemically disƟnct and clearly separable from the effects that the phosphorylaƟon of that site will have on the

conformaƟon of the substrate, its ability to bind other macromolecules, etc. [35–37].

Previously, Enciso and Ryerson [8] asked the quesƟon “how can the microscopic ligand binding affiniƟes (a.k.a.

modificaƟon efficiencies) be tuned if the goal is to maximize ultrasensiƟvity?” InteresƟngly, they found that ultrasen-

siƟvity was maximal when the microscopic affiniƟes were balanced. For instance, for a protein with 4 ligand binding

sites, ultrasensiƟvity was maximized when all 4 sites had exactly the same ligand binding affinity. For a protein with 4

phosphorylaƟon sites, ultrasensiƟvity was maximized when all 4 sites had the same phosphorylaƟon/dephosphoryla-

Ɵon efficiency.

Here we examined how differenƟal energeƟc contribuƟons of the sites might affect the performance objecƟve

of ultrasensiƟvity. We considered a simple model in which binding/modificaƟon promotes a conformaƟonal change
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that flips the modified molecule from an inacƟve to an acƟve state; this example is readily extended to other

known consequences of ligand binding or post-translaƟonal modificaƟon. We generalized the classic allosteric

MWC model to allow for differences in the energeƟc contribuƟons for any number of disƟnct sites. We also

considered an independent modificaƟon model that does not assume allostery or cooperaƟvity among sites. For

the generalized MWC system, we found that ultrasensiƟvity generally increased when the energeƟc contribuƟon

(i.e., the conformaƟonal free energy) of one or more of the sites was strengthened. Here, ‘strengthened’ means

that the conformaƟonal free energy became more negaƟve; this results in the corresponding acƟvaƟon parameter c

becoming smaller. Furthermore, we found that there was no benefit derived from balancing the conformaƟonal

free energies, nor any penalty for unbalancing them. Our results have implicaƟons for understanding the potenƟal

trajectories that can be pursued by a protein under selecƟve pressure to increase the ultrasensiƟvity of its response

to modificaƟon.

Regarding our finding that decreasing the acƟvaƟon parameter ci of individual sites has a strong tendency to

increase the Hill coefficient, this result is analogous to work by Rubin and Changeux [38]. In Figure 2 of that work

the authors illustrate computaƟonally that for fixed parameter values of the MWC model, decreasing c leads to an

increase in a different version of the Hill coefficient. In our paper we are able to consider individual sites, rather than

all sites together, so our result is in a sense a generalizaƟon of that shown in [38].

Despite the fact that there is no penalty associated with the conformaƟonal free energies being unbalanced,

our model nevertheless suggests a factor that may tend to lead to roughly balanced conformaƟonal free energies:

diminishing returns. Successive, equal-valued improvements of conformaƟonal free energy are diminishing with

respect to their effect on ultrasensiƟvity. That is, changes that are of equal magnitude to previous changes increase

ultrasensiƟvity by a smaller amount than the previous changes did. Furthermore, changes to weaker sites increase

ultrasensiƟvity more dramaƟcally than equivalent changes to stronger sites. Eventually, the marginal increase in

ultrasensiƟvity caused by addiƟonal improvements to conformaƟonal free energy becomes negligible. At this point

it can be argued that a zone of effecƟve neutrality has been reached, where the probability of fixaƟon of a new

mutaƟon that incrementally improves ultrasensiƟvity will be essenƟally indisƟnguishable from the probability of

fixaƟon of a neutral mutaƟon [39]. At this point, substanƟal improvement to ultrasensiƟvity can only arise if the

molecule evolves an addiƟonal site.

There is an addiƟonal factor that may further promote the balancing of conformaƟonal free energies. Using

both computaƟonal and mathemaƟcal analysis, we showed that when the sites are at least moderately acƟve, the

ultrasensiƟvity is mostly dependent on the mean of the acƟvaƟon parameters and is largely independent from

their variance (Fig. 3a). Since increasing the variance of the acƟvaƟon parameters tends to be associated with

weaker (less negaƟve) total conformaƟonal free energy, a predicƟon is that the sites tend to have roughly equal
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acƟvaƟon parameters. This can be implemented e.g. by bulk electrostaƟc mechanisms, which are commonly found

experimentally [23, 24, 40].

These consideraƟons lead to a predicƟon that conformaƟonal free energies will be roughly balanced, with a

kcal/mol value roughly equal to the point where ultrasensiƟvity starts to level out substanƟally. As shown in Figure

3b and 3c and Tables 1 and S1, this “leveling out point” is roughly between -2 to -4 kcal/mol per site, depending on

the number of sites n and the level of basal acƟvaƟon (which is determined by the parameter L). This range of -2

to -4 kcal/mol does assume that the efficiency of modificaƟon is roughly constant across all sites, but is otherwise

surprisingly independent of other parameters. For example, the range found changed very liƩle upon variaƟon of the

value of L from 30 to 10,000, therefore covering most biochemically realisƟc values for this constant. The range of

approximately -2 to -4 kcal/mol corresponds to acƟvaƟon coefficient (c) values between approximately 0.05 and 0.001.

Such c values are all within the range reported for classic “MWC enzymes” such as threonine deaminise, glucose-

6-phosphate deaminase, aspartate transcarbamoylase and glyceraldehyde-3-phosphate dehydrogenase [41–44].

Moreover, with regard to phosphorylaƟon, the effect of a single phosphate on conformaƟon [25], protein-protein

binding [26] [Nishi, 2011] or protein-membrane binding [23, 24] has been esƟmated to be about 2 kcal/mol.

We also showed (Fig 3 d) that when the number of sites is large, and a hypotheƟcal maintenance cost per site is

included (such as might arise from rapid phosphorylaƟon-dephosphorylaƟon cycles [31, 32]), an opƟmal strategy to

maximize ultrasensiƟvity can be to focus on a subset of the sites, and essenƟally keep the other sites silent. In such

cases, evolving another site is not a viable strategy to increase ultrasensiƟvity, and it can be argued that there is an

opƟmal number of funcƟonal sites that will maximize benefit (ultrasensiƟvity) while containing cost.

This analysis applies for other forms of mulƟsite modificaƟon other than phosphorylaƟon such as ligand binding,

methylaƟon, acetylaƟon, etc. When the mulƟsite substrate has a symmetric structure (such as hemoglobin which is

a tetramer), one can assume that the conformaƟonal free energy is similar across all sites. In this sense the current

study is most relevant when the substrate structure is more heterogeneous, such as in the case of phosphorylaƟon.

Although phosphorylaƟon consumes energy and is not thermodynamically closed, the MWC model is sƟll a popular

model to describe it [8, 45, 46]. It is also mathemaƟcally more amenable than the non-allosteric, independent model

that we also included for completeness.

Work by Kafri et al [19] has previously studied a mathemaƟcal model of chaperon-containing TCP-1 protein that

has several sites with different ATP binding affiniƟes. This system can provide very interesƟng parallels with our

framework. Their mathemaƟcal model shows that when a protein has mulƟple sites with different ligand affiniƟes,

the Hill coefficient can be reduced leading to apparent negaƟve cooperaƟvity. We do observe a similar effect (see

eg Fig. 3), although that model has important differences such as variability in modificaƟon affinity rather than

conformaƟonal free energy.
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The analysis in this manuscript is limited to systems in equilibrium, i.e. the long term response to a constant

input. For non-equilibrium systems, and in situaƟons where energy is used, recent work by Estrada et al. [47] shows

that one can obtain a larger Hill coefficient. The authors use techniques similar to kineƟc proofreading, which can

give rise to large response differences given small differences in ligand affinity. A full discussion of non-equilibrium

dynamics is however outside of the scope of our work.

Many dose response curves for allosterically-regulated proteins can be well-modeled by the standard MWC

model. Our goal in generalizing the MWC model was to explore the qualitaƟve theoreƟcal consequences of allowing

the conformaƟonal free energies of different sites to vary, and not to make a tool for empirical fiƫng to data. On this

point, however, it should be noted that Stefan et al. [48] have shown how an extended MWC model such as the one

developed here can be used in parameter esƟmaƟon, and experimental methods to measure MWC parameters are

constantly improving [49–51].

Data Accessibility

Source code for figures is available on GitHub at: hƩps://github.com/llagunes/uci-dcb-ultCfe
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Supplemental Figures

Table S1: UltrasensiƟvity at knee

L=30 L=1,000 L=10,000

n H total cfe cfe/site H total cfe cfe/site H total cfe cfe/site

2 1.43 -5.49 -2.74 1.80 -7.37 -3.69 1.83 -8.64 -4.32

3 1.75 -6.86 -2.29 2.47 -8.67 -2.89 2.63 -10.04 -3.35

4 1.95 -8.19 -2.05 2.99 -9.80 -2.45 3.28 -11.19 -2.80

6 2.20 -11.12 -1.85 3.71 -11.97 -1.99 4.25 -13.33 -2.22

8 2.34 -14.23 -1.78 4.21 -14.39 -1.80 4.94 -15.39 -1.92

Table S1: UltrasensiƟvity as measured by the Goldbeter-Koshland formula described in Eqn. (2) along

with the approximated knee of curves similar to those in Fig. 3c for fixed values ofL and n. Parameters

αi = ᾱ = 1.
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, L = 1000 and αi = ᾱ = 1 for n = 2, 3, 4, 8 and 10000 points.

UltrasensiƟvity is measured with (a) a non-linear regression fit to the Hill funcƟon f =
xH

kH + xH
, where H is the Hill

number labeledHFit and (b) a generalized Levitzki derivaƟon for ultrasensiƟvity [30] asHLev = 4 ∗EC50 ∗ f ′(EC50, α, c)

where f ′(EC50, c, α) is the derivaƟve of the dose response funcƟon evaluated at theEC50, the effecƟve enzyme/ligand

concentraƟon at which there is a 50% maximal protein response, labeldHLev . We can considerHLev as the sensiƟvity at 50%

maximal response. EC50 was found with the standard MatLab fzero solver and the derivaƟve with diff aŌer normalizing to the

f∞(c).

0 20 40 60
Total Conformational Free Energy

1

2

3

4

5

H

H with L= 1000 ,i=1 + Mc=2

n=2
n=3
n=4

n=6
n=8

Ste5

0 20 40 60 80
Total Conformational Free Energy

1

2

3

4

5

H

H with L= 1000 ,i=1 + Mc=4

n=2
n=3
n=4

n=6

n=8
Ste5

0 50 100 150
Total Conformational Free Energy

1

2

3

4

5

H

H with L= 1000 ,i=1 + Mc=8

n=2
n=3

n=4

n=6

n=8
Ste5

a b c
i CH with L = 1000 α = α and M =2

0 - 50 - 100 - 1500 - 20 - 40 - 60 - 800 - 20 - 40 - 60

i CH with L = 1000 α = α and M =4 i CH with L = 1000 α = α and M =8

Figure S5. UltrasensiƟvity and total conformaƟonal free energy in MWC with Maintenance costs. ScaƩer plots for ultrasensi-

Ɵvity when increasing total conformaƟonal free energy with ci ∈
[
10−4, 0.9

]
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Chapter 4: The Role of Docking on phosphorylation of native and novel sites of transcription factor c-

Jun by JNK 

Section 1: Abstract 

One of the most important mechanisms that regulates protein activity is multisite phosphorylation, as it 

regulates a substrate’s enzymatic activity, location, stability, or interactions with other proteins. 

Understanding kinase-substrate specificity in MAPKs has been crucial to advancing medical therapies for 

diseases. Here, we demonstrate that the docking site in the c-Jun transcription factor plays an essential 

role in the phosphorylation of all native and novel sites by the JNK2 MAPK. Here, we characterize the role 

of the D-site on the initial phosphorylation rates of native and novel sites on c-Jun. We performed in vitro 

kinase assays with JNK2 enzyme, on purified wild-type and mutant derivatives of c-Jun1-108, which 

contain the native N-terminal phosphorylation sites. Quantitative in vitro kinase assays show that c-Jun 

sites are phosphorylated at different rates and mutation of the D-site decreases the phosphorylation of 

individual native sites. In fact, removal of the distance between the D-site and a native phosphosite 

decreases the phosphorylation of the native site. Our results also show that the type of residue, Ser vs 

Thr, does not influence phosphorylation of native sites. Additionally, we show that introduction of novel 

sites shows novel phosphorylation that is still under control of the D-site. Our results also show that the 

surrounding sequence of a novel site does not greatly influence phosphorylation of that novel site.  

Further showing that the D-site plays a critical role in regulating c-Jun phosphorylation and could provide 

an additional target for new therapies and provide additional insights into the regulation of multisite 

MAPK substrates through docking.  

Section 2: Introduction  

For mammalian cells to respond appropriately and timely to internal and external stimuli, they rely heavily 

on signal transduction cascades1. The Mitogen-Activated-Protein Kinases (MAPKs) are critical proteins in 

various MAPK cascades, including the c-Jun N-terminal Kinases (JNK) pathway2. In the JNK pathway, 

activated MAPKKKs phosphorylate MKK4 and MKK7. Once MKK4/7 are phosphorylated, JNK will be 

activated by phosphorylation of Thr183 and Tyr185, which in turn will phosphorylated target transcription 

factors such at c-Jun, Atf-2, Elk1, and p53. Transcription factor c-Jun can then move into the cell nucleus 

and activate its target genes3. The JNK pathway has been shown to regulate critical cell responses such as 

cell proliferation, apoptosis, inflammation, metabolism and DNA repair4. 
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The JNK pathway has over 40 target genes associated with melanoma and other cancers5-7, nonalcoholic 

fatty liver disease8 , Parkinson’s Disease9, Alzheimer’s Disease10, mitochondrial diseases11, and other 

diseases3. Making the JNK pathway a target for new therapies7,12. Targets of c-Jun include fosB, wee1, and 

jun1/23,13,14. Thus, understanding the mechanisms that regulate JNK target c-Jun can provide new insights 

for treatments or pharmacology.   

In MAP kinases, an active MAPK, activated by multisite phosphorylation, will phosphorylate target 

substrates. How an activated MAPK phosphorylate its target substrates is not fully understood. MAPKs 

phosphorylate substrates on a Ser or Thr that are followed immediately by a Pro in the +1 position15,16 

(Davis1993, Bardwell2006). In fact, removal of the +1 Pro significantly reduces overall substrate-kinase 

specificity16,17. Even in orthologues that do not contain the S/T-P sequence, phosphorylation is lower when 

the +1 Proline is not present next to the phosphosite25. However, mutation of neighboring residues they 

do not make a big difference in the efficiency of the phosphorylation of the target S/T site16. Thus,  in 

theory, the idea is that the S/T-P consensus sequence is necessary and sufficient for a MAPK to 

phosphorylate the target. However, in the cell, there are many proteins that contain a S/T-P throughout 

their sequence (80%) that are not substrates for MAPKs16. Additionally, studies that test the ability of 

MAPKs to phosphorylate short peptides containing S/T-P show poor phosphorylation, while the 

phosphorylation of true MAPK targets is efficient. Suggesting that a second site, the Docking site (D-site) 

binds to MAPK with a much higher affinity than the actual target phosphosite18.  

The D-site is a region on a substrate that is usually far away from the phosphorylation site. Consensus 

sequences of common D-sites in MAPKs is made up of the following general motifs: 2-3 basic residues + 

spacer + hydrophobic-X-hydrophobic motif or K/R2-3 –X1-6–φ-X–φ. On a 3D crystal structure for JNK, the D-

site binds to one region of the kinase while the active phosphosite of the target protein binds in a region 

physically distant to the D-site3.   

Inhibition of this D-site shows a significant reduction in substrate phosphorylation16. Even blocking access 

to the D-site by a competing D-site peptide significantly reduces phosphorylation efficiency by almost 10-

fold in MAP kinases19. Other studies also show that MAP kinases, MEKs, share the same docking sites 

downstream of the MAP cascade20. In fact, there are scaffolds and phosphatases share the same D-site 

consensus sequence, competing for binding16. Mechanistically, the D-site and the S/T on the target 

substrate need to bind to the kinase. Further motivation to understand the role of docking in transcription 

factor regulation.  
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Here, we ask the question as to what the role of the D-site is on the phosphorylation of novel and native 

sites. We explore factors that may regulate the phosphorylation of native and novel sites in addition to 

the D-site such as: the distance between the D-site and phosphosite, a Ser vs Thr in the same position, 

and the sequence surrounding the target site.  

 

Figure 1: Transcription factor c-Jun has docking and four phosphorylation sites in residues 1-108. (a) Schematic of 

c-Jun1-108 with docking site (D-site) labeled as pentagon and phosphorylation sites S63, S73, T91, and T93 in magenta 

boxes. (b) Simple schematic to demonstrate that JNK2 enzyme has D-site recruitment region that binds to c-Jun and 

phosphorylates the four target sites. 

Our results can be summarized as follows. Phosphorylation rates of single sites can be different than the 

phosphorylation rate of all four sites. Not only are the phosphorylation rates different, N-terminal docking 

site is necessary for the phosphorylation of each site. Introduction of novel SP residues in c-Jun shows 

interesting phosphorylation; some, but not all novel sites can be phosphorylated by JNK2. Additionally, 

phosphorylation of novel sites requires presence of a functional D-site. To that end, we explored factors 

that may influence phosphorylation of native and novel sites. Sequence surrounding novel sites did not 

significantly increase phosphorylation of a potential novel site. Our results also indicate that the type of 

residue does not significantly influence phosphorylation. In other words, Ser vs Thr phosphosites at the 

same residue have similar phosphorylation. Lastly, the amino acid distance between the D-site and a 
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native site also influences phosphorylation, our results indicate that if the distance between the D-site 

and a native site is too small, there is a loss in phosphorylation of the native site.  

Section 3: Experimental Methods  

3.1 Genes 

The mammalian genes used in this study were human c-Jun and human JNK2. 

3.2 Plasmids for the production of GST fusion proteins 

The vector used for generating GST-fusion proteins was pGEX-LB, a derivative of pGEX-4T-1 (Amersham-

Pharmacia Biotech).  In pGEX-LB, an encoded Pro residue is replaced with a Gly-Gly-Gly-Gly-Gly-Ser-Gly 

coding sequence to promote the independent functioning of the GST and fusion moieties. Plasmid GST-c-

Jun1-108 encodes a fusion of GST to human c-Jun with residues 1-108 generated by introducing a stop codon 

after the 108th residue in c-Jun with Site-Directed Mutagenesis (SDM). A Null mutant GST-c-Jun1-108 AAAA 

was made as a negative control in which all native phosphorylation sites were mutated into non-functional 

residues; each of the Ser and Thr were mutated, by SDM, into Ala. The single site c-Jun mutants were 

generated from the null plasmid with SDM by re-introducing the native Ser or Thr, labeled GST-c-Jun1-108 

S63, S73, T91, and T93 .  See Table I for primer sequences.  

The GST-Δ-c-Jun1-108 mutants were generated with the native Docking-Site (D-Site) disrupted from the 

GST-c-Jun1-108 AAAA plasmid with SDM. See Table I for primer sequences. Single phosphorylation sites 

were then re-introduced, similar to the single site GST-c-Jun1-108 mutants described above. 

Novel sites were introduced to GST-c-Jun1-108 AAAA by mutating two residues into a Ser-Pro sequence. 

Using SDM, GST-c-Jun1-108 F9S mutant was generated by mutating the Phe-Tyr 9th and 10th residues into a 

Ser-Pro sequence. Similarly with mutants GST-c-Jun1-108 L53S and GST-c-Jun1-108 I81S. See Table I for primer 

sequences. The docking site for mutants with a potential novel site was also mutated in the same fashion 

as the GST-Δ-c-Jun1-108 mutants described above.  

Additional mutants in this study include mutant GST-c-Jun1-108 H52G+L53S mutant, GST-c-Jun1-108 del-63S, 

and GST-c-Jun1-108 S63T. The GST-c-Jun1-108 H52G+L53S mutant was created with SDM by mutating the His 

in residue 52 to a Gly of the GST-c-Jun1-108 L53S mutant. For mutant GST-c-Jun1-108 del47-56+63S, the 

residues between residue 47 and 56 were deleted using SDM. Finally, the GST-c-Jun1-108 S63T mutant was 



  

 

 97 

generated by mutating the native Ser at residue 63 to a Thr in the single site GST-c-Jun1-108 S63 mutant. 

See Table I for primer sequences.   

The GST-γ-c-Jun1-108 mutants were generated with the Native D-site introduced at the C-terminal end of 

the GST-c-Jun1-108 AAAA plasmid. GST-c-Jun1-108 AAAA was ligated with BamH1 and Sal1 along with D-site 

oligos. Individual native phosphorylation sites were then re-introduced with SDM. See Table I for primer 

and oligo sequences. All c-Jun derivatives were confirmed by standard DNA sequencing.   

 

3.3 Protein purification 

GST fusion proteins were expressed in bacteria, purified by affinity chromatography using glutathione-

Sepharose (GE Healthcare) and quantified as described elsewhere. 

3.4 Protein kinase assays 
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Protein kinase assays were performed as described previously20.  Protein kinase assay reactions (20 μL) 

contained Kinase Assay Buffer (New England BioLabs, 0071610), 10 mg/mL BSA, 0.5 μM substrate, active 

enzyme JNK2 (10 mU/μL), 2 nM ATP, and 1 μCi of [γ-32P] ATP. Reactions took place for 5 and 10 minutes 

at 30°C. Substrate phosphorylation was then determined by SDS-PAGE (12% gels). Quantification of 

phosphorylation was performed on a Typhoon TRIO+ Imager using phosphorimaging mode.  Percent 

phosphorylation was determined by comparing the input with the amount incorporated and 

normalization to GelCode Blue Stain substrate bands.  Statistical analysis of kinase assay results was 

performed using Welch’s unequal variance t-test with two tails.  This was accomplished in Microsoft Excel 

using the T.TEST function, setting the ‘tail’ option to 2, and the ‘type’ option to 3. All figures shown are 

arithmetic means of 3-6 experiments with 2-3 technical replicates.  

Section 4: Results 

4.1 c-Jun sites are phosphorylated at different rates   

Mechanistically, the S/T on the target protein needs to bind to the activating site on the kinase before the 

transfer of a phosphate can take place. However, if the rate of phosphorylation is slow, then theoretically, 

phosphorylation would take a long time to occur, which not realistic. Here, we set out to determine the 

phosphorylation rates of each of the four sites on c-Jun in the region upstream of the DNA binding domain. 

To determine the rate of phosphorylation of single sites, GST-c-Jun1-108 mutant substrates were mixed in 

vitro with JNK2 enzymes and radiolabeled (32P) ATP in a kinase assay (Fig. 2a-b). This assay provides a 

readout on the ability of JNK2 to phosphorylate c-Jun mutants. At each time point (0, 10 and 20 minutes), 

we measure the initial phosphorylation and the rate of phosphorylation is the slope of % incorporation of 

(32P) ATP  for phosphorylation across on time. Fig. 2a includes a linear representation of each of the c-Jun 

mutants on which only one phospho-site is available for phosphorylation and the remaining three are 

mutated to phosphor-deficient sites. Schematics include WT c-Jun. As a negative control for c-Jun 

phosphorylation, a  GST-c-Jun1-108 mutant was generated with four phosphor-dead sites (not included in 

Fig. 2). When compared to the relative phosphorylation rate of WT GST-c-Jun1-108, the relative 

phosphorylation rate of each site is significantly different from WT (Fig. 2b-c). The relative 

phosphorylation rate of the S63 and S73 mutants (those with only one Ser residue intact), appears to be 

higher than the relative rate of phosphorylation of the T91 and T93 mutants (Fig. 2c). Hence, the relative 

phosphorylation rates of single sites can differ.  
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Figure 2: c-Jun sites phosphorylated at different rate and under control of D-site. (a Left)  Linear representation of 

c-Jun1-108 single site mutants. D-site is represented as pentagon, Ser and Thr sites are bright magenta boxes, and the 

phosphosite mutated to Ala are the green magenta boxes. (a Right) Linear representation of Δ-c-Jun mutants. The 

hashed pentagon represents the mutated D-site and phosphosites have same color scheme to the right panel. (b 

left) Each GST-c-Jun1-108 mutants (1 uM) were tested for phosphorylation by JNK2 enzyme at different two time 

points 10 minutes (left lanes 1-2) and 20 minutes (right lanes 3-4). Coomassie stain are beneath the radioblots 

showing GST-c-Jun substrates with labels on the right hand side. (c) Quantification of c-Jun phosphorylation by JNK2. 

Error bars represent standard error of mean (n=6). (d-e) Similar to (b-c) with the inclusion of GST-Δ-c-Jun substrates 

(n=3). 

4.2 Mutation of D-Site decreases phosphorylation of individual native sites 

Since c-Jun has a D-site on which JNK binds, does the D-site provide additional regulation of the 

phosphorylation of individual sites? Theoretically, if the kinase binds to the docking site during a 

phosphorylation event, then the substrate is tethered to the kinase, making binding to the phosphosite 

easier. To assess the ability for the D-site to control the phosphorylation of single sites, and to measure 

the relative phosphorylation rates of single sites in the absence of a functional D-site,  GST-Δ-c-Jun1-108 

constructs were evaluated on for their phosphorylation rates  with kinase assays including JNK2,  GST-Δ-
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c-Jun1-108 mutants, and radiolabeled (32P) ATP for different time points (0, 5, and 10 minutes). Linear 

representations of Δ-c-Jun1-108 constructs are included in Fig. 2a (right).  

As shown in Fig. 2c, c-Jun mutant with a mutated D-site and all four phosphosite intact, GST-Δ-c-Jun1-108 

WT, shows a decrease in phosphorylation at two different time points, consistent with previous work20. 

The phosphorylation of GST-Δ-c-Jun1-108 S63 and S73 mutants (those with only one phosphor-Ser available 

for phosphorylation and mutated D-site) show a decrease in phosphorylation than when the D-site is not 

mutated (Fig. 2d-e). Showing that a functional D-site is necessary for evident phosphorylation of single 

sites. Thus, the phosphorylation rate pf Ser63 and S73 sites decreases when the D-site is not available. 

Similarly for GST-Δ-c-Jun1-108 T91 and T93 mutants, which showed decreased phosphorylation when the 

D-site is mutated (Supplemental Fig. S1). Therefore, the phosphorylation of single sites is regulated by a 

functional D-site.  

4.3 Addition of D-Site to C- terminal end of c-Jun yield  no phosphorylation of individual native sites  

 Since we see that the D-site is necessary, not only for WT c-Jun phosphorylation, but for the 

phosphorylation of single sites, it is not clear what factors influence D-site control of phosphorylation. 

Does the location of the docking site relative to the phosphosites control phosphorylation? In other words, 

is it necessary that the D-site be N-terminal to all the phosphosites? To address this question, GST-γ-c-

Jun1-108 mutants were generated which have a mutated native D-site and the domain of a functional D-

site is included on the C-terminal end of c-Jun (Supplemental Fig. S1). As seen in Supplemental Fig. S1, 

addition of the D-site to the C-terminal end of c-Jun and a mutated native D-site results in little to no 

phosphorylation of WT and single phospho-site c-Jun mutants. Thus, phosphorylation of single sites 

requires an N-terminal D-site.   

4.4 Introduction of novel sites shows novel phosphorylation under control of the docking  site  

 The D-site is necessary for the phosphorylation of all c-Jun native sites, however, not a lot is known about 

the evolution of new phospho-sites. More specifically, how easy is it to evolve a new site? Does a novel 

site exhibit similar traits as the native sites? To explore the potential phosphorylation of novel sites, c-Jun 

constructs were generated containing potential new phospho-sites (Fig. 3a). Residues FY at position 9 and 

10 were mutated to SP to generate GST-c-Jun1-108 F9S mutant while the native phosphosites are mutated 

to phosphor-dead resides (see Methods section above). Residues were mutated to SP sequences in order 

to maintain the S/T-P consensus target sequence required for JNK phosphorylation. Similarly with residues  

LR at position 53 and 54 for mutant GST-Δ-c-Jun1-108 L53S and residues IQ at position 81 and 82 for mutant 
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GST-Δ-c-Jun1-108 I81S; local sequences for each mutant is included in Fig. 3a (bottom). Similar to the assays 

above, phosphorylation was measured for each of these mutants that contain a new potential site with 

the noted difference that only one time point is measured (at 5 minutes). As seen in Fig. 3b, 

phosphorylation of residues F9S and L53S is weak. However, phosphorylation of I81S is apparent (Fig. 3c). 

This suggests that some, but not all novel sites can be phosphorylated on c-Jun. Interestingly, this brings 

up many questions. Why only I81S? What factors are influencing the phosphorylation of I81S? In the 

following section, the role of the D-site on novel site phosphorylation is explored in more detail.  

 

Figure 3: Novel sites phosphorylated and under control of the docking site. (a) Linear representation of c-Jun1-108 

with introduction of novel sites with docking site intact (left) and docking site mutated (right). Sequence surrounding 

the residues of interest in lower part of panel comparing WT sequence to mutated SP sequence. (b) Radioblot and 

Coomassie stain of kinase assays with GST-c-Jun1-108 novel site mutants and JNK2 at one time point (10 minutes) in 

duplicates. (c) Quantification of c-Jun phosphorylation by JNK2. Error bars represent standard error of mean (n=3). 

(d-e) Similar to (b-c) with the inclusion of GST-Δ-c-Jun1-108 novel site mutants, those with a mutated D-site. Similar to 

(c), (e) includes standard error of mean (n=3). 

To explore the role of the D-site on the phosphorylation of novel sites on c-Jun, mutants containing novel 

sites and a mutated D-site were generated and tested for phosphorylation using similar kinase assays as 
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above. Each mutant, GST-Δ-c-Jun1-108 F9S, L53S, and I81S displayed little to no phosphorylation in addition 

to the single novel site mutants in the previous section (Fig. 3d-e). Since  GST-c-Jun1-108 I81S is 

phosphorylated but the GST-Δ-c-Jun1-108 I81S is not, the D-site influences the phosphorylation a novel site 

as well the native sites. Hence, the D-site is necessary for the phosphorylation of novel phospho-sites.  

4.5 Surrounding sequence of novel site is not sufficient for phosphorylation  

The surrounding residues to a phosphosite have been shown to play little role in phosphorylation of native 

sites16 (Bardwell2006 and references therein). To explore the possibility that the sequence surrounding a 

potential novel site could direct phosphorylation, mutant GST-c-Jun1-108 H52G+L53S was tested for 

phosphorylation. This mutant contains and L53S residue (along with the Pro in the +1 residue) and the 

His52 was mutated to a Gly (see Methods section). H52 was mutated to a Gly since the logo plot for JNK2 

demonstrates a preference for Gly in the -1 position (UniProtKB Reference # P45984). Local sequences for 

c-Jun L53, L53S, H52G+L53S, and S63 are included in Fig. 4a. In Fig. 4b-c, kinase assays reveal that addition 

of a replacement of His52 to a Gly are not sufficient for increasing the phosphorylation of L53S. 

Furthermore, a Gly in the -1 position does not necessarily control the phosphorylation of novel sites.  

 

1- c-JunWT -108

1-L53S -108

a

b c
WT

H52G + L53S S63

L53S

R
e
la
ti
v
e
%
In
c
o
rp
o
ra
ti
o
n

GST-c-Jun Mutant

WT

0

0.4

0.8

1.2

L53S H52G
+

L53S

S63

50 kDa

50 kDa

37 kDa

37 kDa

GST-c-Jun

...LLT SP DVG...

...KPG SP AKN...

L53S

L53

H52G + L53S

S63

...KPH LR AKN...

...KPH SP AKN...

https://www.uniprot.org/uniprot/P45984


  

 

 103 

Figure 4: Surrounding sequence in potential novel site. (a) Linear representation of c-Jun1-108 WT and novel site L53S 

with same color scheme as above. Local sequence surrounding S53 for WT L53, L53S, H52G+L53S, and S63 mutants 

are provided for comparison. (b) Radioblot and Coomassie stain of kinase assays including JNK2 and GST-c-Jun1-108 

WT (lanes 1-2), L53S (lanes 3-4), H52G+L53S (bottom lanes 1-2) and S63 (bottom lanes 3-4). (c) Quantification of c-

Jun phosphorylation by JNK2. Error bars represent standard error of mean (n=3). 

4.6 Distance between D-site and phosphosite influences phosphorylation of native Ser  

In addition to direction and local sequences, the distance between the target site and the D-site could 

control the phosphorylation of novel sites. To that end, here mutant GST-c-Jun1-108 del-S63 was generate 

such that the residues 47-56 were deleted and only S63 is available for phosphorylation (see Methods 

section). Linear representations of GST-c-Jun1-108 WT, S63, and del-S63 are included in Fig. 5a along with 

local sequences for comparison. As seen in Fig. 5b-c, deletion of the region between the D-site and S63 

displays a loss in phosphorylation. Suggesting that the distance between the phosphosite and the D-site 

play a role in phosphorylation.  

4.7 Type of residue does not influence phosphorylation of native sites  

To test the hypothesis that the type of residue (Ser vs Thr) does not influence phosphorylation of the 

target site, we mutated S63 to a Thr, mutant GST-c-Jun1-108 S63T. We compare the initial phosphorylation 

rate of GST-c-Jun1-108 WT, S63T, and S63. Since the linear schematic is similar to S63, the local sequences 

are instead included in Fig. 5a. GST-c-Jun1-108  S63T mutant was tested for phosphorylation in similar in 

vitro kinase assays. Output from the assay shows that the phosphorylation of S63 is similar to that of S63T 

(Fig. 5d). Indeed, there is no discernable difference in the initial phosphorylation rate between S63 and 

S63T (Fig. 5e). Thus, if Ser63 had been a Thr, there is little to no preference for faster phosphorylation 

than as a Ser. 
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Figure 5: Comparison of native c-Jun residue type phosphorylation by JNK2 and its distance to D-site. (a) Linear 

representation of c-Jun1-108 WT, native S63 single mutant, and mutant with residues 46-57 deleted; cartoon contains 

same color scheme as above. Local sequences surrounding S63 for WT, del-S63, and S63T mutants are provided for 

comparison. (b) GST-c-Jun1-108 mutant with residues 46-57 deleted and only native S63 available was tested for 

phosphorylation. Radioblot and Coomassie stain show WT (lanes 1-2), S63 (lanes 3-4), and del-S63 (lanes 5-6) show 

phosphorylation of each mutant after 10 minute incubation time, Coomassie stain below radioblot. (c) Quantification 

of c-Jun phosphorylation by JNK2. Error bars represent standard error of mean (n=3). (d) GST-c-Jun1-108 mutant with 

S63 mutated to a Thr was also tested for phosphorylation by JNK2. Radioblot shows phosphorylation of WT (lanes 

1-2), S63T (lanes 3-4), and S63 (lanes 5-6) after 10 minute incubation time, Coomassie stains below radioblot showing 

substrate in assay. (e) Quantification of c-Jun phosphorylation by JNK2. Error bars represent standard error of mean 

(n=3). 

Section 5: Discussion  

This study examined the role of the docking site on the phosphorylation of native and novel sites on 

transcription factor c-Jun. We focused on the phosphorylation rates of native Ser/Thr sites and novel Ser 

sites. We find that the D-site plays a significant role on the phosphorylation of all sites, native and novel. 

Our finding highlight the importance of the D-site on kinase-substrate specificity and the efficiency of 

phosphorylation.  
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Docking-driven phosphorylation of individual sites – We find that single sites can be phosphorylated at 

different rates (Fig. 1). Closer inspection of the phosphorylation rates of the single phosphosite mutants 

shows the possibility that the sites display negative cooperativity. More specifically, we see that single Ser 

mutants are phosphorylated at high percentages (~60%) relative to WT c-Jun with all four sites available 

for phosphorylation. If the sites displayed positive cooperativity, one would expect to see a lower percent 

of phosphorylation such that all sites need to be available in order to phosphorylate any one site. 

However, our observations indicate that phosphorylation of one site can weakly inhibit the 

phosphorylation of nearby sites, i.e. negative cooperativity. This negative cooperativity can be attributed 

to electrostatic interference, conformational changes of the intrinsically disordered substrate that limit 

access to surrounding the target sites, or other aspects of phosphorylation regulation.   

In general, the mutation of the D-site on c-Jun decreased the overall phosphorylation rate of each of the 

native sites. In other words, the D-site directly influences the phosphorylation of each native Ser/Thr site 

(Fig. 2). Suggesting that the D-site controls the phosphorylation of every site. Thus, JNK2 prefers the ability 

to bind to c-Jun D-site to phosphorylate Ser/Thr sites. Similar results were observed in previous work20.   

Evolution of novel sites and the D-site – Over the past years, there has been an increase in 

phosphoproteomic studies21. New technologies have also provided insights into the conservation of 

phosphosites and their evolution across species21. However, not much is known about the constraints of 

novel sites. Here, In addition to finding the relative phosphorylation rates for single phosphosites, we find 

the phosphorylation rates of novel sites that can be phosphorylated by JNK2. The introduced novel sites 

contained the S-P consensus sequence required for MAPK phosphorylation. We find that some, but not 

all, novel sites can be phosphorylated by JNK2 (Fig. 3). More specifically, the site on residue I81, was clearly 

phosphorylated. Interestingly, I81S was the novel in between two native sites. The novel sites at residues 

F9 and L53 were not discernably phosphorylated. F9S was a native site N-terminal to the D-site, which 

might explain the low phosphorylation. L53S, however, was a native site that was C-terminal to the D-site 

but N-terminal to any native phosphosite.  

We set out further investigate possible factors that allow I81S to be phosphorylated by JNK2 and not L53S.  

Namely, we altered the +1 residue from a His to a Gly. We find that this sole mutation does not increase 

the efficiency of phosphorylation of this novel site (Fig. 4). Possible explanations for this phenomenon 

may revolve around the location of L53S. For example, perhaps L53S is too close to the D-site. All the sites 

that has been phosphorylated are at least 20 residues away from the D-site.  
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Additionally, perhaps a Gly in the +1 position is not sufficient for phosphorylation. Although studies have 

suggested that a S/T-P proline is sufficient for MAPK phosphorylation16 (Bardwell2006), this region of c-

Jun perhaps requires more consensus in addition to other factors. For example, Jacobs et al. suggests that 

stronger binding affinity can occur with a motif closer to P-X-S/T-P22.  

The mechanical or physical properties of c-Jun can also play a role in the phosphorylation of c-Jun native 

sites.  The crystal structure for the DNA binding domain is c-Jun is available23, however, the regulatory 

region has yet to be solved. This solution could shed light on the structure of c-Jun outside of the DNA 

binding domain. Computational software can be used to predict the structure of c-Jun such as the one 

described  by Meszaros et al.; which predict a mostly intrinsically disordered region around all the native 

and novel sites24. Thus, it is possible that L53S is not as accessible as the other sites for JNK2 

phosphorylation.  

Lastly, the type of residue may direct phosphorylation rates as well. More specifically, does a Thr in the 

same location as a Ser have a different rate? We find that mutating a native Ser to a Thr does not affect 

the overall phosphorylation of that site (Fig. 5). Further support that distance from the D-site or local 

phosphosite sequence may direct phosphorylation in addition to a function D-site.  

Conclusions –  In conclusion, we have investigated the role of the docking site on the phosphorylation of 

native and novel sites. Our findings provide insights into mechanisms that help regulate signal 

transduction in pathways involved in development and diseases.  
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SUPPLEMENTAL FIGURE  

 

Figure S1: Orientation of D-site determines c-Jun phosphorylation of single sites and Thr sites are under control of 

D-site. (a Left)  Linear representation of the γ-c-Jun1-108 single site mutants which have an added D-site on the C-

terminal end of c-Jun. The hashed pentagon represents the mutated D-site and the solid pentagon is the native D-

site. Ser and Thr sites are bright magenta boxes, and the phosphosite mutated to Ala are the green magenta boxes. 

(a Right) Linear representation of Δ-c-Jun mutants which have only either Thr91 or Thr93 available for 

phosphorylation.  (b) Each GST- γ -c-Jun1-108 mutant (1 uM) was tested for phosphorylation by JNK2 enzyme. 

Coomassie stain are beneath the radioblots showing GST-c-Jun substrates with labels on the right hand side. (c) 

Similar kinase assays to (b) with the inclusion of GST-Δ-c-Jun substrates for Thr91 and Thr93 mutants (n=1). 
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Chapter 5: Conclusion and Discussion 

In summary, I have presented in this dissertation different mechanisms for signal transduction regulation 

in cells.  Proper function of signal transduction is crucial for proper development or to prevent diseases. 

Mechanisms that regulate transduction cascades include scaffolding, binding, and Post-Translational 

Modifications (PTMs). Therefore, targeting these mechanisms can further expand our understanding of 

signal transduction. The Mitogen-Activated Protein Kinase (MAPK) cascade is one of the most involved 

cascades. The MAPK cascade regulates cell responses such as cell proliferation, division, survival and 

death1. Since the MAPK cascade is so prominent, understanding different aspects of its regulation is 

important for our advancement in medicine and development. There are many different mechanism that 

regulate the MAPK cascade such as PTMs, ligand or protein binding, and scaffolding.  

Section 1: Scaffold Protein IQGAP1 and cell signaling  

This work includes a study on scaffolding as a mechanism of signal transduction regulation. IQGAP1 is a 

scaffold protein that interacts number of signaling/regulatory pathways, including the MAPK cascade 

proteins2. IQGAP1 has also been a recent therapeutic target in cancer3,4. As one can imagine, it is 

important that to generate successful therapies we need to understand which domains on IQGAP1 bind 

to the proteins in the MAPK cascade.  

IQGAP1 has different domains, seen in Figure 1 of Chapter 1. Two key domains of IQGAP1 are the WW 

domain and the IQ domain, which consists of four closely spaced IQ motifs. The work included in Chapter 

2 of this dissertation shows that the IQ domain of IQGAP1 is both necessary and sufficient for binding to 

ERK2, a MAP kinase. However, the WW domain was not necessary nor sufficient for ERK2 binding. This is 

interesting when considering the fact that previous work suggested otherwise. It fact, it has been believed 

that  that ERK1 and ERK2 bind to the WW domain of IQGAP15,6. Some possible explanations for this 

contradiction are included in the Discussion section of Chapter 2.  

The observation that IQGAP-ERK binding depends on the presence of the IQ domain and not the WW 

domain asks for a re-evaluation of IQGAP1 binding to MAP kinases. This study provides further 

understanding on how scaffolds work to regulate signal transduction. In other words, the IQ domain binds 

to ERK1 and ERK2, perhaps the fact that IQGAP1 has different domains that bind to different MAP kinases 

helps these kinases find each other. In theory, IQGAP1 brings these kinases together for efficient and 

timely cell response. Thus, knowing which domains of IQGAP1 bind to which components of the MAPK 

cascade is crucial for successful development of new therapies. Additionally, this knowledge can provide 
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new insights into synthetic biology as a mechanism for generating scaffold proteins to target specific 

kinases. Further discussion is also included in the Discussion section of Chapter 2.  

As new technologies are developed, the idea is that one day we should be able to easily determine if 

IQGAP1 binds to different MAPK-pathway kinases simultaneously or in a  more sequential manner. This 

would help determine which domains need to be directly inhibited in treatment development. 

Furthermore, one speculation of potential future work includes the usability of CRISPR tools to measure 

the effect each IQGAP1 domain has on tumorigenesis. In 2013, Jameson et al. used a knockout mouse 

model to show that the WW domain was sufficient for inhibiting tumorigenesis and bypasses drug 

resistance7. However, our results suggest that this needs to be re-evaluated or further explored. With a 

CRISPR system, it would be more feasible to see that the IQ domain is playing a bigger role in 

tumorigenesis. In theory, editing mouse genomes to supply lines with and without certain IQGAP1 

domains can prove to be a powerful tool, not only for more rigorous mouse studies, but as a tool to 

prevent tumorigenesis.  

Section 2: Aspects of PTMs in Protein Regulation Through Mathematical Modeling   

In addition to scaffolding, cells also rely on different mechanisms to relay a signal for cell function. To 

regulate signal transduction, different proteins use a wide variety of PTMs such as phosphorylation, 

methylation, and ubiquitination8. A short list is also included in Figure 1 of Chapter 1. Proteomic studies 

also show that a large number of proteins are multisite9, meaning they can be modified on more than one 

location. How multisite PTMs regulate protein activity remains a question in the field.  

Different factors that influence PTMs include rates of modification, binding affinities, scaffolding, 

processivity, and order of modifications, as discussed in Chapter 1. Since so many proteins are multisite, 

unpacking everything there is to know about PTMs can be challenging. However, mathematical models 

are useful tools to theoretically test hypotheses involving these factors and protein activity. For example, 

numerous mathematical models have been brought forth describing phosphorylation-dephosphorylation 

cycles10. Interactions between sites also plays a role in protein activity. Site cooperativity is a well-studied 

phenomenon, first described in hemoglobin. Cooperativity is the behavior when the modification of one 

site, greatly enhances (positive) or inhibits (negative) the modification of a second site. In the past, 

mathematical models have described cooperative or allosteric protein behavior such as the Hill model11, 

the Adair model12, Koshland-Nemethy-Filmer (KNF)13, and the Monod-Wyman-Changeux (MWC)14 model.  

The MWC allosteric mathematical model is a well-known model for cooperative proteins like 
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hemoglobin14. A general schematic for this model is included in Chapter 1 Section 4, where a substrate 

can exist in one of two conformations with different modification forms.  

This dissertation includes a mathematical model of PTMs and protein activity in the context of 

cooperativity. A generalized MWC model was built that allows for variable conformational free energy at 

distinct sites and associate a so-called activation parameter to each site. The main question pertains to 

how this activation parameters affects protein response, mainly the ultrasensitivity of the response. This 

model shows that that the ultrasensitivity, measured with a Hill number15, generally decreases with 

increasing activation parameter values and depends on their mean and not on their variability. In other 

words, variability in conformational free energies does not significantly change ultrasensitivity compared 

to balanced conformational free energies between sites. This was not something that could be explored 

with the classic MWC model, which assumes that all sites contribute equally to the activation of the 

substrate.  

Additionally, our model predicts that there is an optimal Hill number that will be reached for a fixed 

number of sites. Since ultrasensitivity levels off after some total conformational free energy, our model 

suggests that in order for a substrate to increase its degree of ultrasensitivity, it can evolve a new site to 

do so. Again, the original MWC model could not provide any insight on that. Mainly because the original 

MWC assumes all sites contribute the same conformational free energy; thus, if a new site were to evolve, 

it must also contribute the same as the native sites. However, it is not clear if in cells that is the case; does 

a newly evolve site contribute the same to the substrate activation and does it have the same modification 

properties? Ideally, this model is generalized to address those questions.  

This model also brings forth a need for an area that is not closely studied; determining the conformational 

free energy of distinct sites can give new information regarding regulatory sites and protein response.  

There are tools available today that help measure free energy of a state, measuring the conformational 

free energy in phosphorylation16, protein-protein binding17, and protein-membrane binding18,19. However, 

as new technologies emerge, measuring the conformational free energy will become more feasible. 

Theoretically, this model can be expanded to fit the needs of the field. 

For completeness, a mathematical model in which there is no cooperativity between sites is also 

introduced. This model proves to be more complex than the MWC model but provides different insights. 

In fact, model shows that ultrasensitivity can vary if the conformational free energies between sites also 

varies. This is contrary to the generalized MWC model. One explanation could be that if the modification 
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of one site is independent of whether or not a previous site is modified, this allows the system to less 

specific. In other words, independence between sites allows the substrate to response quickly at low 

kinase concentrations, in the context of multisite phosphorylation. Independence between sites could 

reduce the system to behave similar to a Michaelis-Menten system or a one-site system. One-site systems 

are known to produce graded response curves which are not ultrasensitivity20. There are multisite systems 

that have also displayed graded responses.  For example, Lee et al. show that multisite phosphorylation 

of p53 provides a mechanism for a non-ultrasensitive response when binding to CBP/p300 domains21. 

Although it is unclear if the phosphorylation sites on p53 discussed in Reference21 act independently, our 

non-allosteric model can be used to recapitulate the behavior seen. In fact, both models discussed here 

can be expanded to multisite proteins whether they are phosphorylated or obtain another PTM.  

These results provide insights into the performance objectives of multiple modification/binding sites and 

thus help gain a greater understanding of signaling and its role in diseases. As new mathematical tools 

and computational methods arise, simulations will perhaps one day become standard in biological studies. 

Furthermore, a combination of high-throughput techniques and mathematical modeling hold a promising 

approach for unpacking PTMs as cell signaling mechanisms. 

Section 3: Transcription Factor c-Jun Regulation  

The c-Jun N-terminal Kinase (JNK) cascade is one pathway that contains critical proteins for cell function22. 

The JNK pathway contains kinases that are multiply phosphorylated during transduction23. A general 

schematic of the JNK pathway is included in Figure 5 of Chapter 1, where transcription factor c-Jun is one 

of the targets of the pathway. Transcription factor c-Jun is a substrate with multiple phosphorylations23.  

The response depends on which set of sites are phosphorylated. Put simply, N-terminal phosphorylation 

is associated with transcription24–27 while C-terminal phosphorylation is associated with c-Jun 

degradation28,29. Knowing some of the downstream consequences of c-Jun phosphorylation provides 

important information on JNK pathway regulation in cell death and proliferation. However, there are key 

aspects of phosphorylation that remain unveiled: the role of the docking site on the phosphorylation rates 

of single sites and the effect of novel sites on c-Jun activation.   

How substrates find their respective targets remains an interesting question in the field. Docking sites 

have been theorized to play a role in that specificity. The docking site (D-site) is an important domain on 

MAP kinases for kinase-substrate specificity30. Studies have shown that c-Jun D-site accessibility is 

necessary for c-Jun phosphorylation by JNK2 enzyme31. Since c-Jun requires the D-site for JNK2 
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phosphorylation, and JNK2 phosphorylates the four N-terminal c-Jun sites, determining the role of the D-

site on the phosphorylation of single c-Jun sites can provide new information regarding c-Jun activity 

regulation.  

The native sites on c-Jun are: Ser63, Ser73, Thr91, Thr93, Thr239 and Ser243. In this dissertation, I discuss 

a study on the phosphorylation of the four N-terminal sites of transcription factor c-Jun. Using in vitro 

kinase assays and JNK2 enzyme, we show that the phosphorylation rates of single native c-Jun sites can 

differ from one to the other. Additionally, results suggest that the D-site controls the phosphorylation of 

every single site. Suggesting,  that the D-site is necessary for phosphorylation of any site. Previous work 

showed that the D-site is necessary for c-Jun phosphorylation 23,30,32 but it was unclear if each site was 

under the control of the D-site. Here we show that they are.  In fact, even with the introduction of novel 

sites that contains the same S-P motif, the D-site controls the phosphorylation of any potential new site. 

As mentioned previously, the effect of novel sites on c-Jun activation is poorly understood. The MAPK 

cascade is conserved across species, from yeast to humans and MAP kinases are expressed in all 

eukaryotic cells33. Additionally, D-sites in MAP kinases are conserved across species34 as well as the S/T-P 

motif required for phosphorylation33. Further, the JNK pathway is also conserved between species, at least 

between mice and humans as of Reference33.  However, the D-site on c-Jun is poorly conserved between 

c-Jun and its family proteins JunB, JunD35 and in oncogenic v-Jun28. v-Jun also contains two missense 

mutations in Ser243 (a known c-Jun phosphorylation site) and Cys26928. Other JNK targets, namely Bc12 

family members, also do not have conserved phosphorylation sites, while in c-Jun, the four N-terminal 

phosphorylation sites are conserved23. In general, proteomic sequence alignment suggests that many 

phosphorylation sites evolve rapidly36.  

My prediction regarding what possible functions the evolution of a novel site on c-Jun could have are as 

follows. All of the introduced novel sites are N-terminal to the native Thr239 and Ser243 and are relatively 

close to the native Ser63, Ser73, Thr91, and Thr93. My prediction is that if a new site evolved in this region 

between the D-site and Thr93, that site would also contribute to cell survival, much like the native N-

terminal sites. If the conformational free energy of that novel site were favorable, I suspect that c-Jun 

would have a more ultrasensitive response than without the new site, even if the ultrasensitivity increased 

a tiny amount, every little bit counts. This could be tested in cell lines expressing c-Jun with all native sites 

and with a c-Jun mutant containing a novel site.  
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Our results suggest that the distance between the D-site and a phosphosite also determines 

phosphorylation. More specifically, if the distance between the D-site and a native site is too small, there 

is a loss in phosphorylation of the native site. In theory, there could be an optimal distance between the 

D-site and phosphosites that depends on the overall structure of c-Jun. If the D-site is too close to the 

phosphosite, c-Jun could be folding in such a way that prevents access of the site to JNK. Determining the 

structure of c-Jun and c-Jun mutants could help address this as new biochemical tools become available.  

Lastly, the D-site and the phosphosites, and the distance between them, are highly conserved in c-Jun 

orthologs, specifically in five vertebrae classes, as seen in Table 3 of Chapter 1. Since the main difference 

between orthologs lies in the location of key residues, such as human Ser63 vs Ser59 in chicken, it is 

possible that the structure is different in these species. In theory, different structure could yield different 

function for c-Jun orthologs. The surrounding sequence of all the phosphosites is generally very well 

conserved in orthologs, suggesting that perhaps function is very similar. I believe that since c-Jun regulates 

such crucial cell responses, like proliferation and cell death, c-Jun regulation needs to be robust. That 

robustness is carried through evolution in different species by conserving the phosphosites and the 

docking site. This theory needs to be tested, of course, and with emerging technologies, the hope is that 

unlocking c-Jun regulation will provide new insights into evolution and pathology.   

Determining the structure of c-Jun can provide aid in developing new drugs. For example, the JNK kinase 

inhibitors were designed using high-throughput screening and X-ray crystal structure information to 

target the JNK1-ATP binding site37 or the docking site38. These inhibitors can be used to develop therapies 

in different diseases37,38. Additionally, the crystal structure of c-Jun homodimer39 and c-Fos-c-Jun 

heterodimer40 has been solved, these structures only include the DNA binding domain. The DNA binding 

domain of c-Jun is arguably the active region of the transcription factor. However, the regulatory region 

contains the phosphorylation sites and determining the structure of this region will provide new insights 

into fundamental cell functions c-Jun regulates such as cell death and survival. To the best of my ability, 

complete structures of c-Jun, for any biological model, are yet to be determined. As new technologies 

arise such as NMR, determining protein structures will one day become feasible and cost-effective. 

Allowing the scientific community to ask questions we cannot comprehend today.  

Section 4: Conclusions 

A possible experiment that can be designed to complement the MWC model generalized in this thesis 

would be to measure c-Jun response as the concentration of JNK enzyme increases to obtain a dose 
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response. Defining c-Jun response can pose a challenge since the phosphorylation of the two C-terminal 

sites regulate c-Jun degradation28 and the phosphorylation of the N-terminal sites regulate transcriptional 

activity23. However, for the experimental data shown here, a possible experiment to determine the 

ultrasensitivity of c-Jun would be to measure the effective binding of c-Jun mutants to DNA with increasing 

JNK concentration. This would help determine how single sites influence ultrasensitivity. Thus allowing a 

fit of this data to the generalized MWC model to predict possible activation parameters and ultimately 

the conformational free energy contributions of authentic sites. Further, we can compare c-Jun activity 

when a novel site is present and measure the conformational free energy contribution of a novel site as 

well. This could provide new insights into c-Jun regulation and possibly identify specific sites that 

contribute to disease or developmental irregulates for targeting.  

Potential future directions the generalized MWC model can take include addition of a docking site. Binding 

to the D-site is not necessarily a PTMs but clearly plays a big role in the regulation of multisite proteins 

like the MAP kinases. In theory, binding to the D-site can be considered an allosteric reaction, where the 

binding to the D-site could create a conformational change in the protein that allows the targets sites to 

be accessible for modification. This would suggest that D-site also contributes to the activation of the 

protein although it is not a PTM. Additionally, the generalized MWC expanded further and in combination 

with a KNF model, where the modification of a protein subunit determine is that subunit alone is relaxed 

or tense. More specifically, a combination of the generalized MWC and KNF models would include a multi-

subunit protein where each site could have a unique modification efficiency and conformational free 

energy contribution that determine the state (active/relaxed or inactive/tense). This would be more like 

generalizing the KNF model with an activation parameter included for each site. This would give a broader 

picture of how proteins and protein complexes, such as chaperone proteins, are regulated through 

multiple modifications or subunits and their thermodynamic properties.  

A combination of theoretical and experimental methods can provide new insights on signal transduction 

regulation. Collectively, this work provides some new insights to the field of signal transduction regulation. 

First, scaffold protein IQGAP1 specific domains bind to MAP kinases, ERK1 and ERK2. Second, the 

conformational free energies of distinct sites play a role in creating ultrasensitive dose response curves. 

Third, transcription factor c-Jun phosphorylation sites can be phosphorylated at different rates. 

Furthermore, the D-site controls the phosphorylation of both native and novel c-Jun sites.  Moreover, the 

contributions of this dissertation allow for better understanding of signal transduction regulation.  
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