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Professor Sudhakar Pamarti, Chair

Due to the proliferation of frequency bands that need to be supported in wireless stan-

dards, such as LTE, GSM, 5G, etc., modern wireless transceiver designs rely on numerous

off-chip SAW/BAW filters and many on-chip LC tanks, which are typically not very tun-

able. On the receiver end, this is because wireless signals typically possess vastly different

strengths, and such large signal strength differences necessitate the receiver front-ends to

be low-noise and linear, while providing sharp filtering. Hence, conventional approaches

resort to passive off- and on-chip band-pass filters. Not only are these filters bulky, but

they generally have fixed bandwidths and center frequencies, therefore a number of them

are needed, occupying a lot of PCB and chip area to cover multiple bands. Consequently, it

has been of significant interest in recent years to explore high-programmability SAW/BAW-

less transceivers for emerging software-defined and cognitive radio applications. However,

without the pre-filtering provided by SAW/BAW filters, such receivers face great challenges

in providing sufficient performance in the aforementioned aspects simultaneously. Some re-

cent approaches include N -path filters (NPFs), mixer-first receivers, and discrete-time (DT)

charge-domain signal processing. They have demonstrated some level of programmability,

while providing reasonably good performance, yet their overall performance has not reached

ii



that of their counterparts using off-chip SAW/BAW filters and/or on-chip LC filters.

In this work, we explore the newly developed filtering-by-aliasing (FA) technique to build

receiver front-ends using periodically time-varying (PTV) circuits. The FA technique essen-

tially realizes sharp baseband analog FIR filtering. In conjunction with a mixer, the FA

receivers offer one of the sharpest band-pass filters achieved with CMOS technologies to

date and extremely high programmability. However, they also face a few problems, includ-

ing relatively high noise, moderate linearity, sensitivity to parasitics at RF, and residual

aliases that cannot be further filtered. They limit the ultimate dynamic range that FA re-

ceivers can achieve, and prevent wider adoption of FA receivers. This research looks into

enabling techniques to enhance the dynamic range of FA receiver front-ends in order to

make them more practical. A technique based on PTV noise cancellation was proposed to

effectively lower the noise figure (NF) of the receiver, while maintaining the FA sharp filter-

ing. Measurement results show an improvement of about 3 dB on NF, while simultaneously

achieving 67-dB stopband rejection with a transition bandwidth of 4× the RF bandwidth.

In conjunction with an up-front NPF, an out-of-band IIP3 of +18 dBm and a blocker 1-dB

compression point of +9 dBm have been demonstrated. Moreover, an innovative slice-based

FA architecture with all switches moved inside the feedback network has been proposed for

FA receivers in this work to provide support for carrier aggregation and improve linearity.

The fabricated prototype in 28-nm CMOS demonstrated two-channel concurrent reception

with filters that achieve 50-dB stopband rejection with a transition bandwidth of 3.2× the

RF bandwidth. It has also shown +35-dBm IIP3 and +12-dBm blocker 1-dB compression

point with a supply voltage of only 0.9 V, whereas a low LO leakage of −81 dBm was also

demonstrated. Further, a residual alias cancellation technique for FA receivers has been pro-

posed and demonstrated on a dual-channel FA receiver. With measured frequency responses

of the receiver, digital baseband filters are designed to cancel the residual aliases. Built in

Matlab, the proposed alias cancellation algorithm achieves about 15-dB alias suppression

on measured data in addition to the analog FA filtering.
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CHAPTER 1

Introduction

1.1 Background and Motivation

It is no surprise that over the years, the demand for faster and faster data transmission has

only become stronger, both in wireless and wireline industries. However, the wireless industry

does face some obstacles that are quite unique. Even though 5G has started employing mm-

wave frequencies, the sub-6-GHz spectrum remains congested. Due to the high propagation

loss of mm-wave communication, in the foreseeable future, the sub-6-GHz spectrum, which

has been increasingly partitioned and allocated for multiple standards [1]–[3], will continue

to be highly congested. However, such highly partitioned spectrum also causes problems.

Radios need to only pick up signals in the desired band/channel. Conceptually this is an

easy task by employing brick-wall filters. Unfortunately, brick-wall filters are non-causal and

of course do not exist. Existing commercial radios resort to cascading a number of filters,

both on- and off-chip ones, to perform extensive filtering. This is because of the nature of

the wireless environment, in which signals and blockers can be orders of magnitude different

in terms of power. The problems of the wireless radios do not stop here: although cascading

filters can help select the signals of interest, all filters possess inherent nonlinearity, especially

the ones based on active devices. Modern radios typically employ off-chip SAW/BAW filters

for pre-filtering and on-chip LC tanks for more selectivity at RF. Both types of filters are

in general bulky and not programmable, meaning their center frequencies are usually fixed,

albeit providing high linearity and good filtering. As a predictable result, in order to pick up

tens of bands/channels needed for GPS/GPRS/GSM/LTE/…, tens of off- and on-chip filters,

or more, are needed, consuming both PCB and silicon area. The software radio concept has
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Figure 1.1: The software radio architecture.

hence emerged to overcome this problem [4], as shown in Fig. 1.1. By employing only

wideband analog-to-digital converters (ADCs) and digital-to-analog converters (DACs), a

single radio in principle can handle the entire transmission and reception functions of signals

at arbitrary frequencies and all signal processing is performed in the digital domain.

However, this is unfortunately not realistic due to limited performance of the data con-

verters to date. As aforementioned, unlike wireline communication, unwanted blockers at

different frequencies can be orders of magnitude stronger than the desired signals, which can

be similar to the thermal noise level. This demands the ADCs, using the receiver side as

an example, to have extremely large dynamic range. Otherwise, it will either not be able to

sense small desired signals or become saturated by large unwanted blockers. Having a large

dynamic range in conjunction with a wide bandwidth means high power. In order to cover

the entire sub-6-GHz spectrum (or even just 1 GHz) with a dynamic range of 100 dB, the

power consumption of the ADC alone is anticipated to be more than several dozens of Watts

projected from state-of-the-art ADCs’ performance [5], which is impossible to be used in any

commercial mobile devices. Such high power requirement prohibits this concept from being

practically used, at least for commercial and civilian applications.

A more practical solution is the software-defined radio [6], where instead of relying on

data converters alone, programmable front-ends are used before and after narrowband ADCs

and DACs, respectively. By confining the bandwidth to a much lower number than a few
2
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Figure 1.2: The SAW/BAW-less software-defined radio receiver (omitting LO frequency

synthesizers).

GHz, the data converters’ requirements can be relaxed significantly. However, now the

burden falls on the shoulder of the front-ends, which need to be programmable to be able

to receive or transmit desired signals across a wide spectrum. This fundamentally suggests

that the front-ends cannot use most non-tunable components, such as SAW/BAW filters

and LC tanks. As a results, the requirements on the front-ends are very stringent. Using

the receiver as an example, shown in Fig. 1.2, it needs to simultaneously fulfill the required

input impedance matching, filtering, and dynamic range. The last one can be dissected into

requiring low noise from a small-signal perspective to be able to detect desired weak signals

and high linearity (IIP2, IIP3, B1dB, etc.) from a large-signal perspective to avoid distortions

and saturation. The latter, in particular, is becoming more and more challenging as the

supply voltage scales lower and lower in finer and finer CMOS nodes. Note that with an

upfront SAW/BAW filter with a moderate 15-dB blocker rejection, the IM3 power will be

lowered by 45 dB for the same blocker power level, equivalently increasing the overall receiver

chain’s IIP3 by 15 dB. Compared to this, the linearity loss in SAW/BAW-less receivers is one

of the most significant costs of programmability. Additionally, in order to suppress noise,

active devices, such as low-noise amplifiers (LNAs), are generally needed in receiver front-

ends, which further introduce nonlinearity. This is extremely hurtful to the overall linearity

3



Band 1

Frequency

(a)

Band 1

Frequency

Band 2

(b)

Figure 1.3: Examples of carrier aggregation scenarios (a) intra-band CA and (b) inter-band

CA.

in the absence of pre-filtering.

As aforementioned, the sub-6-GHz spectrum has been partitioned into multiple narrow

bands, due to the scarcity of available bands. This obviously contradicts the increasing trend

of data throughput, which generally translates to demanding wider bandwidth. Carrier

aggregation (CA) therefore has been adopted in LTE and 5G to effectively increase the

bandwidth by aggregating two or more adjacent or non-adjacent bands [7], [8]. Charming as

it is, enabling CA in programmable receivers poses many other challenges. Simply speaking,

in principle, a programmable CA receiver for software-defined radio applications needs to

support two or more channels with performance no worse than a single-channel one, while

avoiding potential corruptions among signals within channels of interest. Figs. 1.3(a) and

1.3(b) illustrate intra-band CA, in which the desired channels are within the same band, and

inter-band CA, where the desired channels are in different bands, respectively, using two

channels as an example. The circuit techniques to realize them are also different because of

the distance between the two channels.

1.2 Prior Art

In this Section, we briefly review some of the state-of-the-art programmable receiver archi-

tectures.

4



1.2.1 Mixer-First Receivers

Based on the N -path passive mixer, the mixer-first receivers are probably one of the most

popular programmable receiver architectures in literature, as shown in Fig. 1.4 [9] with an

N of 4. A set of 25% non-overlapping clocks with a fundamental frequency of fLO at the

frequency of the local oscillator (LO) drives the switch-based mixer. The RF signal from the

antenna is then downconverted to baseband and gets filtered by the baseband filters. This

simple approach also upconverts the baseband impedance to RF and hence equivalently

achieves in-band impedance matching and out-of-band filtering at RF. Better filtering is

possible by constructing the baseband filters with higher orders. Thanks to the relatively

simple structure, this architecture can provide good coverage within the sub-6-GHz range.

With some modifications, it may even be used for mm-wave applications. However, while

achieving wideband programmable receiver with reasonably good linearity due to the absence

of voltage gain prior to baseband filtering, the overall noise figure is high due to the lack of an

LNA, which can be improved by utilizing either an LNTA or the noise cancellation concept

[10]. In addition, it only provides first-order baseband filtering and the out-of-band linearity

is limited by the nonlinear switch resistances and baseband amplifiers. The N -path filters are

akin to the mixer-first receivers, except some differences regarding how the baseband circuit

looks like and where the signal is read. Since relevant literature [11]–[13] is rich, it is omitted

here for brevity. Nonetheless, they face similar drawbacks as the mixer-first receivers.

1.2.2 Discrete-Time Receivers

Another popular approach utilizes discrete-time (DT) signal processing, whose concept is

visualized in Fig. 1.5 [6], [14], [15]. By sampling the RF signal directly and then processing

it through a bank of capacitors that perform charge sharing, due to the memory effects of the

capacitors, very high-order filtering can be achieved at baseband, thanks to the high-quality

capacitors and switches available in modern CMOS technologies. With in-phase and quadra-

ture (I/Q) channels, it is also possible to realize superheterodyne receivers rather than simple

direct conversion, i.e., zero intermediate frequency (IF), in contrast to a standard mixer-first
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one. However, they typically need an up-front low-noise transconductance amplifier (LNTA)

[6], [15], which limits the overall linearity especially in the absence of off-chip SAW/BAW

filters, or a switched-capacitor matching network [14], which has limited frequency coverage.

Depending on whether an LN(T)A is included, the noise figure could be as low as ∼2–3 dB

or as high as up to 10 dB, and the out-of-band IIP3 can be ranging from ∼10 to ∼30 dBm.

Nevertheless, it is a potentially useful technique to achieve receivers with high-order infinite

impulse response (IIR) filtering, which can be beneficial for wireless applications, since the

stopband rejection can be very high, especially at far-off frequencies where the blockers are

potentially the strongest.

6



1.2.3 Filtering-by-Aliasing Receivers

Recently, the filtering-by-aliasing technique has been developed [16]. Essentially, it achieves

analog finite impulse response (FIR) filtering and has been used in a spectrum scanner

[17] and receiver front-ends [18], [19]. The former is fully passive and not matched to the

antenna, providing no gain either, hence we only talk about the latter here. With a baseband

integrator formed by a transconductance (Gm) cell and a capacitor under periodical reset

in the feedback, a resistor with periodically time-varying (PTV) resistance modulates the

signals and sends the currents to the integrator, such that the overall structure forms an

analog FIR filter at the sampled output, as shown in Fig. 1.6 [18]. By properly controlling

the impulse response, g(τ), very sharp filtering can be achieved and the filter design process

is the same as digital filters, except that R(t) cannot be negative for signal loss considerations

and that it may need to provide matching [18]. Note that the mixer is constructed similar

to the mixer-first ones, i.e., using passive switches. The programmability is high. Other

than LO frequency and bandwidth, the filter shape can be programmed as well just like

a standard digital filter, following the fundamental tradeoffs among transition bandwidth,

stopband rejection, in-band droop/ripple, etc. Note that the channel bandwidth, unlike

mixer-first ones, which is determined by the RC product in the feedback, is determined

by the sampling period, Ts. The impulse response depends on the source resistance (or

impedance, in general), which implies that the receiver is actually processing Vs(t). It will

be seen later that this actually could pose some challenges when trying to obtain the optimal

performance while the source is not completely 50 Ω, since the ultimately achievable stopband

rejection depends on the accuracy of the impulse response [18]. Nevertheless, FA receivers

have demonstrated one of the sharpest CMOS band-pass filters, achieving 70-dB stopband

rejection with a transition bandwidth (BW) of only 4 times the RF BW. The close-in linearity

is also very good.

While providing many benefits, FA receivers also have some limitations, such as relatively

high noise level, moderate out-of-band linearity, sensitivity to parasitics, and residual aliases

that are no longer separable from the signals, etc. Here we briefly elaborate the attendant
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Figure 1.6: FA receiver architecture.

effects. The relatively high noise stems from the time-varying resistor, whose resistance can

be large at times, leading to high NF and limiting the smallest detectable signal strength.

The moderate out-of-band linearity prevents FA receivers from tolerating extremely strong

signals, such as leakage from the output of a power amplifier (PA). While the FA receivers

smartly utilize time-varying operations to achieve what time-invariant circuits cannot of-

fer, the interactions between the time-varying circuits in FA filters and other time-invariant

and -varying circuit components lead to complicated high-order effects on the filter perfor-

mance. Note that these other components can be as simple as parasitics. These effects

manifest themselves as worsened stopband rejection, widened transition bandwidth, altered

filter shape, and so on. Fig. 1.7(a) shows an example of the measured FA receiver filter

shape with fLO = 740 MHz and fs = 10 MHz. It is clear that in the transition band, a bump

exists, which was not intended during filter design. The residual alias problem originates

from the sampling operation, which is a core component in FA filtering. Fig. 1.7(b) shows
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Figure 1.7: Examples of (a) measured FA receiver filter shape and (b) measured FA receiver

output spectrum with a −55-dBm in-band sinusoid at 347.5 MHz and a −5-dBm wideband

blocker at 272.5 MHz simultaneously sent to the receiver input (fLO = 350 MHz, fs = 10

MHz).

an example of the measured output spectrum of an FA receiver. Two signals are present,

one is a wanted sinusoid, and the other is a wideband blocker. The input powers are −55
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and −5 dBm for the wanted signal and blocker, respectively. It can be clearly seen that

the blocker residual alias is not completely rejected and falls on top of the tonal signal. In

this example, it limits the achievable signal-to-noise ratio. If the blocker is even stronger, or

the desired signal smaller, the blocker residual alias will overwhelm the wanted signal. This

problem cannot be solved by using filtering stages after the output of the FA receiver since

sampling has already taken place. These problems will be detailed in Chapters 2, 3, and 4

together with proposed techniques to tackle some of them.

1.2.4 Receivers for Carrier Aggregation

As described earlier, CA can be classified into intra- and inter-band scenarios. For intra-band

CA, the easiest approach is probably to make the receiver maintain a bandwidth that is wide

enough to include both channels from the same band and process the signals in the digital

domain. This does come at extra power overhead, but for certain applications the band

could be relatively narrow, so this could be a viable means. Technology scaling also helps in

this regard by reducing the power consumed by the digital circuits. Another approach is to

center the LO frequency at the middle of the two desired channels to downconvert the two

carriers to low IFs and then separate them through complex signal processing to perform

image rejection, as shown in Fig. 1.8(a) [8]. Alternatively, current sinks at different offset

frequencies can be generated for directing carriers at different frequencies to different base-

band circuitries, depicted in Fig. 1.8(b) [20]. Nevertheless, intra-band carrier aggregation

typically has carriers with a relative small frequency distance, often up to several tens of

MHz, hence many baseband techniques are possible.

Carriers for inter-band carrier aggregation, on the other hand, are usually separated by

hundreds of MHz or more, often requiring multiple receivers in parallel with multiple LOs

[21]–[24], because approaches similar to the intra-band ones would require too wide of a

bandwidth and hence too much power. However, direct paralleling programmable receivers,

such as the mixer-first ones, is not always possible. This is because of the property of the

input impedance of a mixer-first receiver being narrowband, as explained in Subsection 1.2.1.
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Figure 1.8: Prior art of intra-band carrier aggregation receivers using (a) baseband image

rejection and (b) complex current sinks.

Two or more paralleled mixer-first receivers will lead to an overall low input impedance at all

frequencies, which is never matched to the antenna. As a consequence, most state-of-the-art

inter-band carrier aggregation receivers utilize LN(T)As to isolate the input impedance from

each channel, as illustrated in Fig. 1.9 [24]. Naturally, having active devices at RF without

any pre-filtering leads to degraded linearity. As a result, even though many of them achieve

relatively good noise performance, their linearity is generally poor.

1.3 Dissertation Outline

This dissertation focuses on developing programmable receiver front-ends using periodically

time-varying circuits. More specifically, we have built high-performance receivers by ex-
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ploiting the FA technique and concentrated on the development of new techniques for FA

receivers to extend their dynamic range while maintaining sharp filtering.

Chapter 2 describes a periodically time-varying noise cancellation technique tailored

for FA receivers to lower the noise. Co-design with an up-front N -path filter has been inves-

tigated to improve the linearity. This work has been published in part in the Proceedings of

the IEEE Custom Integrated Circuits Conference (CICC) and in full in the IEEE Journal

of Solid-State Circuits.

Chapter 3 details a slice-based FA architecture that provides time-invariant input

impedance while maintaining periodically time-varying operation for realizing sharp filtering

and enabling carrier aggregation. All switches have been moved within the feedback network

to improve the performance, especially in terms of linearity. This work has been published

in part in the IEEE International Solid-State Circuits Conference (ISSCC) Digest of Tech-

nical Papers and accepted for publication in full in the IEEE Journal of Solid-State

Circuits.

Chapter 4 develops a digital signal processing technique designed for FA receivers to

cancel the undesirable residual aliases at the outputs of FA receivers after sampling.

Finally Chapter 5 concludes the dissertation by summarizing the key contributions.
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CHAPTER 2

Periodically Time-Varying Noise Cancellation for

Filtering-by-Aliasing Receiver Front-Ends

2.1 Introduction

As we have briefly discussed in Chapter 1, it has been of significant interest in recent years

to explore high-programmability SAW-less transceivers for emerging software-defined and

cognitive radios applications [6], [25]. However, without the pre-filtering provided by SAW

filters, such receivers face great challenges in simultaneously providing sufficient filtering, lin-

earity, and low noise. Some recent approaches include N -path filters (NPFs) [11], mixer-first

receivers [9], [10], and discrete-time (DT) charge-domain signal processing [14]. They have

demonstrated moderate filtering (usually equivalent to first- or second-order baseband fil-

ters), reasonably high small- and large-signal linearity [approximately +20-dBm out-of-band

(OOB) IIP3 and +10-dBm blocker 1-dB compression point (B1dB)], good noise performance,

and moderate LO and bandwidth (BW) tunability.

The recent filtering-by-aliasing (FA) technique [16]–[19] provides very sharp analog FIR

filtering (>70-dB rejection at 4× RF BW offset, i.e., 8× baseband BW offset as RF BW is

twice the baseband BW), good linearity (>+20-dBm OOB IIP3 and +13-dBm B1dB), and

comparable or better programmability. The block diagram of a representative active FA

receiver is shown in Fig. 2.1(a), wherein the key component is an input matching resistor

that is periodically time-varying (PTV), R(t) = R(t + Ts). Together with a mixer and the

baseband integrate-and-dump circuit, equivalently the input signal Vs(t) is down-converted

to baseband and sees an apparent linear time-invariant (LTI) filter at the sampled output,

whose impulse response is given by [18]
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Figure 2.1: (a) FA receiver using a PTV resistor for sharp filtering, (b) noise cancellation for

mixer-first receiver using an LTI Gm cell at RF, and (c) proposed PTV noise cancellation

for FA receiver to achieve both sharp filtering and low noise.
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g(τ) =
1

C[Rs +R(−τ)]
, (2.1)

where 0 ≤ τ ≤ Ts. The FA receiver presents a time-varying impedance to the antenna with

an S11 given by

S11 = mean
[
R(t)−Rs

R(t) +Rs

]
, (2.2)

where Rs is the antenna impedance (typically 50 Ω). Although the desire for a small S11

(typically −10 dB or less) constrains the choice of R(t), fairly arbitrary impulse response

shape, g(τ), and, hence, very sharp analog FIR filtering can be achieved by choosing R(t)

appropriately. An example of the R(t) variation and the corresponding baseband filter is

shown in Fig. 2.2, which shows that FA is much sharper than a first-order filter. A third-order

baseband filter equivalent resulting from a TIA plus biquad combination that is commonly

used in traditional mixer-first and N -path designs is also shown for the sake of comparison.

Note that the in-band droop, filter transition bandwidth, and stopband attenuation of the

FA filter can be traded against each other. Furthermore, sharper filtering was reported using

time-interleaving (TI) that also relaxes the S11 constraint [19], making it extremely useful for

software-defined radio applications. In any case, the overall receiver’s noise is fundamentally

limited by the noise contribution from R(t). In fact, during part of each period, its value can

get very large (>10× the 50-Ω antenna resistance), resulting in an overall high noise figure

(NF) of >6 dB after considering the NF degradation due to LO harmonics and filter aliasing

[18], [19]. This disadvantage prohibits it from being used in more generic RF environments,

where a low NF may be desired.

On the other hand, the noise cancellation (NC) technique has been proven useful to

lower the NF of wideband low-noise amplifiers (LNAs) [26]. The frequency-translational NC

(FTNC) technique has been successfully extended to mixer-first receivers to cancel the noise

contribution of their input matching resistor, and an NF as low as 2 dB was demonstrated

in [10]. As shown in Fig. 2.1(b), generic LTI-NC senses the noise voltage from the input

matching resistor at the RF node, Vx, with a transconductance (Gm) cell and cancels this

noise by subtracting the signals at the outputs of the main and NC paths, where a baseband

gain factor k2 is used to control the relative gain between the two paths. In principle, such
15
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Effective filter seen at the sampled outputPeriodic R(t) with Ts = 200 ns
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(b)

Figure 2.2: (a) Example of R(t) variation and the corresponding normalized baseband filter

and (b) zoom-in view showing the filter droop in the passband.

FTNC can be readily extended to FA receivers as well. However, as will be shown in the

next Section, such naïve NC will lower the NF of an FA receiver, but it will negate the sharp

filtering of FA.

In this Chapter, a PTV-NC technique tailored for the FA-based receivers is detailed,

which improves the average in-band NF (NFavg,IB) by about 3 dB and achieves a minimum

in-band NF (NFmin,IB) of 3.2 dB without noticeable degradation to FA filtering performance,

shown in Fig. 2.1(c) [27], [28]. Here, we elaborate the design of the PTV-NC technique [27],

[28] together with supporting theoretical analysis on both filtering and noise. In addition,

upfront N -path filtering is added to improve the linearity of the front-end. To our best
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knowledge, this is the first application of a combination of an upfront N -path filter and

an FA receiver. The attendant design considerations are also presented in this Chapter.

Section 2.2 details how the naïve application of LTI-NC to FA receivers is not useful and

then introduces the proposed PTV-NC technique. Section 2.3 explains the dynamic range

(DR) and linearity issue faced by the proposed technique and describes how an upfront N -

path filter can be added to the FA receiver to improve DR and linearity without sacrificing

the sharp filtering offered by FA. Detailed circuit implementation is presented in Section 2.4,

followed by measurement results in Section 2.5.

2.2 Noise Cancellation for FA Receiver Front-Ends

In this Section, we review the LTI noise cancellation technique and detail why it is not suited

for FA-based receivers, followed by analysis of the proposed PTV-NC.

2.2.1 LTI-NC in FA-Based Receivers

A naïve application of LTI-NC to FA leads to the implementation of Fig. 2.3(a). In the case

where R(t) = 50 Ω, it is essentially identical to FTNC if one were to ignore the sampling

of the final output [10], [26]. The noise voltage of R(t), VnR(t), leads to two noise currents

through the main and auxiliary NC paths, iR(t) and iGm(t), respectively, which are then

converted back to voltage at baseband as shown in Fig. 2.3(b), where Zbb is the baseband

current-to-voltage conversion gain (= 1/jωC in the case of FA). It is straightforward to see

that, after voltage subtraction, the noise voltage caused by R(t) is nulled at the output, if

Gm is selected to be k/Rs with k = k2. If Rs and R(t) are the only noise sources, this renders

a perfect 0-dB NF even though R(t) is a time-varying resistor.

However, unfortunately, the sharp filtering is eliminated: by examining Fig. 2.3(c),

which shows how the input signal, Vs(t), is processed, we find that the signal current to

be integrated, is(t), no longer depends on R(t)! This is fundamentally no different from

sampling an active-RC integrator.
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Figure 2.3: (a) Block diagram of naïve application of LTI-NC to an FA-based receiver, (b)

simplified model illustrating perfect NC, and (c) equivalent model for illustration of the

destruction of sharp filtering.
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2.2.2 Proposed PTV Noise Cancellation

Instead of the usage of an LTI Gm cell, we propose to exploit a PTV Gm(t) cell to sense

VnR(t) at node Vx [27], [28], from which the output current is then downconverted, integrated,

and sampled to realize the noise-cancelling FA path [see Fig. 2.1(c)]. By replacing the time-

invariant Gm cell in Fig. 2.3(a) with a time-varying one, the signal and the noise now see

different filters. The equivalent signal and noise (due to R(t) only) flows in the front-end

are shown in Fig. 2.4(a): iGm and iR are currents from the Gm cell and through R(t)

flowing into their respective virtual grounds, which are later integrated. Fig. 2.4(b) shows

a simplified model that inspects the signal flow of the noise from R(t) only. In contrast to

setting Gm(t) = k/Rs, we select

Gm(t) =
k1
R(t)

.

Now inR(t), which is the effective noise current caused by R(t) after cancellation, is not nulled

(i.e., the noise from R(t) is not completely canceled as inR(t) = 0 no longer holds). Instead, it

becomes −VnR(t){1−k1Rs/[k2R(t)]}/[Rs+R(t)]. However, since the noise currents from the

two paths, which have the same polarity, are subtracted, the overall noise after integration is

still greatly reduced. On the other hand, as shown in Fig. 2.4(c), the equivalent signal path

is almost identical to the FA case. In fact, it is nothing but a scaled version of the original

FA filter [due to our choice of Gm(t)] with a baseband impulse response of

g(τ) =
1 + k1/k2

C[Rs +R(−τ)]
, (2.3)

where 0 ≤ τ ≤ Ts. Thus, the FA operation is intact, and sharp filtering is achieved. Note

(2.3) is also the effective filter that the source noise sees.

2.2.3 Achievable Noise Cancellation

Since perfect noise cancellation is not feasible with this approach, it is instructive to consider

the theoretically maximum achievable cancellation. Consider the noise factor contribution

from R(t): it can be calculated by looking at the autocorrelation of the output voltage

samples [18], [19]. Here we consider the baseband filter only for brevity. It follows Appendix
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Figure 2.4: (a) Equivalent model of the proposed PTV-NC in an FA receiver, (b) simplified

model for noise, and (c) simplified model for signal.

A that the overall noise factor due to the source and R(t) after cancellation is

FPTV = 1 + FR =
1 + λ2[G−Gtotal]/Gtotal

(1 + λ)2
FPTV|λ=0, (2.4)

where FR is the noise factor due to R(t), λ = k1/k2 is effectively the gain ratio between the

two paths, G = mean[1/R(t)], Gtotal = mean[1/(Rs+R(t))], and FPTV|λ=0 = Gtotal/(RsG2
total)
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is the noise factor without any NC, i.e., the noise factor given in Section III-B of [18]. It is

unclear, simply by inspecting the expression, what the optimum gain ratio λ ought to be,

which can be obtained by setting ∂FPTV/∂λ = 0. After simplification, we find

λ =
k1
k2

=
Gtotal

G−Gtotal
. (2.5)

Substituting (2.5) into (2.4), the minimum achievable noise factor can be found, given by

FPTV(MIN) =
G−Gtotal

G
FPTV|λ=0. (2.6)

It is straightforward to see that, for LTI-NC, R(t) = Rs, F |λ=0 = 2, and (2.5) suggests λ

= 1, plugging which into (2.4) yields F = 1, i.e., perfect NC is achieved. For FA, on the

other hand, as expected, the optimum gain ratio, achievable amount of noise cancellation,

and minimum noise factor depend on R(t). However, (2.6) does provide us with a bound on

FPTV(MIN) due to the minimum value of R(t) in practical implementations. In [18] and [19],

it is about 30 Ω. Re-write (2.6), we obtain

FPTV(MIN) =

∫ Ts
t=0

dt/{R(t)[1 +R(t)/Rs]}∫ Ts
t=0

dt/R(t)
FPTV|λ=0

< FPTV|λ=0/[1 +R(t)(MIN)/Rs] =
5

8
FPTV|λ=0 (2.7)

for Rs = 50 Ω. Given an assumed noise factor of 2 prior to NC, a noise factor better than 1.25

can be achieved after NC. Here the assumption of noise factor = 2 is a reasonable estimate

for R(t) variations that lead to meaningful filter shapes and good impedance matching [18],

[19], which can be seen from Fig. 2.5(a) for k1/k2 = 0, i.e., without NC. More specifically,

for the R(t) variation in Fig. 2.2, (2.5) leads to a λ of 0.97, which is very close to that in the

LTI case. Fig. 2.5 shows (2.4) for different values of λ in three different filter configurations,

where the blue curves correspond to the R(t) variation shown in Fig. 2.2. A couple of things

are apparent. First, the optimum gain ratio is close to unity. Second, the optimum is fairly

shallow suggesting that achievable noise cancellation is tolerant to relative gain mismatches

between the main and NC paths. Third, the optimum noise factor is actually about 1.1,

indicating that about 90% of the noise of R(t) is canceled.
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FPTV(MIN) < 1.1

(a)

(b)

Figure 2.5: (a) Noise factor with the PTV-NC for different gain ratio, λ = k1/k2, in three

different filter configurations, and (b) the corresponding baseband filter frequency responses

with Ts = 200 ns. Filter 1: transition BW = 1× RF BW, S11 ≈ −10 dB; filter 2: transition

BW = 2× RF BW, S11 ≈ −20 dB; filter 3: transition BW = 2× RF BW, S11 ≈ −10 dB

(i.e., same as Fig. 2.2).

Note until here the only noise sources are Rs and R(t) for simplicity. In practice, with

R(t)’s noise mostly canceled, Gm(t)’s noise becomes important. To evaluate this, an extra

term, derived following Appendix A as well, given by

FGm =
1

k1

γG(t)

Rs(1 + 1/λ)2G2
total(t)

, (2.8)
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where γ is the excess noise factor, needs to be added to (2.4) for the overall noise factor.

Such summation can be done due to the fact that the noise from Gm(t) is not correlated

with that of R(t) and only appears in the NC path. Since λ is a constant for a given R(t) (≈

1 in most practical cases), in order to minimize FGm, k1 needs to be made large according

to (2.8). In fact, as k1 → +∞, the noise contribution from Gm(t) can be made close to zero.

However, this will lead to infinite power consumption and infinite baseband capacitor size.

Practical selection of k1 and k2 is made by making the contribution of R(t) and Gm(t) to

be roughly the same, rendering k1 = k2 = ∼5 to 6. Here, we only discussed the noises from

circuit elements. Other major sources of NF degradation, namely, aliasing and harmonic

folding, will be discussed in Subsection 2.3.4.

An alternative, and maybe more intuitive but not completely mathematically precise,

approach to looking at how the proposed PTV-NC still effectively cancels the noise is to

look at the equivalent filter that VnR(t) sees. For the baseband FA without NC, i.e., main

path only, the baseband filter is the same as (2.1) but with a negative sign. With NC, the

baseband filter that VnR(t) sees becomes

h(τ) =
λRs −R(−τ)

CR(−τ)[Rs +R(−τ)]
= g(τ)− λRs

R(−τ)
× g(τ), (2.9)

where 0 ≤ τ ≤ Ts. The frequency response of h(τ) can be found by taking the Fourier

transform, given by

H(jΩ) = G(jΩ)− λF
[

Rs

R(−τ)

]
∗G(jΩ), (2.10)

where * is the convolution operator. Note that G(jΩ) is designed to be a low-pass fil-

ter (e.g., Fig. 2.2). F [Rs/R(−τ)] is also low-pass, which means the convolution between

F [λRs/R(−τ)] and G(jΩ) is still low-pass, albeit with a larger bandwidth than both filters.

There exists a λ such that H(jΩ) ≈ 0 in the passband, thus rejecting most of the noise

from R(t). Since the source noise is not rejected [seen from (2.3)], while the noise of R(t)

is rejected, the noise factor contribution from R(t) becomes slim, i.e., its noise is canceled.

Based on the definition of noise figure, the noise figure is lowered.
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2.3 Dynamic Range and Linearity Enhancement

It is well known that noise cancellation can degrade the linearity because of the Gm stage

[10]. Similar effect is expected in PTV-NC as well. However, the effect is worse here because

Vx sees higher swings. At the RF node, the voltage is

Vx(t) =
Vs(t)R(t)

Rs +R(t)
. (2.11)

Recall the fact that R(t) can be very large at times, e.g., Fig. 2.2, such that R(t) ≫ Rs,

and hence Vx(t) ≈ Vs(t). If we assume Vs(t) is a simple sinusoid at an arbitrary frequency of

interest with an amplitude of A, it is obvious that Vx,pk-pk ≈ Vs,pk-pk = 2A. Note this is the

case for both in-band and out-of-band signals since the FA-based receiver has no frequency

selectivity at the RF node (as suggested by the ideally frequency-independent S11, which

is only somewhat frequency-dependent in practice because of the parasitic capacitance at

the RF node) [18], [29]. Consequently, for a big OOB blocker, Vx suffers from large voltage

swings that may be outside the voltage range of core MOSFET devices in advanced nodes.

We address this by employing time-interleaving (TI) and an N -path filter [27], [28], and we

analyze their effects and design considerations here.

2.3.1 Time-Interleaved FA

In [19], time-interleaved FA is used to improve both impedance matching and filter perfor-

mance. By using two interleaved channels, as shown in Fig. 2.6, the length of g(τ) can

be doubled, allowing a stopband rejection (Astop) twice as high in theory. In addition, the

overall dynamic range of the input resistance seen by the source is less due to the paralleled

operation, which is given by RTI(t) = R(t)||R(t− Ts). In the non-TI case, the highest value

of R(t) can be a few thousands of Ohms [18]. When TI is used, max[R(t)||R(t−Ts)] is about

300 Ω. Not only does this makes the input matching easier without having to sacrifice filter

shape much for better S11 [19], but it slightly reduces Vx,pk-pk for the same blocker level.

Referring to (2.11), the swing at Vx is lowered by about 15% (0.5 V for a +10-dBm blocker).

Although this only slightly relaxes the DR problem instead of solving it, TI is nonetheless
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Figure 2.6: Time-interleaved FA receiver.

used in this work to achieve better matching and sharper filter at the cost of higher power

and larger chip area for two extra paths (one for the main path and one for the NC path).

2.3.2 Upfront N-Path Pre-Filtering

An upfront NPF will reduce the swing on Vx and relax the linearity requirements of the NC

path [11], [30]. A block diagram of such a combination of an FA receiver, with a time-varying

resistor, R̃(t), and an upfront NPF is shown in Fig. 2.7(a).

For in-band signals, the NPF presents a high impedance and has minimal effect on Vx

or the current flowing into the PTV resistor, R̃(t). In contrast, for signals well beyond the

NPF’s BW, the NPF presents a low impedance, approximately Rsw, as shown in Fig. 2.7(b).

Since Rsw ≪ R̃(t), Vx is effectively much smaller than without the NPF:

Vx(t) ≈ Vs(t)
Rsw

Rsw +Rs
= VsANPF, (2.12)

as desired, where ANPF = Rsw/(Rs + Rsw) is the rejection provided by the NPF. However,

the small Rsw siphons away much of the signal current from R̃(t) in a time-varying manner,

greatly degrading the effective FA filter shape.
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Figure 2.7: (a) An FA-based receiver with an NPF at the RF node and (b) equivalent circuit

for OOB blockers.

Both effects are readily illustrated using an example R̃(t) = R(t) designed for 60-dB

Astop, 10-MHz RF BW, and 20-MHz transition bandwidth with and without an NPF with

30-MHz BW and −15-dB ANPF. As shown in Fig. 2.8, the NPF reduces the swing at Vx

for a 10-dBm blocker from 4 V to just 0.77 V. However, as is evident from the effective

filter responses, without and with the NPF, plotted in Fig. 2.9, the transition bandwidth is

almost doubled even as a higher overall Astop is achieved.
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~0.77 V

Figure 2.8: Simulated voltage waveform at node Vx of the circuit in Fig. 2.7(a) for a 10-dBm

OOB blocker (∆f = 80 MHz) with and without NPF.

Figure 2.9: Simulated frequency responses of the receiver in Fig. 2.7(a) without and with

NPF at fLO = 500 MHz [when with the NPF, R̃(t) = R(t)].

Fortunately, the filter shape degradation can be corrected simply by choosing

R̃(t) = β[Rs +R(t)], (2.13)

where R(t) is the PTV resistor variation that ensures the desired filter shape for an FA
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receiver without the upfront NPF, and β is a constant scaling factor.

Rationale: This choice can be intuitively explained by contrasting Fig. 2.7(b) with Fig.

2.1(a), which represents the desired FA operation without an NPF. It is easy to see that for

a signal well beyond the NPF’s BW, the current through R̃(t) in Fig. 2.7(b) is just a scaled

version of the current through R(t) in Fig. 2.1(a), given by

is(t) ≈ Vs(t)
Rsw

Rsw +Rs

1

R̃(t)
=

Rsw

Rsw +Rs

Vs(t)

β[Rs +R(t)]
. (2.14)

Consequently, the OOB filter shape remains effectively the same as what would be achieved

without the NPF.

The simulated overall filter shape with (2.13) is shown in Fig. 2.10(a). As is evident,

most of the filter sharpness is restored (transition bandwidth is only extended by ∼6 MHz

instead of over 20 MHz while Astop is a few dB higher than the original FA). The filter shape

is primarily defined by FA while the NPF adds extra rejection at high offset frequencies. Note

that this approach results in a slightly larger in-band filter droop, as seen in Fig. 2.10(b),

which is generally acceptable.

Choice of NPF BW and Switch Size: In this work, the NPF BW is chosen to be slightly

larger than the desired RF BW of FA. It is however worth noting that the actual NPF BW

can be chosen to provide more rejection for close-in blockers by using narrower BW in order

to meet certain blocker profiles. This comes at having larger overall filter droop, but it can

be remedied by re-designing FA to compensate for the extra signal loss by sacrificing some

transition BW or Astop. The NPF switch size choice is driven by the tolerable swing at the

RF input node, Vx, and the desired OOB IIP3. Assuming a perfectly linear NPF, which

is a fair assumption since the NC path dominates the nonlinearity, with the attenuation of

ANPF, the intercept point amplitude is approximately
√
4|Gm|/3|Gm3|/ANPF, where Gm3 is

the third-order polynomial coefficient of the transconductance. Therefore, the OOB IIP3 will

be roughly improved by |ANPF|. In this work, we chose an equivalent 2.5-Ω switch resistance

and a BW of 30 MHz for a 10-MHz RF BW configuration to keep the swing at RF within

0.9 V for a +10-dBm blocker and improve the OOB IIP3 by about 15 dB at 80-MHz offset.

Note also that the NPF changes the effective S11 of the FA receiver slightly. A frequency-
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Figure 2.10: (a) Simulated frequency response of the receiver with adjusted R̃(t) values with

and without NPF and (b) in-band filter shape comparison between FA without NPF and

FA with both NPF and adjusted R̃(t) values.

domain analysis with conversion matrices has been employed before to compute the S11 and

the effective in-band impedance of an FA receiver [29], [31], [32]. The same approach was

extended to the FA + NPF combination described here, after which the scaling factor, β,

was chosen to fine-tune the impedance matching.
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2.3.3 Upfront NPF plus TI-FA

Extending the design analysis to TI-FA can be achieved in a similar manner. By recognizing

the low impedance presented by the NPF, the OOB signal current flowing through each

time-varying resistor can be calculated even when two TI resistors are involved [similar to

(2.14)], and the resistor variations can therefore be modified to keep the impulse response a

scaled version of the original filter for OOB signals as well. Here, we omit the details for the

sake of brevity.

2.3.4 Simplified NF Analysis for the Overall Front-End

The noise sources in the NPF (from its switch resistance) are much smaller than other noise

sources and can be negligible. Since the overall filter shape is primarily determined by FA

[recall Fig. 2.10(a)], the NPF’s effect on the noise spectrum can be ignored. Behavioral

simulation results suggest that a discrepancy of less than 0.1 dB in the averaged in-band NF

is seen by ignoring these effects.

If TI were not employed, the noise analysis presented in Subsection 2.2.3 could be directly

used here simply by replacing R(t) in (2.4)–(2.7) with R̃(t). The effect of TI can be easily

approximated by ignoring interactions between the two paths, which is still reasonably viable

because the TI channel interaction happens only when R̃(t) ≈ R̃(t − Ts), which is a short

period of time [19], and the correlation between two output samples is small. In this case,

the two TI channels contribute independent noise of identical statistics in a TI manner.

When combined together, it is as if a single non-TI FA receiver employing a time-varying

resistor R̃(t) [19]. Accordingly, the baseband noise figure can be determined as NFbaseband =

10log10(FPTV + FGm).

However, the TI channels do interact, resulting in correlation between samples of the

output noise. This effect has been described in [19] for a system without NC. Similar

calculations can be performed here (see Appendix A) to calculate the precise NF contribution

of the input matching resistors and Gm cells. The resultant NFbaseband is now a function of

the baseband frequency, ∆f , where |∆f | ≤ 1/(2Ts). Fig. 2.11(a) plots the calculated NF
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NFbaseband reduction

(a) (b)

Figure 2.11: (a) Comparison of the calculated NFbaseband with and without NC and (b)

calculated NFbaseband, NFaliasing, and calculated and simulated overall NF with fLO = 500

MHz with both NC and NPF (β = 0.54).

with and without NC for both the cases where the TI channel interaction is considered

(solid curves) and ignored (dashed curves). The approximation ignoring the TI interaction

only introduces a small error on NFbaseband, albeit making it frequency-independent. The

average in-band NFbaseband error is less than 0.2 dB with approximation. In either case,

NC is observed and the average NFbaseband is lowered by about 3 dB. In our calculation, the

baseband amplifiers’ noises are taken care of in two means: 1) the amplifiers in the main path

present themselves as part of R̃(t) and R̃(t− Ts) [19], and their noises get mostly canceled;

2) those in the NC path still present their noises but they are suppressed due to the gain

of the Gm cells just as in [10] (moreover, the baseband amplifiers in this work are designed

to have large gm). The passive mixers’ switch noises are considered similarly: 1) main-path

mixer’s switch noise gets mostly canceled; 2) the NC-path mixer contributes little noise.

In addition to NFbaseband, two additional sources also contribute to the overall NF, namely

the aliasing of the source noise as a result of sampling at the output and harmonic folding
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due to the N -path operation. They are given by [18]

NFaliasing(∆f) =
PSDRs(∆f)

2kTRs|G(∆f)|2
=

∑+∞
n=−∞ |G(∆f + nfs)|2

|G(∆f)|2
,

NFharminocs =
1

sinc2(1/N)
≈ 0.91 dB, (2.15)

where PSDRs(∆f) is the power spectral density due to noise from Rs, fs = 1/Ts is the

sampling rate at the output, G(f) is the frequency response of the filter, g(τ), and N is the

number of paths in the NPF and mixer, which is 4 in our implementation. Note PSDRs(∆f)

can also be computed by looking at the autocorrelation of the output sampled voltages [19].

Finally, the overall NF at a certain ∆f for the complete system can be derived as

NFtotal(∆f) = NFbaseband(∆f) + NFaliasing(∆f) + NFharmonics. (2.16)

The calculated NF with PTV-NC and NPF is shown in Fig. 2.11(b) in comparison with the

simulated results (the simplified analysis model without actually introducing the NPF is used

for calculation only, not for simulations). With both NC and NPF, the calculated NFmin,IB

is 1.8 dB and NFavg,IB is 3.2 dB. The simulation results agree well with calculation, except

for an extra NF degradation of about 0.8 dB mostly due to the loss caused by input parasitic

capacitance [19]. The peaking close to dc is due to flicker noise, and as a consequence of the

TI operation, half of the flicker noise power being shifted up to fs/2 is observed, similar to

that in [19].

2.4 Circuit Implementation

Fig. 2.12 shows the block diagram of the implemented PTV-NC receiver front-end. The

values of k1 and k2 are programmable but are roughly set to 5–6 by design for best trade-

off between Gm(t)’s noise contribution and area. The receiver front-end consists of only

switches, inverter-based amplifiers, digital circuits, and passive devices (namely, resistors

and capacitors).

R1,2(t) are implemented as two 13-bit binary resistor DACs (RDACs) [see Fig. 2.13(a)].

The switches are implemented by transmission gates with equally sized pFETs and nFETs,
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Figure 2.12: Complete block diagram of the implemented receiver front-end.

and the resistors are made of high-resistive polysilicon. Both are binary scaled in the RDACs.

In this work, the linearity is primarily limited by the NC path. Therefore, in contrast to

prior implementation of FA-based receivers where it is sized such that the resistance ratio

between the transmission gate and the polysilicon resistor is 1:4, this work uses a ratio of

1:1, and minimum-sized (both width and length) transmission gates are used, lowering the

parasitic capacitance due to the RDACs. The RDACs are designed to have a minimum

resistance of 30 Ω. Gm1,2(t) are formed by inverter-based Gm cells binarily turned on/off

by switches (GmDACs), shown in Fig. 2.13(b), which is similar to that in [33], albeit being

a higher-power one. Switches in the GmDACs act as source-degeneration resistors to the Gm

cells and are therefore designed to contribute less than 10% of the effective gm in each cell for

noise consideration. Non-minimum-length devices are used in the Gm cells (one unit cell has

an equivalent W/L of 140 nm/55 nm) for lower γ and higher output resistance at the cost of

more degradation on both S11 and NF at high frequencies. The finite output resistances of
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Figure 2.13: Realization of (a) RDAC and (b) GmDAC.

the Gm cells degrade the NF slightly and would be more if minimum-length devices are used.

The linearity is primarily limited by the Gm cells, and no special techniques were employed

to reduce the nonlinearity of the Gm cells except to keep both the baseband input impedance

and the mixer switch resistance small in order to reduce the effects from gds non-linearity,

similar to [10]. The RDACs and GmDACs all vary at the rate of a clock frequency, fclk,

which is also used to generate all sampling and reset control clocks.

The bias of the entire chain is set to about half of the supply voltage, VDD, by resetting

baseband amplifiers, which also defines the voltages at the input and the output of the

GmDACs via the main and NC paths, respectively. No dedicated biasing circuitry is used.

These baseband amplifiers are sized to have 125-mS gm and 35-dB dc gain each with ping-

pong capacitor banks around them for sampling. Similar to [18] and [19], the baseband

amplifier’s gm is in fact part of R(t) and is thus made large. The baseband integrator

capacitors are tunable from 10 to 70 pF in the main path and 50 to 350 pF in the NC path.

Switches in the 4-path mixer and NPF are sized for on-resistances of 2.5 and 5 Ω,

respectively. Here, for having better linearity on the NPF and reducing the effective switch

resistance, the bottom-plate mixing version of NPF [30] is used in both simulations and

implementation of this work at the cost of higher input parasitic capacitance. The effective
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switch resistance of the NPF is therefore 2.5 Ω by design. Since both the Gm cells and the

NPF add additional capacitance to the input node that limits S11 at high carrier frequencies,

whereas the former is also observed in the LTI-NC case, the top-plate mixing NPF may be

used instead to improve high-frequency performance but worsens the OOB IIP3 by a couple

dBm according to simulations. Nevertheless, it still resolves the OOB DR and linearity issue.

Note that in this work, the mixer switches in the main path are large to accommodate the

variation of R(t), while in LTI-NC, since the noise from these mixers are canceled, they can

be much smaller to save LO power. The NPF and the mixers are driven by the same set of

25% duty-cycle clocks at fLO.

2.5 Measurement Results

The implemented test chip was fabricated in a 28-nm CMOS process. Fig. 2.14 shows the

die photo of the chip. The active area is 3.75 mm2, 90% of which is occupied by baseband

capacitors. Note the capacitor area can be significantly reduced when designed for operations

with only higher RF bandwidths. The supply voltage of the whole chip is 0.9 V. At fLO =

500 MHz, the entire chip consumes 61-mW power. Each baseband amplifier consumes about

2.7 mA, the LO divider and switch drivers consume about 16 mA, in which the NPF drivers

consume about 1 mA, and the digital control circuitry dissipates 5.2 mA at a nominal

fclk of 1 GHz. It has been verified to work with an fclk up to 2 GHz. On average, each

GmDAC consumes roughly 2-mA current. The power increases with fLO due to LO divider

and switch drivers being more power-hungry at higher frequencies. The sampled outputs

are buffered externally, converted to digital signals by off-chip ADCs, and then processed

digitally for signal summation and subtraction, with relative gain correction similar to that

in [34]. The filter responses are generated by providing tonal inputs and then measuring the

downconverted and aliased signals at baseband after sampling, similar to other FA works

[17]–[19] (see Section V of [17] for more details). The RDACs and GmDACs are dc calibrated

at startup [9].

Figs. 2.15(a) and 2.15(b) show the measured in-band NF at 500-MHz fLO and the
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measured NF with and without NC at different LO frequencies, respectively. With both

NPF and NC, the NFmin,IB is 3.2 dB and the averaged NF over [0, fs/2), NFavg,IB, is 4.2 dB.

The increase of in-band NF at higher offset frequencies is due to filter droop, as seen in Fig.

2.11. It is also observed that the NPF does have minimal impact on the NF. Without the

NPF, NFavg,IB is about 0.15 dB better. In contrast, both NFmin,IB and NFavg,IB are about

3-dB worse without NC.

The measured Astop for the overall filter is greater than 67 dB for a transition bandwidth

of 40 MHz with a gain of ∼30 dB, as shown in Fig. 2.16(a) for 10-MHz RF BW. The achieved

Astop and transition BW are similar to [19] with 46- and 58-dB rejection at 22- and 30-MHz

offset (using the same 67-dB Astop configuration). This indicates that filter performance is

preserved well with PTV-NC and NPF. The filter can be programmed to have 5–40-MHz

RF BW, shown in Fig. 2.16(b). Fig. 2.16(c) shows the filter responses with fLO varied from

100 MHz to 1 GHz.
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Figure 2.15: (a) Measured in-band NFs with and without NC with fLO = 500 MHz and

RF bandwidth = 10 MHz (5-MHz baseband bandwidth), and (b) NF across different LO

frequencies.

The linearity performance, i.e., B1dB and IIP3, against different frequency offset and fLO

of the receiver in the 10-MHz RF BW configuration is depicted in Fig. 2.17. An OOB IIP3

of +18 dBm and an OOB B1dB of +9 dBm are achieved even with upfront GmDACs and

a 0.9-V supply thanks to the NPF. Without the NPF, both OOB B1dB and IIP3 evidently

degrade by about 9 dB. The measured S11 and blocker NF are given in Fig. 2.18. The

NFavg,IB is 12 dB with a 0-dBm continuous-wave (CW) blocker placed at 30-MHz offset. It

is primarily limited by the phase noise of the LO divider, which has a simulated phase noise

of −164 dBc/Hz at 30-MHz offset. Better blocker NF should be achievable by burning more

power in the LO divider.

Fig. 2.19 shows the measured LO leakage power and worst-case image filter (normalized

to the peak of the corresponding desired filter frequency responses) at different LO frequen-

cies. Due to the N -path operation of the NPF and the mixers plus the lack of an isolating

LNA after the antenna, the LO leakage power is about −65 to −70 dBm, which is similar

to other N -path-based or mixer-first architectures [35]. The image filter is caused by the
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Figure 2.16: (a) Measured 10-MHz RF bandwidth filter responses, (b) filter responses with

bandwidth tuned from 2.5–40 MHz, and (c) filter responses for LO frequency varied from

0.1–1 GHz.

TI path mismatches and degrades at higher LO frequencies due to LO clock skews [19].

The worst-case image rejection is better than 30 dB, sufficient for the requirements on the

signal-to-noise ratio (SNR) for most applications. Other than filter shapes, other metrics do
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Figure 2.18: (a) Measured S11, and (b) blocker NF in the presence of a CW blocker at ∆f

= 30 MHz with fLO = 500 MHz.

not vary appreciably for different configurations.

Table 2.1 compares this work with the state-of-the-art. While it maintains very sharp

filtering with narrow transition band and high Astop of FA [19], the NF compares more fa-

vorably against other works compared to [19]. Good OOB linearity is demonstrated with a
39
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Figure 2.19: (a) Measured LO leakage power, and (b) worst-case image filter magnitude at

different LO frequencies.

0.9-V supply while all other works use higher supply voltages, mostly in the range of 1.2–

1.6 V. Since this work relies on NPF to improve the linearity rather than linear resistors,

close-in linearity is worse than [19]. It may be noted that unlike traditional architectures

[10], [30], [36]–[38], where further filtering can be done on adjacent channels, the FA sys-

tem as presented here allows folding of transition band signals into passband without full

suppression, which is detrimental in a congested spectrum. To prevent such folding, the FA

filter can be designed to have a lower BW while maintaining the sampling rate to ensure

that the passband is free of folding artifacts, but this places an upper limit on the allowable

transition bandwidth (and hence Astop). To increase the allowable transition bandwidth and

therefore higher rejection while maintaining signal bandwidth, the effective output sampling

rate needs to be increased. This generally requires more time-interleaving to obtain some

over-sampling ratio (OSR) for post-processing.

Although by exploiting PTV noise cancellation, the noise figure of the FA receiver can

be lowered by ∼3 dB, it is worth noting that in addition to the linearity penalty due to

the presence of active devices at RF and power penalty due to the extra auxiliary path, the

area is increased by a large scale as well. Fundamentally, this is because, unlike mixer-first

receivers, which use resistors in the feedback network of the baseband amplifiers to define
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Table 2.1: Performance Summary and Comparison with the State-of-the-Art

[10]
JSSC’12

[14]
JSSC’16

[19]
JSSC’18

[30]
JSSC’19

[36]
JSSC’19

[37]
JSSC’18

[38]
JSSC’20 This work

Architecture FTNC N-path
+ DT filtering TI-FA N-path N-path N-path N-path TI-FA + PTV-NC

+ N-path
Technology 40 nm 65 nm 65 nm 28 nm 65 nm 45 nm SOI 28 nm 28 nm
RF frequency (GHz) 0.08–2.7 0.1–0.7 0.1–1 0.1–2 0.8–1.1 0.2–8 0.2–2 0.1–1
RF input Single-ended Differential Differential Differential Differential Differential Single-ended Differential
Bandwidth† (MHz) 4 6.4–9.6 2.5–40 13 30–50 20 18 2.5–40

Astop (transition BW) N/A >70 dB
(8.5× BW)

>45 dB (1.7× BW)
>70 dB (4× BW)

>47* dB
(6× BW)

>15* dB
(0.5× BW)

>25 dB
(4.5× BW)

~28* dB
(2.8× BW)

>46 dB (1.7× BW)
>67 dB (4× BW)

NFmin,IB (dB) 1.9 6.8–9.7# 6# @ 0.5 GHz 4.1–10.3# 5.0−8.6# 2.3−7.2*# 4.3−7.6 3.1–4.9#

NFavg,IB (dB) N/A N/A 6.5–8.5# N/A ~7.6–9*# N/A N/A 4.1–5.8#

OOB IIP3 (dBm) +13.5
(20× BW)

+24
(4.7× BW)

+24
(4× BW)

+44
(12.3× BW)

+24
(1× BW)

+39
(4× BW)

+33
(4.4× BW)

+18
(8× BW)

OOB B1dB (dBm) −2
(20× BW)

+14.7
(4.7× BW)

+13
(4× BW)

+13
(12.3× BW)

+9
(1× BW)

+12
(4× BW)

+12
(3.3× BW)

+9
(8× BW)

OOB IIP2 (dBm) +55 N/A +64 +90 +61 +88 N/A +65
Gain (dB) 72 40 23 16 −5* 21 13 30
Supply voltage (V) 1.3 1.2/1.6 1.2/1 1.2/1.0 1 1.2/1 1.2 0.9
Power (mW) 35–78 59–105 75–99 38–96 80–97 56–290 146.6–179 48–74
Area (mm2) 1.2 1.2 2.3 0.49 1.9 0.8 0.48 3.75

*Estimated from figures #Excludes balun loss †RF bandwidth

the receiver voltage gain, FA receivers’ gain is defined by the integrating capacitor, C and

R(t). As a consequence of required matching and filtering shape, the values of R(t) generally

cannot be used to defined the gain, hence C is the primary parameter to control the gain.

As a result of requiring k1 ≈ k2 and large k1 to suppress Gm cells’ noises, large k2 is needed,

leading to large capacitors used in the auxiliary path, which is 5× that in the main path.

Due to the large capacitors used in FA receivers, the area penalty is also relatively large. In

the case where N is chosen to be 8 rather than 4 to further lower the harmonic folding noise

contribution, the overall area of the receiver will become even larger since that will require

twice as many baseband devices. This is rather unique to noise cancellation for FA receivers.
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CHAPTER 3

A Dual-Channel High-Linearity Filtering-by-Aliasing

Receiver Front-End Supporting Carrier Aggregation

3.1 Introduction

So far we have been discussing single-channel receiver front-ends, which are already facing

many obstacles for being practically used in a software-defined radio. Due to the demand for

high data throughput and the scarcity of wide contiguous spectral bands in the sub-6-GHz

spectrum, programmable receivers that can support carrier aggregation (CA) are also highly

demanded and face their own challenges. Unfortunately, conventional N -path mixer-first

approaches cannot be readily extended to support CA. This is because, while a single-

channel N -path structure presents 50-Ω input impedance at the carrier frequency to achieve

impedance matching, it presents low impedance at other non-harmonic frequencies. When

two or more mixer-first receivers with different LO frequencies are connected in parallel,

the resultant input impedance is always low across all frequencies. It thus cannot be used

to receive more than one channel concurrently. Several techniques have been proposed to

overcome this problem [20], [24], [39], [40], however, almost all of them require a low-noise

amplifier (LNA) at RF, which limits the linearity [typically <10-dBm OOB IIP3 and <0-dBm

blocker 1-dB compression point (B1dB)]. Even the purely mixer-first one [40], albeit using

modulated clocks, still demonstrates only ∼15-dBm OOB IIP3 and ∼5-dBm B1dB, which is

lower than what a single-channel mixer-first receiver can achieve (typically >20-dBm OOB

IIP3 and ∼10-dBm B1dB).

Furthermore, even though some mixer-first receivers have shown excellent linearity, such

as [30], which reported an OOB IIP3 as high as +44 dBm, most of them typically employ
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1.2-V or higher supply voltages to improve linearity even in advanced nodes such as 28-nm

CMOS, where the core voltage is only 0.9 V. Their LO leakage power is generally larger than

−70 dBm, not compliant with the Federal Communications Commission (FCC) requirement

[35].

On the other hand, in Chapter 2, we have introduced PTV noise cancellation to lower

the noise of an FA receiver, it only demonstrated moderate linearity, which is not only about

20 dB lower in terms of OOB IIP3 than the highest reported number, but insufficient in

some scenarios like frequency division duplex (FDD), hence having limited overall dynamic

range. Moreover, as can be seen from Subsection 1.2.3 (and Fig. 23 in [18]), FA receivers

do not work well with non-resistive source impedances: unintended bumps may show up in

the transition band when the source is not purely resistive and the transition bandwidth

could suffer. It does not support carrier aggregation, either. Methods to further enhance the

dynamic range and improve other metrics are needed. In this Chapter, we show the concept

of a slice-based FA architecture [41], [42] that helps overcome some of prior FA receivers’

problems. Section 3.2 details the problems of conventional FA receiver designs. Section 3.3

explains the proposed slice-based architecture in detail and shows how it resolves some of

these problems. Section 3.4 describes the dual-channel implementation with the proposed

FA architecture. Detailed circuit implementation is presented in Section 3.5, followed by

measurement results in Section 3.6.

3.2 Limitations of Prior FA Receivers

3.2.1 FA Receiver in the Presence of RF-Node Reactance

Consider again the representative FA receiver shown in Fig. 3.1(a), where Zp represents the

reactive part of the antenna impedance and inevitable parasitics due to the board, bond

pads, bond wires, etc. With a purely resistive source impedance, Rs, the FA filter’s impulse

response, g(τ), is given by (2.1). However, with Zp, (2.1) is no longer accurate. Intuitively,

at different frequencies, Zp will siphon away different amounts of current from the time-
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Figure 3.1: (a) Prior FA receiver front-end with a sampling period of Ts in the presence of

Zp, and (b) effect of Zp on the attainable filter.

varying R(t), leading to a distorted g(τ) and hence filter degradation. Fig. 3.1(b) illustrates

the effect by plotting the simulated filter magnitude responses, |G(jω)|, where G(jω) is the

Fourier transform of g(τ), without Zp and with Zp = 10 pF for an example band-pass filter

centered at 500 MHz (with C = 100 pF, amplifier gain = 40 dB, fLO = 500 MHz, and

Ts = 100 ns). As is apparent, the filter transition bandwidth has almost doubled. Similar

phenomenon has been observed in Subsection 2.3.2, where the NPF’s impedance leads to

undesirable FA filter degradation. With Zp more complicated than a simple capacitor, the

filter shape degradation might be worse. Furthermore, since the knowledge of Zp is imprecise
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Figure 3.2: Prior FA receiver front-ends in parallel for multi-channel operation.

(because it is a real-world reactance) and Zp may vary substantially over time (as is common

with many antennas), its effect on the filtering can be unpredictable.

3.2.2 Problems with Multi-Channel Operation

Fig. 3.2 shows a naïve extension of the FA receiver concept to multi-channel operation, where

Ri(t) is the time-varying resistor in the ith channel. Even ignoring any input reactance, it

is apparent that the current flowing into any one channel depends on the Ri(t)s of all the

channels. This may lead to corruption of each channel’s filter shapes. In principle, careful

co-design of the Ri(t)s can recover the filter shapes but can be challenging in practice owing

to mismatches and timing errors in realizing precise Ri(t)s.

3.2.3 Linearity Issues

FA receivers demonstrated better close-in linearity than much of the other prior art [19],

which is because FA filters do not use a feedback resistor to define the gain, but the capaci-

tance C, whereas the bandwidth is set by Ts. This decouples FA filter’s gain and bandwidth,

and typically the required C for a 10-MHz BW FA filter with 10–20-dB gain is large. There-

fore, the close-in linearity is better. However, the linearity needs to be further improved,
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especially at high offset frequencies. Consider the implementation of the PTV resistor using

a resistor DAC (RDAC) [17]–[19], [27], [28] as shown in Fig. 3.3. A bank of resistors is

placed in series with transmission gate switches controlled by a digital control code (B0, B1,

…, BM–1). A small ratio of switch on resistance to the physical resistor reduces signal swings

across the switch transistors, resulting in reasonably high linearity. In [17] and [19], about

+25- and +33-dBm OOB IIP3 was achieved with Rsw,unit : Runit = 1:4 and 1:10, respectively

(both at 1.2-V supply). Reducing the ratio further is impractical since the large transistors

introduce too much parasitic capacitance with attendant degradations of filter shape, S11,

etc. As such, the switch transistors present directly in the signal path can limit the linearity

of the overall receiver. Mixer switches also contribute their own nonlinear currents but are

less of a problem. Similarly, baseband amplifiers also contribute their own nonlinearity,

which is also less significant than that from the RDAC at this level of linearity performance.

3.2.4 Residual Aliases

Since FA combines filtering and sampling into a single structure, any undesirable signals that

are insufficiently filtered can alias back onto the desired signal. This is unlike in the mixer-

first approaches where subsequent stages can provide additional filtering. Even with up to

70-dB Astop reported by time-interleaved FA [19], residual aliases from very strong blockers
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pose a fundamental challenge to FA receivers. This remains unsolved in this Chapter, but

Chapter 4 provides an alias cancellation technique for FA receivers that helps resolve this

problem to some extent.

3.2.5 Noise

The noise performance of FA receivers is generally slightly worse than the mixer-first ones,

mainly because of the R(t) variation and aliased noise from the source. In order to perform

sharp filtering, the required R(t) may be larger than 50 Ω for much of the period, Ts, leading

to slightly more than 3-dB NF due to R(t) alone. This part of noise can be improved

by employing PTV noise cancellation techniques [27], [28], but at the expense of degraded

linearity. In addition, since the FA filter, g(τ), is not an ideal brick-wall filter, source noise at

frequencies outside the band folds in after sampling, albeit being attenuated. This generally

adds another 1–2 dB to the average in-band NF, which is also inherent with FA.

3.3 Slice-Based FA Architecture

Instead of building the RDACs as in [17]–[19], [28], we propose a slice-based FA architecture

[41], [42], where the DAC combines both the resistor and the baseband amplifiers, i.e., Gm

cells, together in each slice, as illustrated in Fig. 3.4. No switches are present before the

virtual ground created by the amplifiers in each slice, and all switches, including mixer

switches, are moved into the feedback network. The switches are now, essentially, selection

switches that either steer the current into the common integrating capacitor, C, or to the

output of the Gm cells to form a unity-gain buffer, as illustrated, for a single slice, in Fig.

3.5. An M -bit CtrlCode determines which slices, out of the total M binarily scaled ones,

steer the current to C with the rest forming unity-gain buffers. As described in detail

later, periodically varying the CtrlCode in time realizes the desired FA operation with the

attendant sharp filtering.

As described below, the slice-based structure offers three major advantages: a) constant

input impedance while maintaining PTV operation, b) linearity improvement, and c) LO
47



CtrlCode (B0, B1, …, BM – 1)

M-bit DAC

M

B BM – 1

B[0]

2M – 1×

B[0] B[0

B[0]

2×

B0 B0

B0

1×

Runit

Gm,unit

VRF(t)

C

Vs(t)

Rs

@ nTs

Vout[n] +–

e
−jωLOt

@ nTs

Figure 3.4: Proposed slice-based FA architecture, where the Gm cells are integrated with the

resistor in each slice, and switches are all moved within the feedback network.

leakage suppression. The constant input impedance leads to easy multi-channel operation.

A two-channel CA receiver implementation will be detailed in Section 3.4. In the following,

we analyze how the proposed architecture offers these benefits and solve the aforementioned

problems with FA receivers at the expense of worsened noise performance. It is important

to note that residual aliases mentioned in Subsection 3.2.4 remain a problem, and this work

does not improve the performance in this respect. For certain applications, the achieved

stopband rejection of ∼50 dB of this work might still be a problem.

3.3.1 PTV Operation and Input Impedance

Consider again Fig. 3.5, which illustrates the operation of the kth slice that is controlled

by bit Bk–1 in the CtrlCode, in both on and off states (for the proposed architecture, we

call a slice on if it steers current to C, and off if it does not). For simplicity, we assume

here the Gm cell is ideal. The input impedance of the kth slice is independent of whether

the control bit, Bk–1, is 1 or 0. In fact, nominally, it is only dependent on the resistor

and the Gm, and is equal to (Runit + 1/Gm,unit)/2
k−1. This is because, regardless of the
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ik(t) = Rin,k

VRF(t) 

Runit/2k – 1 2k – 1Gm,unit

C

VRF(t)
Rin,k

Bk – 1 = 1, slice ON

Vx(t)

(a)

ik(t) = 0

Runit/2k – 1 2k – 1Gm,unit

C

VRF(t)

Bk – 1 = 0, slice OFF

Rin,k
Vx(t)

(b)

Figure 3.5: Operation using the kth slice as an example when (a) the slice is on, and (b)

the slice is off, where Rin,k = (Runit + 1/Gm,unit)/2
k−1 to the first order.

status of the slice, the Gm cell is always in negative feedback. In practice, the finite output

impedance of the Gm cell, has some small yet non-zero impact on the input impedance in

the two states, but the effect is negligible as verified by simulations. Overall, independent of

the CtrlCode’s value, the structure presents a constant, time-invariant input resistance of

Rin = (Runit + 1/Gm,unit)/(2
M−1), which can be matched to Rs. Since both Rin and Rs are

linear time-invariant (LTI), the overall impedance at the RF node also remains LTI even in

the presence of reactance due to the antenna or parasitics.

Now consider the amount of current steered to the capacitor. The current from the on
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kth slice to the capacitor is

ik(t) =
VRF(t)

Rin,k
=

2k−2Vs(t)

Runit + 1/Gunit
, (3.1)

if the input of the receiver is matched to Rs. The current from the off kth slice to the

capacitor, on the other hand, is zero. Therefore, the CtrlCode periodically changes the

number of on slices and hence the amount of current flowing into the capacitor over time.

This enables the desired PTV operation just like the conventional FA filters.

The equivalent model of the proposed slice-based FA receiver is shown in Fig. 3.6(a).

Essentially, at all times, t, the source is matched with an explicit resistor Rin that is time-

invariant and VRF(t) is nominally half of Vs(t). However, at time t, the on slices, which

account for an effective resistance of Reff(t), steer the current to the capacitor, whereas the

off slices form a shunt resistor at the RF node, Rshunt(t), such that Reff(t)||Rshunt(t) = Rin.

Another way to look at how the time-invariant input impedance is realized is that the on

slices realize a resistor of Reff(t), while the off slices create another resistor, Rshunt(t) in

parallel with Reff(t), and it follows that Reff(t)||Rshunt(t) = Rs if they are designed to match

the source. Effectively, VRF(t) is processed by an equivalent FA filter with the PTV resistance,

Reff(t). Note that the FA filter impulse response is now g(τ) = 1/(2CReff(−τ)). Recalling

(2.1), we can see that Reff(t) should be a scaled version of (Rs + R(t)), in order to retain

the same filter shape and achieve impedance matching. This is because, Rin is formed by

Reff(t) and Rshunt(t) in parallel, hence Reff(t) ≥ Rin. To match Rin and Rs, the minima that

Reff(t) can become is 50 Ω, whereas there is no such constraint in the prior FA approach

[18]. Fig. 3.6(a) also shows an example of the R(t) used in the FA receiver of Fig. 3.1 and

the corresponding Reff(t) needed in this work, to nominally realize the same FA filter shape.

Note that the reactance at RF no longer sees any time-varying resistance on the FA side,

and hence the effect of it is the same as the conventional LTI front-ends. A filter is still

formed at the RF node due to Zp and Rs||Rin = Rs/2 if Rin = Rs. The PTV filter now

simply acts on the LTI-filtered signal, VRF(t), instead of the original signal Vs(t). Fig. 3.7

shows the filter shapes without Zp and with Zp = 10 pF, i.e., the same condition as that

in Fig. 3.1(b). Apparently, the filter transition bandwidth is intact, while the overall gain
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Figure 3.6: (a) Equivalent model of the proposed slice-based FA receiver with an example

of Reff(t) and (b) effect of Zp on the slice-based FA filter.
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Figure 3.7: Alternative model of the proposed slice-based FA receiver for analyzing parasitics’

effect on operation frequency.

is gradually decreasing slowly as frequency increases, due to the first-order RC filter at the

RF node.

It is instructive to look at what limits the operational frequency of this architecture.

The nature of the slice-based approach allows us to use simple LTI analysis to determine

this. Consider a simplified model of the proposed FA receiver shown in Fig. 3.7, where

the parasitics of the mixer and the integrating capacitor are ignored for simplicity, and the

other circuit parasitics are lumped into Cp1–3. Note the time-varying aspect is confined to

G = CtrlCode, the mixer, and the sampler, while the rest of the front-end, which represents

the core of each slice, is in fact an LTI circuit. Within the BW of this LTI circuit, iunit(t)

is proportional to Vs(t), and proper FA filtering can be achieved. Beyond the BW, iunit(t)

starts getting filtered, and FA filtering is degraded (although in reality, due to mismatches

among slices, the ideally LTI circuit in Fig. 3.7 could still show certain PTV behavior,

which causes extra filter degradations). In this work, large switches and unintended layout

parasitics limit the BW, which is approximately estimated as 1/(ro,unit
∑3

i=1Cpi) to the first

order (here conservatively we consider the loop gain BW, since the loop gain is the key to

many improvements achieved in this work), where ro,unit is the output resistance of the unit

Gm cell and
∑3

i=1Cpi ≈ 0.5 fF per unit slice, to about 1.3 GHz, hence an operating frequency

up to 1 GHz is chosen in this work. More advanced nodes and careful layout help improve

this frequency.
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3.3.2 Baseband Filter Noise Performance

Although the proposed slice-based architecture does provide tolerance to the reactance at

the RF node due to its time-invariant input impedance, it comes with an NF penalty. This

becomes apparent by input-referring the PTV resistor noise sources as shown in Fig. 3.8.

Contrasting this with Fig. 3.1(a), it is easy to see that the NF of the proposed architecture

will be worse than that in [18] because of two reasons. Firstly, the noise source due to Reff(t)

is effectively amplified by (Rshunt(t) + Rs)/Rshunt(t), which is greater than unity. In other

words, the smaller Rshunt(t) is, i.e., as more slices are off (unused for signal conduction),

the more noise results. Secondly, the off slices themselves, i.e., Rshunt(t), introduce some

extra, though small, noise.

Mathematically, the corresponding NF caused by the baseband slice-based FA filter can

be found by following the calculation method given in Appendix A. Note since we have

input-referred all noise sources, the transfer function that these sources see is identical. The

baseband noise factor is

Fbaseband = 1 +

∫ Ts
t=0

dt/Reff(t)

Rs
∫ Ts
t=0

dt/R2
eff(t)

+

(
2Rs +

R2
s

Rin

) ∫ Ts
t=0

dt/[Rshunt(t)Reff(t)]

Rs
∫ Ts
t=0

dt/R2
eff(t)

. (3.2)

Here the excess noise factor γ = 1 is assumed. If Reff(t) = Rs and Rshunt(t) is infinity, then

NFbaseband = 3 dB, as expected for an LTI system. The switches’ noise contributions are

negligible. They degrade the total NF by less than 0.1 dB according to simulation and are

hence omitted in our discussions. Comparing (3.2) with (13) in [18], we see that Fbaseband of

slice-based FA is larger than conventional FA because different Reff(t) is used, and an extra

term, the last one, is introduced in (3.2) that further deteriorates the noise performance.

The calculated NFbaseband = 5.2 dB, which is flat across the band, unlike that in Chapter 2.

This is about 2 dB higher than that in [18], as expected. The contribution from the noise

of VnRshunt(t) is small, about 0.3 dB only. A loose bound on the baseband NF can be found,

since Rshunt(t)MIN is bounded to Rs, given by

Fbaseband ≤ 1 +

[
1 + 2

Rs

Rshunt(t)MIN

(
1 +

Rs

2Rin

)] ∫ Ts
t=0

dt/Reff(t)

Rs
∫ Ts
t=0

dt/R2
eff(t)

. (3.3)
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Figure 3.8: Equivalent circuit for noise analysis in the baseband of the receiver.

The second term is due to the noise of the receiver itself. In the case where Rshunt(t) is

not involved, i.e., Rshunt(t) = Rshunt(t)MIN = ∞, the term in the square bracket is just 1.

When finite Rshunt(t) is added, Rshunt(t)MIN ≥ Rs. Then using Rshunt(t) = Rs, the term in

the square bracket becomes 4. This means the penalty to the noise factor term contributed

by the receiver will at most be worsened to 4× compared to without Rshunt(t). As will be

shown later in Section 3.4, the analysis here agrees with simulation and measurement well.

Section 3.4 describes how a two-channel implementation can reduce the impact of the off

slices on NF, and presents a complete noise analysis for the CA receiver.

3.3.3 Linearity Improvement

Moving the switches to within the feedback network brings a major advantage: owing to the

loop gain, nonidealities of the feedback network, both in terms of parasitics and nonlineari-
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ties, do not nominally matter. This can be seen from Fig. 3.5, where ik(t) only depends on

Runit and Gm,unit, and not on the feedback network’s impedance, whether linear or nonlin-

ear, which includes the switches’ impedances. Essentially, to the first order, any nonlinear

current generated will be greatly suppressed by the finite, but high, loop gain of the feedback.

Switch Nonlinearity: Its impact can be quantified using the simplified model shown in

Fig. 3.9(a). Rsw,prop(t) represents the total switch resistance of the on slices. The switch

nonlinearity is modeled using a dependent current source of value, gsw3,prop(t)V
3

sw,prop3(t),

where gsw3,prop(t) is the total nonlinear conductance of all the on slice switches at time t,

and Vsw,prop(t) is the voltage across the equivalent switch. Only third-order nonlinearity is

considered here, but the discussion can be similarly extended to other orders of nonlinearity.

For the sake of simplicity, the Gm cells are assumed perfectly linear and only OOB operation

is considered and accordingly, the capacitor is modeled as a short. Note that the ratio

Rsw,prop(t) : Reff(t) is a constant, Rsw,unit : (Runit + 1/Gm,unit), since both the resistors and

the switches in each slice are similarly scaled. Similarly, gsw3,prop(t)Rsw,prop(t) is a constant

set by the process technology and bias conditions. Fig. 3.9(b) shows a similar model for

the prior FA receiver architecture [i.e., Fig. 3.1(a)], where again, for OOB operation, the

capacitor is assumed to behave as a short.

The slice-based architecture is much more linear than the prior FA architecture for two

reasons. First, note that the introduced nonlinear current into the capacitor, iNL,prop(t) =

gsw3,prop(t)V
3

sw,prop(t)/(1+A) is suppressed by (1+A), where A = Gm,unitro,unit is the voltage

gain of the Gm cells. A 20-dB voltage gain is typical. The second reason is subtler but more

impactful. Note that in the slice-based architecture, the voltage swing across the switch is a

time-invariant, scaled version of the input signal, expressed by

Vsw,prop(t) = VRF(t)
Rsw,prop(t)

Reff(t)
=

Vs(t)Rsw,unit

2(Runit + 1/Gm,unit)
, (3.4)

and can be reduced by a small Rsw,unit : Runit ratio. In contrast, in Fig. 3.9(b), the voltage

swing across the switch depends strongly on the PTV resistor, R(t), given by

Vsw,prior(t) = Vs(t)
Rsw,prior(t)

R(t) + 1/Gm +Rs
. (3.5)
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Figure 3.9: Equivalent models for analyzing OOB switch nonlinearity in (a) slice-based FA

receiver and (b) prior FA receiver.

While Vsw,prior(t) is similar to Vsw,prop(t) for small R(t), for large R(t), Vsw,prior(t) can be

significantly larger, e.g., for Gm = 125 mS, R(t)MIN = 16 Ω, and Rsw,prior(t) : R(t) = 1:5,

which was employed in [18], the swing across the switch can be about ∼13 dB higher than

in the slice-based architecture. Accordingly, the nonlinear current in Fig. 3.9(b), iNL,prior(t),

can be ∼40 dB higher for parts of the PTV cycle. Overall, over the duration of the PTV

cycle, the nonlinear current flowing into the capacitor in the slice-based architecture can

be 20–60 dB lower than in the original FA architecture considering both effects. The exact

improvement for a given R(t) can be determined analytically by considering the ratio of the
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Pfund

PIM3 of conv. FA (both nonlinear switches & Gm)

PIM3 of slice FA (only nonlinear switches)

PIM3 of slice FA (both nonlinear switches & Gm)

(Gm,unitRunit = 15)

Figure 3.10: Behavioral simulation results of input-referred PIM3 versus Pin for the prior FA

approach (limited by RDAC nonlinearity), proposed approach with only switch nonlineari-

ties, and with both switch and Gm nonlinearities.

integrated error current over Ts in both cases, given by∫ Ts
t=0

iNL,prop(t)dt∫ Ts
t=0

iNL,prior(t)
=

∫ Ts
t=0

gsw3,prop(t)[Rsw,unit/(2(Runit + 1/Gm,unit))]
3dt

(1 + A)
∫ Ts
t=0

gsw3,prior(t)[Rsw,prior(t)/(R(t) + 1/Gm +Rs)]3dt

≈
∫ Ts
t=0

[R(t)MIN/(2Rs)]
3dt/Reff(t)

(1 + A)
∫ Ts
t=0

R2(t)dt/(R(t) + 1/Gm +Rs)3
, (3.6)

where, for simplicity, we assume Vs(t) is a constant, since the models in Fig. 3.9 are not

frequency-dependent, and Rsw,unit and gsw3,unit are the same in both approaches. Using the

R(t) and Reff(t) given in Fig. 3.6, (3.6) predicts about 52-dB less integrated nonlinear current

and hence approximately 26-dB IIP3 improvement for the proposed architecture over prior

FA implementation, since the linear currents in both approaches have similar magnitudes.

Switch nonlinearity therefore becomes much less significant. Fig. 3.10 shows the behaviorally

simulated OOB IIP3 for prior approach (limited by the RDAC, Gm nonlinearity introduces a

difference of less than 1 dB at that linearity level) and this approach with switch nonlinearity

only and a voltage gain of all Gm cells = 20 dB at an offset frequency of 82 MHz. Apparently,

this approach is no longer limited by switch nonlinearities. The IIP3 improvement, ∼28 dB,

is very close to our previous calculation.
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Figure 3.11: Comparison between the mixer implementations in the prior and proposed FA

receivers.

Gm Nonlinearity: With switches no longer limiting the linearity performance, Gm non-

linearity becomes the dominant limiting factor. Fortunately, this effect can be suppressed in

a scalable manner. By increasing Gm,unit, the virtual ground will be better and better, since

1/Gm,unit is smaller and smaller compared to Runit. The voltage at the input of the Gm cells,

Vx(t) (see Fig. 3.5), will be smaller and smaller as well for a fixed blocker power, because

the Gm cell and Runit form a voltage divider for OOB blockers. The nonlinear currents, such

as Gm3,unitV
3

x (t), will also be much smaller, where Gm3,unit is the third-order transconduc-

tance of a unit Gm cell. Moreover, in this work, instead of using N baseband Gm cells for

an N -path passive mixer, the mixer is implemented in the same manner as the selection

switches in the DAC, both shown in Fig. 3.11. The currents are steered to N capacitors on

a rotation basis to perform downconversion (this mixer architecture is essentially the same

as the gain-boosted N -path filters [43], [44], but the motivation is not completely the same).

For the same power consumption of Gm cells, this work can enjoy N times larger Gm value

than prior works, further enhancing the linearity. As also shown in Fig. 3.10, with Gm non-

linearity included, the slice-based approach still offers ∼20 dBm IIP3 improvement. Here, as

an optimal tradeoff among power, Runit noise, and linearity, we choose a Gm,unitRunit value

of about 15 in this work.
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3.3.4 LO Leakage Suppression

In receivers that use passive mixers without an upfront LN(T)A, various nonidealities, such

as mixer switch mismatches, lead to undesirable leakage charge at the LO’s fundamental

frequency reaching the antenna [35]. For example, consider LO leakage in a conventional

N -path mixer-first receiver. Fig. 3.12(a) shows a simplified model of LO leakage where

VLO(t), Rdrive, and Ceff model the equivalent LO voltage source, mixer driver resistance, and

an equivalent coupling capacitance that causes LO leakage, respectively. The LO leakage

charge injected by the LO source is evenly split between the antenna and the amplifier

since Rin is designed to match Rs. In contrast, the proposed architecture presents a high

impedance on the antenna side (>100 Ω) and a low impedance on the amplifier side, RGm,

as shown in Fig. 3.12(b). As a result, most of the leakage will not go to the antenna.

A pessimistic estimate of the LO leakage reduction can be made by ignoring Rshunt(t) in

Fig. 3.12(b), which would normally siphon away more of the LO leakage charge from the

antenna. Now, the instantaneous LO leakage is determined by the relative magnitude of

(Reff(t) + Rs) compared to RGm, and the average LO leakage accordingly depends on the

average of the former. The LO leakage reduction of the slice-based approach relative to the

typical mixer-first receiver can now be shown to be

Ps,prop

Ps,mixer-first
=

(
2RGm

Rs +mean[Reff(t)] +RGm

)2

. (3.7)

Note that RGm is ideally 1/Gm at all frequencies, and in reality, ∼1/Gm at non-zero offset

frequencies from fLO and ∼30 Ω at fLO, due to the equivalent Miller resistance of the

capacitor under periodical reset. Using the Reff(t) given in Fig. 3.6(a) and Rin = 30 Ω,

∼22 dB reduction in leakage power is predicted by (3.7). This is validated by a 100-run

Monte Carlo simulation of LO leakage at fLO = 500 MHz in both a conventional mixer-first

receiver and the slice-based FA receiver as shown in Fig. 3.12(c). In both cases, the input

impedances are matched to the source, and the same mixer and mixer driver sizes are used.

As is evident, the mean of the LO leakage power of the proposed FA receiver front-end is

less than −82 dBm, which has a reduction of about 26 dB compared to the mixer-first one,

while the standard deviations are roughly the same.
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Figure 3.12: Equivalent models for LO leakage in (a) mixer-first receivers, (b) the slice-based

FA receiver, and (c) histograms of 100-run Monte Carlo simulation results of LO leakage

powers for a mixer-first receiver and the proposed FA receiver at fLO = 500 MHz.

3.4 Dual-Channel Slice-Based FA Receiver

Using the proposed FA architecture, a naïve implementation of a two-channel FA receiver

is depicted in Fig. 3.13, where two single-channel sliced-based DACs are placed in parallel.
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Figure 3.13: Simplistic approach to realizing a two-channel receiver using the slice-based

DACs by paralleling two single-channel DACs with scaled input resistances.

Given the time-invariant input impedance of the proposed approach, the two channels will

concurrently receive signals with two different carriers without interaction. Consequently,

by using two LOs, reception of signals in two arbitrary channels, i.e., intra- or inter-band

CA, can be realized.

However, note that, in the naïve implementation, in order to guarantee 50-Ω impedance

matching, each channel’s Rin needs to be 100 Ω, and each channel behaves as an extra shunt

resistor to the other (in addition to the Rshunt(t) formed by the off slices), siphoning away

part of signal currents regardless of the carrier frequency. This results in about 4 dB higher

NF than the single-channel case. To avoid this, the proposed dual channel slice-based FA

receiver employs dynamic reuse of one channel’s off slices as the other channel’s on slices.

In other words, instead of connecting an off slice of channel 1 in unity buffer configuration,

and thereby wasting signal current, its current would be routed to the integrating capacitor

of channel 2. Of course, if Reff(t) of channel 2, Reff2(t), is equal to the shunt resistance

in channel 1, Rshunt1(t), all wasted current of channel 1 will be reused by channel 2, and

vice versa. However, this may not be possible to achieve, while simultaneously guaranteeing

desired FA filter responses on both channels. The proposed dual-channel FA receiver employs

a good sub-optimal solution, where we setReff2(t) = Reff1(t−Ts/2), whereReff1(t) is theReff(t)

of channel 1. In addition, the MSB, which has the highest conductance among all slices, is
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Figure 3.14: Two-channel implementation with shared MSB and scaled down resistances to

lower NF.

shared between channels 1 and 2, as shown in Fig. 3.14. The MSB steers current to either

channel 1’s or channel 2’s capacitor at a given time. When neither channel uses it, it forms

a unity-gain buffer. Fig. 3.15 plots Reff1(t), Reff2(t), and the net effective shunt resistance at

the RF node, Rshunt(t), such that Reff1(t)||Reff2(t)||Rshunt(t) = Rin = 50 Ω and matching is

achieved. In this way, each channel presents effectively only 75-Ω input impedance and part

of the shunt resistors in channels 1 and 2 are absorbed by the other channel to minimize the

waste of source current. Note that this MSB sharing technique is only viable for the two-

channel implementation and not scalable, unless the required filtering on the third channel is

very relaxed. If more than two channels are desired, the extra channels will need to be added

in the manner shown in Fig. 3.13, and the noise performance will degrade. Nevertheless,

the proposed MSB sharing leads to an NFbaseband of 7.9 dB, about 1.5 dB better than the

naïve approach in Fig. 3.13. In this design, a slightly lower NFbaseband of 7.6 dB is achieved

by sizing down the slice resistances such that Rin ≈ 33 Ω targeting an S11 of −14 dB if no

reactance were present at the RF node. This is simply a design choice and not fundamental

to the architecture itself.
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50

Figure 3.15: Example of resistance variations over time for Reff1(t), Reff2(t), overall Rshunt(t)

due to two channels, and Rin = Reff1(t)||Reff2(t)||Rshunt(t).

The NF of the complete receiver can be then readily calculated by accounting for con-

tributions due to aliasing and 4-path harmonic folding. Proceeding similarly as in Chapter

2 [18], [19], [28]

NFaliasing(∆f) =
PSDRs(∆f)

2kTRs|G(∆f)|2
=

∑+∞
n=−∞ |G(∆f + nfs)|2

|G(∆f)|2
,

NFharminocs =
1

sinc2(1/4)
≈ 0.91 dB, (3.8)

where |∆f | ≤ fs/2 is the IB offset frequency. The average IB NFalias is about 1.8 dB, which

is similar to prior FA works, as mentioned in Subsection 3.2.5. Finally, the overall NF at a

certain ∆f for the complete two-channel system can be derived as

NFtotal(∆f) = NFbaseband + NFaliasing(∆f) + NFharmonics. (3.9)

The calculated NFtotal, whose average across the band is about 10.3 dB, is shown in Fig.

3.16 together with the simulated and measured NFs for fs = 10 MHz and fLO1 = 500 MHz

(fLO2 is set to be 740 MHz). Both simulation and measurement agree with the calculation

well, and the residual difference between simulation and calculation is due to parasitics.
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Figure 3.16: Calculated NF for the receiver front-end and comparison with the simulated

and measured results.

3.5 Circuit Implementation

Fig. 3.17 shows the block diagram of the implemented dual-channel slice-based FA receiver

front-end. The receiver front-end consists of only switches, inverter-based amplifiers, digital

circuits, and passive devices (namely, resistors and capacitors). All switches are realized

using equally sized PMOS and NMOS devices to minimize clock feedthrough and charge

injection.

Each channel is realized by a 4-path passive mixer and a 13-bit binary-weighted DAC

using the slice-based architecture. This number of bits here is used to ensure that the DAC

resolution does not limit filter shape [19]. The unit selection switches are designed to have a

ratio of Rsw,unit : Runit ≈ 1 : 10, such that the linearity is not limited by switches. The bias of

the receiver is set to about half of the supply voltage, VDD, by resetting baseband amplifiers

and off slices’ self-bias. The DACs switch at a rate of fclk/2, where fclk is the frequency of an

external clock signal. The effective PTV resistor variations in the two channels, Reff1(t) and

Reff2(t), respectively, with a period of Ts, are also sketched in Fig. 3.17 to show how they are

staggered to realize MSB sharing. The sampling and reset clocks are derived from the same
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Figure 3.17: Complete block diagram of the implemented receiver front-end.

fclk signal. As discussed in Section 3.4, although this is not required, Reff2(t) is deliberately

chosen to be an equal but shifted version of Reff1(t). This shift guarantees that Reff1(t) and

Reff2(t) are never simultaneously low, allowing the MSB slice to be shared, thereby saving

power and area, and reducing the NF penalty from the off-slice shunt resistance. Also, it

allows smaller area used for the digital memory. This, however, also constrains the filter

shapes of the two channels to be identical, and it is no longer possible to use different filter

shapes in the two channels. The liberty of having different filter shapes in the two channels

can be achieved by using more digital memory to set Ch2CtrlCode separately and designing

the two channels’ impulse responses carefully to avoid overlapped usage of the MSB slice.

The integrating capacitors are realized in a ping-pong fashion to allow one capacitor

integrating signal current while the other being read and then reset. They are tunable
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from 10 to 80 pF. The mixer switches are driven by two sets of 25% duty-cycled non-

overlapping clock signals at fLO1 and fLO2, respectively, to mix the RF current to baseband

for integration. The mixer switches are designed to have a 4-Ω on resistance. Note that

fLO1 and fLO2 can be any value within the RF range from a functional perspective. The

constraint mainly comes from the required sideband rejection, i.e., the rejection of the signal

at the other channel’s frequency at one channel’s output, when operating with two channels.

3.5.1 Low-Noise Mode

The proposed operation of the FA receiver presents time-invariant input impedance, and can

therefore provide good filtering and high linearity, but it also leads to high NF (>10 dB),

which is not preferred, especially when no strong blockers are present, since when no blockers

are present, the NF requirement is more stringent, while when blockers are present, it may

be relaxed [45], [46]. Therefore, in addition to the default high-performance (HP) mode that

has been discussed so far, we also introduce an extra low-noise (LN) mode for the receiver

front-end. This is done by disabling the switches that short the inputs and outputs of the

Gm cells when the slices are off, i.e., Bk–1, as shown conceptually in Fig. 3.18(a) using one

of the channels. In the LN mode, the operation is very similar to the time-interleaved FA in

[19], except the two paths have different LOs and their outputs are not summed. The second

channel still presents itself like a shunt resistor to the first channel, and vice versa. However,

as can be seen from the sketches of Reff1(t) and Reff2(t) in Fig. 3.17, the two resistances

vary in a way that when one is high, the other is low, and vice versa. Their interaction

is relatively weak, similar to [19]. This reduces the NFbaseband to about 5 dB, thus helping

improve the NF by about 2–3 dB. The calculation for the LN-mode NF is almost the same

as that in [19], except that the output noise power spectral density (PSD) is white as the

outputs are not summed to realize time-interleaved FA filtering, so we omitted it here for

brevity. However, some degradation (∼1–2 dB) compared with [19] is expected, since the

minimum input resistance in [19] is R(t)MIN + Rsw,LO + 1/Gm ≈ 30 Ω, while it is about 50

Ω in this work. Adding few extra bits that are not used in the HP mode to lower the LN-

mode Rin(t)MIN will help in this regard (to achieve the same Rin(t)MIN as in [19]), but is not
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Figure 3.18: (a) Operation principle of the LN mode, and (b) schematic of the Gm cell in

the MSB slice.

implemented on this chip. In the LN mode, the Gm cells in the off slices are powered down

to save power by controlling switches at the inverter-based amplifiers’ supply and ground,

similar to the Gm cells in Chapter 2. The schematic of the Gm cell in the MSB slice is shown

in Fig. 3.18(b), where high-VT devices are used to increase the gain and gm/ID efficiency,

and those in the LSBs are binarily scaled from it. ENLN is the control signal that enables

power saving in the LN mode. Due to the lack of constant input impedance, some tradeoff

in designing Reff1(t) and Reff2(t) for better noise performance, and the operation being less

well behaved than the HP mode, the filtering, linearity, and some other metrics are expected

to degrade slightly. By employing an integrated blocker detector [47] or a spectrum scanner

[17] to determine if strong blockers exist, the HP or LN modes can be chosen for the proper

scenarios, respectively. Note that further NF improvement of close to 3 dB can be achieved

by employing noise cancellation, which has been demonstrated in Chapter 2 for FA receivers,

for both HP and LN modes, at the expense of linearity, power, and silicon area.

3.6 Measurement Results

The implemented test chip was fabricated in TSMC 28-nm CMOS process. Fig. 3.19 shows

the die photo of the chip. The active area is 1.3 mm2. The supply voltage of the whole chip

is 0.9 V. At fLO1 = 500 MHz and fLO2 = 740 MHz, the entire chip consumes 50- and 42-mW
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Figure 3.19: Chip micrograph.

power in the HP and LN modes, respectively. The DAC consumes 31-mA current in HP

mode, and 22 mA in LN mode. The digital control circuitry dissipates ∼10 mA at a nominal

fclk of 2 GHz, regardless of the mode of operation. The frequency of fclk is chosen to make

the image of the filter passband caused by the sampled-and-held waveform of Reff(t) due to

it being digitally controlled, driven by fclk, suppressed by ∼50 dB [18]. Each LO divider and

its associated switch drivers consume about 11 mA/GHz. The sampled outputs are buffered

externally on board for measurement. The DACs are dc calibrated at startup to account for

mismatches of resistances in different slices.

Fig. 3.20(a) shows the measured single-channel 10-MHz BW filter responses in three

different filter configurations (filters 1–3) with different transition BW and Astop in the

default HP mode. The transition BWs for filters 1–3 were 17, 22, and 31 MHz, respectively,

while the achieved Astop was observed to be better than 35, 45, and 51 dB, respectively.

Fig. 3.20(b) shows the filter shape at fLO = 170 MHz. Like a 4-path mixer-first receiver,
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Figure 3.20: (a) Measured single-channel 10-MHz RF BW filter responses in the HP mode,

(b) single-channel filter 3 at fLO = 170 MHz, showing the harmonic responses, and (c)

single-channel filter 3 for different LO frequencies.

the odd harmonics will fold in. The second harmonic rejection was slightly worse than that

in [18]. Fig. 3.20(c) shows the single-channel filter at different LO frequencies in filter 3

configuration, with zoomed-in views for the filter shapes around fLO at the lower and higher
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Figure 3.21: Measured concurrently receiving filter shapes in the HP mode (a) at fLO1 =

500 MHz and fLO2 = 520 MHz, (b) at fLO1 = 500MHz and fLO2 = 740MHz, (c) at fLO1 =

330 MHz and fLO2 = 850 MHz, and (d) in the LN mode at fLO1 = 500MHz and fLO2 =

740MHz.

ends of the LO range. Figs. 3.21(a), 3.21(b), and 3.21(c) show the measured concurrent

receiving two-channel filter responses with fLO1 = 500 MHz and fLO2 = 520 MHz, fLO1 =

500 MHz and fLO2 = 740 MHz, and fLO1 = 330 MHz and fLO2 = 850 MHz, respectively, in

the HP mode. Fig. 3.21(d) shows that in the LN mode with fLO1 = 500 MHz and fLO2 =

740 MHz. It is observed that the stopband rejection was deteriorated to about 44 dB in the

LN mode with worse filter shapes. The following measurements were performed with the

same filter BW and LO frequencies as Figs. 3.21(b) and 3.21(d) unless otherwise specified.
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Figure 3.22: Measured sideband leakage.

The measured sideband rejection of both channels in both modes with different spacing

between the two LO frequencies is depicted in Fig. 3.22. The measurement was performed by

measuring one channel’s output when the RF input frequency is close to the other channel’s

LO frequency (in our measurement, we chose an offset frequency ∆f = 1 MHz from the

LO frequencies for the input signal). The sideband rejection is almost the same as the filter

shape.

Fig. 3.23(a) shows the linearity measurements for channel 1 with 10-MHz BW, fLO1 =

500 MHz, and C = 80 pF in both modes. While the IB IIP3 was measured to be about +12

dBm in both modes, the OOB IIP3 was about +35 dBm in the HP mode, and about +27

dBm in the LN mode at an offset frequency, ∆f , of 82 MHz away from the corresponding

channel’s fLO. In both modes, the B1dB was better than +12 dBm at the same offset

frequency. Fig. 3.23(b) shows the measured IIP3 of both channels in both modes at fLO =

82 MHz at different LO frequencies. On average, the IIP3 was about +35 dBm in the HP

mode and +25.5 dBm in the LN mode.

The receiver was further characterized with concurrently receiving error vector magnitude

(EVM) measurements. Two different 2.5-MSps 16QAM modulated signals with α = 0.35

were combined and fed to the input of the receiver. The power of each carrier was about

−42 dBm at the input of the receiver, the power level of which is limited by the low gain
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Figure 3.23: (a) Measured IIP3 and B1dB of channel 1 at fLO1 = 500 MHz for different

offset frequencies, and (b) IIP3 of both channels at 82-MHz offset frequency for different LO

frequencies, in both modes.
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Figure 3.24: Measured demodulated constellations of the two carriers in (a) HP mode and

(b) LN mode.

of the front-end and the input-referred noise of the oscilloscope. The measurements were

performed without I/Q error calibration. The demodulated constellations in the two modes

are shown in Fig. 3.24. The worst-case EVM was 3.6%rms.

Fig. 3.25(a) shows the measured S11 in the two modes together with the simulation

results. In the HP mode, the S11 was better than −10 dB till about 2.3 GHz, partially
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Figure 3.25: Measured two-mode (a) S11, (b) LO leakage at different LO frequencies, and

(c) blocker NF in the presence of a CW blocker at ∆f = 60 MHz for a 10-MHz RF BW

filter with fLO1 = 500 MHz.

confirming the achieved wideband input matching. At low frequencies, it was about −14

dB, as predicted by the designed input resistance. The dip at about 1.5 GHz is likely due to

the reactance introduced in measurement, from measurement equipment, bond wire, board,

etc. The S11 was less well behaved in the LN mode, but still better than −8.5 dB across

the frequency of interest (0.1–1 GHz). Fig. 3.25(b) shows the worst-case LO leakage power

measured from three dies. In the HP mode, it was better than −81 dBm, and in the LN mode

it was better than −68 dBm. The measured NF was 10.8 dB in the HP mode and 7.9 dB in

the LN mode at 500-MHz LO. They were worsened to about 13.6 and 13.8 dB, respectively,
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Figure 3.26: Measured voltage waveform at the RF node of the receiver, VRF(t), when a

sinusoidal signal at 380 MHz is injected to its input, in (a) HP mode and (b) LN mode.

when a 0-dBm continuous-wave (CW) blocker was present at 60-MHz offset, shown in Fig.

3.25(c). This is mostly due to the phase noise of the LO dividers, since the front-end itself

is very linear. The linearity, S11, and noise measurements did not vary appreciably between

channels and configurations.

Since the signal processing is primarily done at RF in the proposed FA receiver, due to the

presence of parasitics, performance at higher carrier frequencies is in general worse than that

at lower carrier frequencies. This is because the parasitics load the Gm cells and the virtual

grounds are less well behaved at higher LO. Metrics that depend on good virtual grounds

would therefore suffer at higher carrier frequencies. It can be seen that, for example, the

OOB IIP3 degrades with higher LO frequencies. A few dB of NF degradation also appears

at high LO frequencies, similar to the mixer-first ones [9]. Better layout and finer technology

nodes would help reduce the parasitics and hence push the operational frequency higher.

As a final remark, a sinusoidal signal at 380 MHz was fed to the input of the receiver.

Fig. 3.26 shows the voltage waveform at the RF node, VRF(t), of the receiver in the HP

and LN modes, respectively, captured using an oscilloscope. Obviously, the LN mode shows

clear modulation on the envelope of the waveform, while the HP mode has none. This helps

confirm the achieved time-invariant Rin in the default HP mode.

Table 3.1 summarizes the performance of this work and compares it with the state-of-the-
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Table 3.1: Performance Summary and Comparison with State-of-the-Art Single- and Multi-

Channel Receivers and Filters

Single-channel receivers/filters Carrier-aggregation receivers

[19] JSSC’18 [30] JSSC’19 [36] JSSC’19 [38] JSSC’20 [20] JSSC’15 [39] JSSC’18 [40] JSSC’21* This work
LN mode HP mode

Architecture TI-FA N-path N-path N-path Current-domain 
signal process.

Code-domain
N-path

Multi-branch 
mod.-mixer-clock Slice-based FA

CMOS technology 65 nm 28 nm 65 nm 28 nm 65 nm 65 nm 65 nm 28 nm
RF freq. (GHz) 0.1–1 0.1–2 0.8–1.1 0.2–2 0.5–3 0.5–1.4 0.3–1.3 0.1–1

RF input Differential Differential Differential Single-ended Differential Differential Differential Single-ended
BW (MHz) 2.5–40 13 30–50 18 1–30 2 10–66 5–20

No. of channels 1 3 2 2 2
Carrier spacing N/A <100 <700 200–600 30–900§

Astop
(transition BW)

>58
(2.5× BW)

>47# dB
(6× BW)

>17
(0.5× BW)

>27#

(1.7× BW)
>30

(3× BW)
>28#

(10× BW)
>60#

(12× BW)
>44

(3.2× BW)
>51

(3.2× BW)

S11 (dB) <–9 <–8# <–7# <–10# <–10# <–11# <–6# <–8.5 <–14

IB IIP3 (dBm) +8.2 +5# +25 +1.5# –28 –26 –6.9 +11.5 +13.4

OOB IIP3 (dBm) +24
(Δf/BW = 6)

+44
(Δf/BW = 12.3)

+24
(Δf/BW = 1)

+33
(Δf/BW = 4.4)

–4.8
(Δf/BW = 4)

–15
(Δf/BW = 10)

+16
(Δf/BW = 12)

+25
(Δf/BW = 8)

+35
(Δf/BW = 8)

OOB IIP2 (dBm) +64 +90 +61 N/A N/A N/A N/A +71
(Δf/BW = 8)

+82
(Δf/BW = 8)

OOB B1dB (dBm) +12
(Δf/BW = 6)

+13
(Δf/BW = 12.3)

+9
(Δf/BW = 1)

+12
(Δf/BW = 4.4) –1 –11.8 +4 +12.6

(Δf/BW = 8)
+12.1

(Δf/BW = 8)
LO leakage (dBm) N/A N/A −45 N/A N/A N/A N/A <–68 <–81
Sideband rej. (dB) N/A N/A 35 >48 >43 >49
Supply voltage (V) 1.2/1 1.2/1 1 1.2 1.2/2.5 N/A 1.2 0.9

Power (mW) 75–99 34–96 80–97 146.6–179 84/channel 18/channel 19.6/channel 16–27.5
/channel

21–31   
/channel

NF (dB) 6.5–8.5 4.1–10.3 5.0–8.6 4.3–7.6 4.8 3.4–4.9 12.8–12.9 7.8–12.0 10.5–14.1
Gain (dB) 23 16 –4.2 13 50 38.5 53.2 12 10

Area (mm2) 2.3 0.8 1.9 0.48 7.8† 0.31 1.8 1.3
# Estimated from reported data * High-linearity mode only † Including on-chip frequency synthesizer
§ For achieving a rejection of the other carrier by more than 40 dB. Otherwise, the spacing can be arbitrarily small till the two channels become adjacent.

art single-channel receivers andN -path filters, and multi-channel receivers. The implemented

prototype maintains the sharp filtering of single-channel FA, even in a dual-channel mode.

The filter sharpness is close to that of [19] without using time-interleaving. Better S11 than

[19] is also achieved. While the NF is worse than most of the other multi-channel receivers, it

achieves an IB and OOB IIP3 as high as +13 and +35 dBm, respectively, which are both close

to 20 dB higher than prior multi-channel works. The B1dB of this work, which is better than

+12 dBm, is at least 8 dB higher than the prior multi-channel receivers as well. The supply

voltage is mere 0.9 V, which is the lowest among all. The overall performance is similar or

even better than the single-channel ones. Note that the overall signal gain of this work is

lower than prior art. Signal gain can be improved by using additional baseband stages. The

linearity of these additional stages is not critical due to the high rejection provided by the

front-end. However, the relatively lower front-end gain means that baseband stages need to
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maintain a moderate noise performance in order not to degrade the overall NF. This would

add to system power consumption but since the sampling rate is low, the additional power

overhead is not expected to be high. Alternatively, the integrating capacitor C can be made

smaller to increase the gain, but the Gm cells may need to be designed to achieve higher gain

and gds nonlinearity might be more pronounced.
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CHAPTER 4

Alias Cancellation for Filter-by-Aliasing Receivers

4.1 Introduction

While presenting a charming method to build high-selectivity receivers using periodically

time-varying circuits, as briefly described in Chapter 3, FA receivers inherently face a unique

problem: the rejection is finite due to finite R(t) precision and parasitics [18], and the residual

aliases present at the output of the receivers cannot be removed after the sampling operation,

which is also core to the FA operation (prior to sampling, no sharp filtering is realized). One

way to mitigate this is to incorporate time-interleaving and obtain certain level of OSR [28]

for unwanted signals in the transition band. However, this will become more and more

costly when higher and higher OSR is demanded, and it does not work for blockers in the

stopband. Even though FA receivers have demonstrated high stopband rejection up to 70

dB [19], it is not sufficient in some applications. In this Chapter, we propose a technique to

solve this problem to a good extent for FA receivers, where the residue blockers can actually

be reduced after the sampling operation (or in other words, canceled) by using another

receiver channel for blocker reception and employing digital signal processing (DSP). Briefly

speaking, baseband digital filters are built to create replicas of the blocker aliases through

scaling the received blocker from a second channel, which then can be used to subtract the

blocker aliases at the FA receiver’s output digitally. While there are many ways to find the

correct digital filters, the approach we employed to building them is to send a sinusoid to the

input of the two receivers simultaneously and sweep the frequency of the sinusoid to obtain

the effective frequency responses between the FA receiver and the other receiver, whereas the

digital filters should match the measured frequency responses. In order to demonstrate this
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technique, we utilize the chip fabricated in Chapter 3 and off-the-shelf ADCs in conjunction

with Matlab algorithms. The achievable cancellation on measured data is about 15 dB on

average across the band. This Chapter is organized as follows. Section 4.2 reviews the FA

residual alias problem with an example. Section 4.3 describes proposed alias cancellation

technique, followed by measurement results and discussion in Section 4.4.

4.2 Residual Alias Problem of FA Receivers

Now let us consider the FA receiver shown in Fig. 1.6, the mixer will downconvert signals

to baseband, and then the baseband FA filter performs filtering at the sampled output.

The OOB blockers will hence be downconverted to a frequency outside the BW of the

baseband FA filter. Equivalently, the blocker will be suppressed by the stopband rejection

of the FA filter and then alias to within the band (in principle the filtering and aliasing

occur simultaneously, but here we explain it this way for easy comprehension, since this is

typically what happens to a conventional receiver with a sampled output, e.g., an ADC at

its output). The wanted signal, on the other hand, will be downconverted to within the

bandwidth of the baseband FA filter by the mixer, and then remain at the same frequency

albeit being slightly shaped due to the in-band filter droop. As a result, as far as the output

of the FA receiver is concerned, now the blocker and signal are both in-band and cannot be

separated from each other, as shown in Fig. 4.1 (we look at the baseband filter only and

omit the mixing operation for simplicity), and the eventual SNR is limited by, in addition

to noise and nonlinear distortions, the residual alias of the blocker. Note that, while we

use single-tone signals to elaborate this problem, and the two signals seem separable due to

their distinct frequencies, practical signals are wideband and become overlapped with each

other after sampling and hence not separable [recall Fig. 1.7(b)]. In addition to the case we

show here where the blocker is in the stopband, for undesirable signals within the transition

band, the same phenomenon occurs except the filtering is less since the rejection within the

transition band is lower than that in the stopband.

Ideally with an R(t) of infinite precision and the absence of parasitics, the stopband
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Figure 4.1: Illustration of the residual alias problem faced by the baseband FA filter with

an fs of 5 MHz.

rejection can be very large to attenuate any blockers with tradeoff against in-band droop and

transition bandwidth. While such tradeoff may not be desirable, it at least is theoretically

possible, just like a digital filter. However, in reality, the precision of R(t) is finite and

parasitics always kick in, even with the slice-based approach described in Chapter 3, whose

feedback network’s impedance is of less importance. This fundamentally suggests that the

blocker rejection of an FA receiver is limited by and only by the FA filter itself unless pre-

filtering is realized without degrading the FA filtering performance (recall that in Chapter

2 we have shown that pre-filtering may deteriorate the FA filtering if not done with care).

In contrast, conventional or mixer-first receivers can be followed by subsequent baseband

filtering stages to perform further filtering to achieve higher and higher rejection of unwanted

signals at the expense of power and silicon area. Note that in both cases, blockers at harmonic

frequencies of the LO will not be filtered unless a harmonic-rejection mixer is employed.

As mentioned in Section 2.5, such a problem for the transition band may be extenuated

when an OSR > 1 is involved by intentionally using only part of the full bandwidth (rather

than choosing a baseband passband BW to be half of the sampling rate) or employing time-

interleaving if the sampling rate and BW need to remain the same. However, for the finite
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Figure 4.2: Illustration of the alias cancellation concept for an FA receiver.

and insufficient stopband rejection, even an OSR > 1 does not help and this is fundamental

to the current FA filters. Therefore, to make FA receivers more practical, especially under the

circumstances where strong blockers are present and not fully rejected by the FA stopband

rejection, we propose an alias cancellation technique for further reducing the magnitude of

the residual blocker alias even after it has been sampled.

4.3 DSP-Based Alias Cancellation

4.3.1 Concept of the Proposed Alias Cancellation Technique

The concept of the proposed alias cancellation technique is depicted in Fig. 4.2, where the

main channel is the FA receiver centered at fLO with Rmain(t) and the auxiliary channel

is another receiver centered at a frequency, faux, around the frequency of the blocker, fblk.

Note that faux is not necessary to be the same as the blocker frequency. Instead, it should be

chosen to be a frequency at which the blocker will alias to the same baseband frequency as

the main channel. In general, the auxiliary receiver can be any types of receivers, such as the

mixer-first receiver [9] or even the spectrum scanner [17], as long as it is reasonably linear

for the given blocker strength and does not mess up with the FA receiver’s input impedance.

In our setup, since the dual-channel receiver in Chapter 3 is readily available, we employ
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Figure 4.3: System overview of the alias cancellation block in the digital baseband [(·)∗ is

the complex conjugate operator].

this particular chip to demonstrate the alias cancellation technique as an example. In this

specific setup, both receiver channels are FA receivers. The wanted signal will be around dc

after frequency translation at the output of the main-path FA receiver. The blocker, albeit

being attenuated significantly, will fold on top of the wanted signal at the main-path output.

The auxiliary channel, on the other hand, captures the blocker, which land around dc at the

auxiliary path’s output. Note that as far as the auxiliary channel is concerned, the wanted

signal is actually out-of-band, so it will be attenuated by the FA filter’s stopband rejection

and become slim. The digital filter H(z) scales the signal at the output of the auxiliary path

with proper magnitude and phase such that it generates an exact replica of the residual alias

of the blocker in the main channel. Then by digitally subtracting the outputs of the main

path and the digital filter, the residual alias of the blocker is canceled and the desired signal

is untouched. The wanted signal not only goes through the FA filtering in the auxiliary

channel but the scaling in H(z), which is generally much smaller than unity, and hence the

residual alias of the wanted signal from the auxiliary path will not pose an SNR problem.

The overall system for the proposed alias cancellation is shown in Fig. 4.3. Imain, Qmain,

Imain, and Qmain are the I/Q outputs of the main and auxiliary receivers, respectively. After

being digitized by four ADCs, they are correspondingly processed by in total one delay
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(a)

(b)

Figure 4.4: Measured baseband spectra at fLO = 270 MHz, faux = 350 MHz, and fs = 10

MHz with a sinusoid at 347.75 MHz sent to the input of the receiver for (a) the main and

(b) auxiliary channels.

element and two filters. The delay element simply adds a fixed group delay for equalization.

The selection of this delay will be explained in Subsection 4.3.3. The first filter H1(z) is

rather straightforward. It captures the blocker sensed by the auxiliary channel. Then, as

illustrated conceptually in Fig. 4.2, the blocker needs to be properly scaled such that it

becomes an exact replica of the residual alias in the main channel. H1(z) is the filter that

scales the blocker. Since both magnitude and phase are needed, in this system, I/Q signals
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are necessary. Fortunately, the chip in Chapter 3 inherently has I/Q channels, thanks to the

N -path-based mixer. The second filter, on the other hand, is less intuitive. The need for

H2(z) is because the residual alias also has an image at its opposite frequency. The cause

of this image is due to the carrier being real, while the mixing is complex. An example can

be used to elaborate this. If fLO = 350 MHz and the input signal, assuming it is a sinusoid,

is at 271 MHz, which actually has two tones in the spectrum at ±271 MHz, the two tones

will be translated to −79 and −621 MHz. The former will alias to 1 MHz after the sampling

operation at FA filter’s output, while the latter will alias to −1 MHz. Both are in-band

now, and both are filtered only by FA filtering, so these two aliases are defined by the FA

filter shape in the stopband. For a wideband wanted signal that spans across the entire

band, both aliases cause SNR degradation. Consequently, we need to cancel the image alias

as well using the same approach as the main alias residue. The exact replica of this image

residue is found by scaling the complex conjugate of the blocker from the auxiliary channel,

which converts it to locate at the opposite baseband frequency. Then, subtracting the two

filters’ outputs with the main channel’s output results in an ideally alias-free signal, Dout.

Obtaining the complex conjugate is hardware-friendly, since a conjugate here simply means

a negative sign for the Q channel.

Fig. 4.4 shows an example of the measured baseband spectrum when fLO = 270 MHz

and faux = 350 MHz with fs = 10 MHz using the chip in Chapter 3 with a sinusoid at 347.75

MHz sent to the receiver input. The auxiliary path clearly captures the blocker. While the

main path shows an alias of the blocker, it also clearly shows an image of the blocker alias

at the opposite frequency. Since these two tones have similar magnitude and either one of

them may limit the SNR, the image alias also needs to be taken care of, thus the filter H2(z).

The cancellation of these two aliases is the focus of this work.

4.3.2 Frequency Response Measurement

The required digital filters, H1,2(z), essentially equalize the blocker’s strengths in the two

channels, so it is critical to obtain the relative frequency responses between the two channels.
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Figure 4.5: Measurement setup for accurately obtaining the effective frequency responses

between the two channels (ignoring PCB and on-board buffers).

Since FA filters depend not only on the designed filter coefficients, i.e., R(t) variation, but also

on parasitics, R(t) accuracy, and even timing, it is not easy to obtain the correct frequency

responses accurately via analysis or simulation, especially under the presence of voltage and

temperature variations (assuming process variation has been taken care of by calibration at

startup).

Here, we resort to directly measure the frequency responses using signal generators to

generate sinusoids and sweep the frequencies of the sinusoids to cover the band of interest.

For now, we only talk about the filter for the main alias, H1(z), for the sake of brevity, so

in the following descriptions, H(z) represents H1(z). However, the other filter, H2(z) can

be obtained in the same manner and we will summarize the procedures to obtain both in

Subsection 4.3.3. The measurement setup is shown in Fig. 4.5, which is the same setup

that obtained Fig. 4.4. We use AD9253 from Analog Devices [48] to perform conversation

of analog signals to digital ones. The digital baseband signal at the output of the main

channel is Vd,main = Id,main + jQd,main and that of the auxiliary channel is Vd,aux = Id,aux

+ jQd,aux, where Id,main, Qd,main, Id,aux, and Qd,aux are the digital versions of the sampled

outputs of the receiver, Imain, Qmain, Iaux, and Qaux, respectively. Considering that they are

close resemblances of each other with small differences due to quantization error, which is

true as AD9253 has an effective number of bit (ENOB) of about 12, the desired H(jΩ) at a
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given baseband frequency of the input sinusoid (tone), Ωtone, can be obtained by

H(jΩ)|Ω=Ωtone ≈ H̃(jΩ)|Ω=Ωtone =
Gmain(jΩtone)

Gaux(jΩtone)
=

V̂d,main(jΩtone)

V̂d,aux(jΩtone)
=

F [Vd,main](jΩtone)

F [Vd,aux](jΩtone)
,

(4.1)

where −π ≤ Ω < π, H̃(jΩ) is the measured relative frequency response, Gmain(jΩ) and

Gaux(jΩ) are the frequency responses of the main and auxiliary channels, respectively. Here,

for easy notation, we ignore the frequency translation and assume we are dealing with just

the baseband FA filters. In principle, if one can sweep the frequency of the input sinusoids

indefinitely finely, the complete frequency response of H̃(jΩ) ranging from −π to π can

be obtained. However, it is impossible to measure all frequency points, which is infinite.

Instead, we choose to sweep the frequency at a few points only and then obtain the filter

coefficients.

4.3.3 Generation of the Digital Baseband Filters

In this work, we coarsely sweep the frequency of the sinusoidal input forK = 20 points within

−π to π to obtain a sampled version of H̃(jΩ), which is found by comparing the magnitude

and phase of the measured sinusoids at the baseband of the two channels, according to (4.1).

For our measurement shown in this Chapter, unless otherwise specified, the input signal

power is about −10 dBm as a good compromise such that the residual alias in the main

channel is well above the noise floor and the auxiliary channel remains reasonably linear.

For a given sinusoid, we perform fast Fourier transform (FFT) on the digitized outputs,

through which we find the peak in the spectrum of the auxiliary path, for which the blocker

is in-band, to determine which FFT bin has most of the sinusoid’s power. Then, the relative

frequency response between the two channels at this particular frequency is found by dividing

the frequency-domain component of the main channel by that of the auxiliary channel at

this frequency bin, i.e., following (4.1). After finding the relative frequency response for K

frequency points,we find the filter coefficients h[n] by performing inverse FFT. The filter will

be an FIR filter and inherently stable. Note that with 20 samples, the corresponding filter

will only have 20 taps. While this may seem a little challenging when trying to minimize the
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error between H(jΩ) = F(h[n]) and H̃(jΩ), our results insinuate that it in fact suffices, plus

this also suggests very little hardware overhead. Since H̃(jΩ) is complex, the obtained digital

filter h[n] is also complex. The ADCs in our experiment ran at a higher rate than fs, and

hence decimation was performed. While not necessarily required, a simple I/Q calibration

was performed in the digital domain before FFT, considering the board was not designed

for matching the I/Q output channels. Such I/Q correction, as seen from the magnitude of

the image alias (recall Fig. 4.4 where this I/Q correction has already been applied), does

not remove this alias and therefore the second filter is demanded. The decimation filter is

slightly over-designed and hence a small portion of the spectrum at the higher end is filtered

out. This, however, is not necessary and therefore not an issue.

Fig. 4.6 shows the measured relative frequency response for the main alias. From Fig.

4.6(a), we again see that the sideband rejection (effectively the measured H̃(jΩ) is the

sideband rejection) is roughly the same as the filter floor, and from Fig. 4.4(b) we see

that the phase is roughly linear and the overall phase change is rather small from −π to

π. It is observed that, when the baseband offset frequency is very close to dc, the relative

magnitude of H̃(jΩ) is higher and the phase also has some jumps. This is most likely because

the RF input impedance at LO frequencies is slightly different due to the equivalent Miller

resistance of the integrating capacitor under periodical reset. We also notice that, since the

phase shift from −π to π is quite small except one point, which corresponds to very small

group delay over most of the frequency range, a 20-tap digital filter will not be able to obtain

such a delay. Fortunately, we are only interested in equalizing the two channels’ frequency

responses. Therefore, a constant group delay, Hdelay(z) = z−K/4 with a magnitude of 0 dB,

is added to H̃(jΩ) before FFT such that the overall group delay is roughly 10 samples for

a 20-tap filter (the main path needs to add this delay as well for equalization, as shown in

Fig. 4.3). Then with the Matlab function ifft, we obtain the filter h[n], or equivalently,

H(z).

To summarize, the steps to obtain the desired baseband digital filters for one of the

channels in a two-channel FA receiver are the following.
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(a)

(b)

Figure 4.6: Measured baseband H̃(jΩ) with fLO = 270 MHz, faux = 350 MHz, and fs = 10

MHz.

1. Place the two channels’ LO frequencies at the desired signal’s frequency and the an-

ticipated blocker’s frequency, respectively.

2. Send a sinusoid (tone) at one of the in-band frequencies of the auxiliary channel, which

intends to pick up the blocker.

3. The FA receiver outputs 4 sets of data, Imain, Qmain, Iaux, and Qaux. They are buffered
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and then sent to 4 synchronized ADCs to obtain Id,main, Qd,main, Id,aux, and Qd,aux,

which construct Vd,main = Id,main + jQd,main and Vd,aux = Id,aux + jQd,aux.

4. Perform FFT on Vd,main and Vd,aux, and find the frequency, Ωtone, of the bin at which

the spectrum reaches its maxima for the auxiliary path. Also perform FFT on the

complex conjugate of Vd,aux. Then four complex numbers are obtained: V̂d,aux(jΩtone),

V̂ ∗
d,aux(−jΩtone), V̂d,main(jΩtone), and V̂d,main(−jΩtone). The second one among these

four is the frequency-domain component at −Ωtone for the complex conjugate of Vd,aux,

and the asterisk is the complex conjugate operator.

5. The relative frequency response for the main alias at this particular baseband fre-

quency, H̃1(jΩtone), is characterized by dividing V̂d,main(jΩtone) by V̂d,aux(jΩtone). For

the image alias, we find H̃2(−jΩtone) = V̂d,main(−jΩtone)/V̂
∗

d,aux(−jΩtone).

6. Repeat Steps 2–5 for (K − 1) times until in total K samples of H̃1 and H̃2 are taken.

The frequencies at which the tones are sent need to be at constant intervals and cover

most of the band.

7. Add a delay of roughly (K − 1)/2 samples to both H̃1 and H̃2.

8. Perform inverse FFT on H̃1 and H̃2 with the extra delay to obtain the filter coefficients

h1[n] and h2[n].

The obtained h1[n] and h2[n] can be used as shown in Fig. 4.3 to obtain proper replicas

of the residual aliases of the blocker for the main channel to cancel the corresponding aliases.

Note that h1[n] is applied to the output of the auxiliary channel, while h2[n] needs to be

used on the complex conjugate of that, just like how they are obtained in the first place.

4.4 Results and Discussions

For a setup using fLO = 270 MHz, faux = 350 MHz, and fs = 10 MHz, we swept the input

frequency within 10 MHz for 20 times starting from 345.25 MHz to 354.75 MHz with a step

of 0.5 MHz to obtain H̃1 and H̃2, following the steps given in Subsection 4.3.3. Fig. 4.7 shows
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the measured frequency responses, H̃1 and H̃2, and those of the two digital filters, h1[n] and

h2[n]. For easy comparison, the added extra phases (i.e., delays) in Step 7 given at the end of

Subsection 4.3.3 are removed. Overall speaking, they match reasonably well, but the edges

suffer from more deviations, because digital filters must have identical frequency responses

at −π and π, while an analog filter does not necessarily have this property even when its

output is sampled. Fortunately, the difference is not too large, and even with a small OSR

as long as it is larger than unity, such a problem can be mitigated. The mismatches at dc

are also larger, but remain at an acceptable level. Besides, the aliases near dc are likely to

be overwhelmed by flicker noise and offset, and hence less obvious.

In order to test the effectiveness of the alias cancellation, another set of data was collected,

which contains also tones but at different frequencies. The input frequency of the test tones

was swept from 345.5 MHz to 354.5 MHz with a step of 0.5 MHz, such that these frequencies

are between the frequency points taken for obtaining H̃1 and H̃2. One example of comparing

the output spectra for the signals at the output of the main channel before and after alias

cancellation is shown in Fig. 4.8. In this particular case with an input frequency of 348.5

MHz, about 18-dB cancellation can be observed and both main and image aliases were

canceled well. Fig. 4.9 compares the rejection of the main channel before and after alias

cancellation for all test tones. Because the cancellation depends on how well the equalizing

digital filters, h1[n] and h2[n], match the measured frequency responses, the alias cancellation

was not always 18 dB as shown in Fig. 4.8. Specifically, at the band center, due to the

impedance difference and hence larger filter mismatch, the cancellation was worse. While

not obvious in this case, it will be shown later that the performance may be worse at the

band edges as well because the matching at edges can be slightly worse as a consequence

of digital filters needing to have the same frequency responses at −π and π, as mentioned

earlier. Nonetheless, an average cancellation of 14 dB was observed, which brings the overall

rejection of the main channel from ∼55 dB to close to 70 dB for this measurement setup.

Thanks to the alias cancellation, the blocker rejection for this band has effectively reached

that of [19] and [28], which use time-interleaving while this work does not. It is worth noting

that such improvement in the effective rejection is narrow-band, unlike [19] and [28], which
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(c) (d)

Figure 4.7: Comparison between the measured relative frequency responses between the two

channels and those of the equalizing filters (no added artificial delay for easy comparison) in

terms of (a) main alias’ magnitude, (b) main alias’ phase, (c) image alias’ magnitude, and

(d) image alias’ phase.

have a high stopband rejection over a wide frequency range. However, as can be apparently

seen from Figs. 4.8 and 4.9, this helps solve the residual alias problem faced by FA receivers

to a good extent with only two 20-tap digital filters. It is anticipated that, with more

complicated filter shapes, in terms of both magnitude and phase, the cancellation may suffer

more, or more taps are needed.
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~18 dB

Figure 4.8: Measured baseband spectra at the output of the main channel with an input

sinusoid at 348.5 MHz with fLO = 270 MHz, faux = 350 MHz, and fs = 10 MHz before and

after alias cancellation.

~14 dB

Figure 4.9: Measured rejection before and after cancellation using test tones.

Further, in addition to single-tone tests, a wideband signal has been sent to the receiver

input and alias cancellation was performed to verify the effectiveness on wideband signals,
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~13 dB

Figure 4.10: Measured spectra for a wideband phase-modulated blocker before and after

cancellation.

which are more general. Due to limited access to equipment, a signal with simple phase

modulation (PM) centered at 347.5 MHz was used for this measurement. Similar to the

single-tone tests, the main and image aliases of the wideband signal were canceled successfully

and the effective rejection was improved by about 13 dB, as can be found in the spectra in

Fig. 4.10.

Another set of experiment was carried out for faux = 270 MHz and fLO = 350 MHz. The

input frequency of the measurement tones for generating the filters was swept from 265.25

MHz to 274.75 MHz with a step of 0.5 MHz. The measured frequency responses of the

two filters and those of the digital baseband filters are shown in Fig. 4.11. The frequency

responses show more mismatches at the band edges, as explained earlier. The deviation at

dc still shows up as anticipated. The corresponding cancellation is illustrated in Fig. 4.12,

where similar to the previous test, the test tones were swept from 265.5 MHz to 274.5 MHz

with a step of 0.5 MHz such that they are at different frequencies from those used to generate

the filters. The overall rejection was improved by 18 dB. Similar to Fig. 4.9, the cancellation

was worsened at dc. Additionally, it can be observed that at the band edges (around ±π,
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(c) (d)

Figure 4.11: Comparison between the measured relative frequency responses between the

two channels and those of the equalizing filters for faux = 270 MHz and fLO = 350 MHz in

terms of (a) main alias’ magnitude, (b) main alias’ phase, (c) image alias’ magnitude, and

(d) image alias’ phase.

which are ±5 MHz for this particular example), the cancellation was smaller, because of the

mismatches of the frequency responses at band edges shown in Fig. 4.11.

So far we have demonstrated the cancellation of blockers, either a sinusoid or a wideband

modulated signal, without the presence of an in-band signal in the main path. Using the

setup with faux = 270 MHz and fLO = 350 MHz, now we show the results with a small
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~18 dB

Figure 4.12: Measured rejection before and after cancellation using test tones for faux = 270

MHz and fLO = 350 MHz.

sinusoid (−55 dBm) around the LO of the main path (347.5 MHz) and a wideband PM

blocker at 272.5 MHz with −5-dBm power injected simultaneously to the receiver input

(this set of data was collected at a different time from the previous ones). As can be seen

from the spectra in Fig. 4.13, the FA filter greatly attenuated the blocker power, but after

aliasing, the residual alias of the blocker was still observable and sat at the same frequency as

the tonal signal. The alias cancellation technique effectively further suppressed the blocker

by about 11 dB, while the signal was intact as depicted in the zoom-in view (the difference

was less than 0.5 dB before and after cancellation). This demonstrates the alias cancellation

technique for improving the effective SNR. The image of the signal itself was still present,

and this is not canceled as it is outside the scope of this work. Digital image cancellation

techniques are widely available [8] and hence this should not be a problem.

4.4.1 Alias Cancellation for All Channels

While it may seem that using an entire channel and thus doubling the power and area is a

rather costly way to cancel the residual aliases of the blocker, this is not necessarily true.

First, the second channel does not have to be a full receiver channel. Instead, any circuits
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~11 dB

Image of 

the signal

Figure 4.13: Measured spectra for a wideband phase-modulated blocker accompanied by an

in-band signal before and after cancellation.

that can capture and downconvert the blocker can be used, which do not have to possess

certain features that a receiver needs to, such as a matched input impedance (a high input

impedance would still work well in parallel with the main-path receiver with 50-Ω input

resistance) and low noise (it only needs to collect strong blockers and hence the noise figure

can be high). It does need to provide reasonable in-band linearity and some programmability.

The former is to avoid distortions dominating the captured data, and the latter is to be able

to receive blockers at arbitrary frequencies, which is typical in a wireless environment. For

example, the spectrum scanner in [17] can be a good candidate, which also has very low power

consumption. Second, such alias cancellation can be applied to both channels. Effectively,

this is increasing the sideband rejection for both channels. Fig. 4.14 shows the block diagram

of the system, where Hm1(z) and Hm2(z) are the main and image alias filters, respectively,

for the mth channel. As mentioned in Subsection 4.3.3, the conjugate operation is simply

a sign inversion for the Q channel and hence not costly. For our current setup, the 4 filters

will involve in total 80 taps, i.e., only 20 taps each. They operate at baseband rate, so they

do not consume much power. The artificial delay, z−K/4, is nothing but a few flip flops and
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Figure 4.14: Simultaneous alias cancellation between the two channels (omitting I/Q cali-

bration).

therefore cheap in terms of both power and hardware. Note that, while in our measurement,

the ADCs ran at a higher rate than fs and consequently decimation was required, it is not

generally necessary. The ADCs can run at the same rate as the FA receiver output. In fact,

if no intermediate buffering stages are needed, the sampling switch of an FA filter’s output

and that of the ADC’s input can be merged as one. Therefore, in the block diagram in Fig.

4.14, we ignore decimation. The two outputs Dout1 and Dout2 are theoretically free from

the aliases due to signals in each other’s channel, similar to the case that we have so far

described, where one dedicated channel is used for blocker collection only. This two-channel

concurrent alias cancellation is beyond the scope of this work, and was not implemented,

but should be straightforward to realize since everything in the digital domain is linearly

processed. In practice, the best- and worst-case achievable cancellation is likewise limited

by how well the digital filters match the actual relative frequency responses between the

two channels plus how well the measured frequency responses hold against the variations of

temperature and voltage.

In principle, such alias cancellation can also be applied to FA receivers with more than
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two channels. The required hardware becomes more as well. Basically, for an M -channel

FA receiver, if we desire every channel to be free from signals in all other channels, the total

required number of filters is 2M(M−1). For a large M , it is approximately 2M2. Therefore,

the cost in terms of hardware increases quadratically with the number of channels.

4.4.2 Known Limitations

As has been described at the end of Subsection 4.4.1, one limitation of the proposed alias

cancellation technique is the required number of filters when the number of channels, M ,

is large. This may be relaxed by using the hybrid filter bank approaches [49], [50], but

is beyond the scope of this work. Another limitation of the proposed alias cancellation

scheme is that it relies on the precise knowledge of the relative frequency responses among

channels. In the current approach, we are measuring them by sending tonal signals to the

input of the receiver at startup and assuming that the filter responses do not change over

time. However, because the frequency responses of FA filters heavily depend on the precision

of R(t) variation, parasitics, and timing, temperature and voltage variations will alter the

frequency responses from time to time. This inevitably leads to inaccuracy of the measured

frequency responses in a real-time application. Such foreground calibration of the digital

baseband filters therefore has limited performance in the long run. Background calibration

techniques that adaptively figure out the relative frequency responses over time will help in

this regard, but come with much higher system complexity and possibly hardware and power

overhead as well.
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CHAPTER 5

Conclusion

This dissertation focuses on the design of wideband, programmable CMOS receiver front-

ends using periodically time-varying circuits. More specifically, the filtering-by-aliasing (FA)

technique has been employed as the primary means of realizing sharp filters. Enabling

techniques were proposed in this dissertation to further extend the dynamic range of the FA

receivers.

Chapter 2 presented a periodically time-varying noise cancellation technique for FA re-

ceivers. The key to the proposed technique is the use of a time-varying transconductance

cell in an auxiliary path to sense the noise generated by the PTV resistor in an FA receiver.

Through subtraction of the outputs of the main and auxiliary paths, noise of the PTV resis-

tor is cancelled, while the sharp filtering offered by FA is well maintained. Weaker signals

can be hence detected by the proposed receiver front-end. It is noteworthy that our theo-

retical study shows that, while conventional LTI noise cancellation can be employed in an

FA receiver to null the PTV resistor’s noise, it will also completely destroy the FA sharp

filtering and render a first-order baseband filter with a sinc envelope on top of it, due to the

sample-and-dump circuit used at baseband. A prototype IC fabricated in a 28-nm CMOS

process shows that the noise figure is improvement by about 3 dB, while achieving over

67-dB stopband rejection with a transition BW of only four times the RF BW. A minimum

in-band NF of 3.2 dB and an average in-band NF of 4.2 dB are demonstrated. With an

upfront N -path filter to further enhance the linearity, the measured out-of-band IIP3 is +18

dBm and the blocker 1-dB compression point is +9 dBm. Comparably, the out-of-band

linearity is preserved well by introducing the NPF that helps the NC path better handle the

OOB blockers, while in-band linearity is worsened due to the presence of active devices at
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RF. The whole chip, including digital control circuitry, operates under a 0.9-V supply, while

consuming 61-mW power at 500-MHz LO.

Chapter 3, on the other hand, described an FA receiver front-end based on a slice-

based time-varying architecture. The architecture renders a time-invariant input impedance

while the operation is still time-varying, leading to sharp analog FIR filtering with multi-

ple benefits, such as tolerance to the reactance at the RF node. The time-invariant input

impedance enables multi-channel operation and eliminates potential filter degradation due to

interactions among different channels. The slice-based architecture also moves all transistor

switches within a negative feedback loop to suppress the impact of the switch nonlineari-

ties and parasitics on filter performance. A proof-of-concept two-channel prototype IC has

been fabricated in a 28-nm CMOS process and demonstrates 50-dB stopband rejection, a

transition BW of only 3.2 times the RF BW, an out-of-band IIP3 of +35 dBm, a blocker

1-dB compression point of +12 dBm, and an LO leakage power better than −81 dBm, all

from a 0.9-V supply voltage. With much higher linearity (∼10-dB higher IIP3 than prior

FA receivers), larger signals can be tolerated by the proposed receiver front-end without

causing performance-degrading distortions. Its compatibility with carrier aggregation fur-

ther enhances the throughput. Notably, compared with prior programmable receivers that

support carrier aggregation, this work has close to 20-dB improvement on IIP3 and 8-dB

improvement on blocker 1-dB compression point. However, the downside is that the noise

figure is a few dB higher as well. Thankfully, a low-noise mode is added to help extenuate

this. In addition, this problem can be further alleviated by employing an LNA with a bypass

switch, e.g., [51], of which the bypass switch itself has an IIP3 larger than +55 dBm. Similar

to enabling the LN mode, a blocker detector [47] or a spectrum scanner [17] can be used to

determine whether the LNA should be enabled or bypassed. With such an LNA, the NF of

the overall system is expected to be as low as ∼3.5–4 dB when no blockers are present and

back to ∼14 dB when a 0-dBm CW blocker exists (ignoring the insertion loss of the bypass

switch of the LNA).

Finally, Chapter 4 introduced a DSP-based alias cancellation technique tailored for FA

receivers. In an FA receiver, due to the finite rejection, strong blockers’ residual aliases
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may still cause low SNR when the wanted signal is small. A second receiver is used to

capture the blocker. With the blocker and the blocker aliases known, the only unknown

is the relative frequency responses between the two receiver channels. By measuring the

frequency responses of the two channels using sinusoids with swept frequencies, the relative

magnitude and phase information between the two channels can be obtained, which is used

to construct baseband digital filters for cancellation of the aliases. Using the dual-channel

FA receiver chip fabricated in Chapter 3 and off-the-shelf ADCs together with the proposed

alias cancellation algorithm implemented in Matlab, we have successfully demonstrated the

proposed technique and the measured rejection has on average been increased by about 15

dB for the blockers around the second channel’s LO frequency. This work helps mitigate the

residual alias problem faced by FA receivers, while in the past FA works, once the blockers

alias within the band, they cannot be further reduced.
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APPENDIX A

Generalized Noise Analysis for Baseband FA Filters

In this Appendix, we present a generalized analysis to calculate the noise factor contribution

from each circuit component. The fundamental principles are the same as in [18], but more

general.

For a particular noise voltage, Vn(t), consider it goes through an equivalent baseband

filter by multiplying Vn(t) with a periodically time-varying conductance, Dn(t), and then

integrating the current with a capacitor C. The equivalent model is depicted in Fig. A.1.

The sampled output becomes

Vout[n] =

∫ nTs

t=(n−1)Ts

Vn(t)Dn(t)

C
dt, (A.1)

from which the autocorrelation of the output voltage samples, Roo[m,n], can be calculated.

As Dn(t) is periodic with a period of Ts, Roo[m,n] is wide-sense stationary and is given by

[18]

Roo[m,n] = Roo[m− n] = Roo[l] = E[Vout[m]Vout[n]]

= E

[
1

C2

∫ mTs

t1=(m−1)Ts

∫ nTs

t2=(n−1)Ts

Vn(t1)Vn(t2)×Dm(t1)Dn(t2)dt1dt2

]
, (A.2)

where Dm(t) and Dn(t) are the time-varying conductances for Vout[m] and Vout[n], respec-

tively. For non-TI-FA, they are identical, but for TI-FA, as will be shown later, they are not

necessarily the same. If we assume the noise source to be white Gaussian with autocorrelation

Rnn(t1, t2) = E[Vn(t1)Vn(t2)] = 2kTRn(t1)δ(t1 − t2), (A.3)

where k is the Boltzmann constant, T is the temperature in Kelvin, and δ(·)is the Dirac

delta function, then we find that (A.2) can be expressed as
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Dn(t) = Dn(t +Ts)
∫C

1
@ nTS

vout[n]
in(t)vn(t)

Figure A.1: Model for a general noise source Vn(t).

Roo[l] =
2kT

C2

∫ mTs

t1=(m−1)Ts

∫ nTs

t2=(n−1)Ts

Rn(t1)Dm(t1)Dn(t2)dt1dt2, (A.4)

which for the non-TI case can be simplified into

Roo[0] =
2kT

C2

∫ Ts

t=0

Rn(t)[D(t)]2dt, (A.5)

and Roo[l] = 0 when l ̸= 0. The only remaining unknown factor D(t) can be found with the

equivalent models like Fig. 2.4(c) using simple KCL/KVL analyses. From (A.5), the overall

output noise voltage autocorrelation can be easily computed with superposition since the

noise sources, i.e., Rs, R(t), and Gm(t), are independent. For the circuit in Fig. 2.4(a), we

consider the noise sources to be white Gaussian with autocorrelations

Rss(t1, t2) = E[Vs(t1)Vs(t2)] = 2kTRsδ(t1 − t2),

RnRnR(t1, t2) = E[VnR(t1)VnR(t2)] = 2kTR(t1)δ(t1 − t2). (A.6)

By inspecting Figs. 2.4(b) and 2.4(c), we can find that for the noise from Rs, D(t) =

(1+k1/k2)/[R(t)+Rs], and for the noise from R(t), D(t) = −{1−k1Rs/[k2R(t)]}/[Rs+R(t)].

Then the overall autocorrelation can be given by

Roo[0] =
2kT

C2

∫ Ts

t=0

Rs(1 + k1/k2)
2

[Rs +R(t)]2
dt+

2kT

C2

∫ Ts

t=0

R(t){1− k1Rs/[k2R(t)]}2

[Rs +R(t)]2
dt, (A.7)

and Roo[0] = 0 when l ̸= 0. The corresponding PSD can be found

Soo(e
jω) = Roo[0]. (A.8)
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By dividing (A.7) by its first term, which is the source noise seen at the output of the filter,

we obtain (2.4) after simplification.

Considering the noise from the Gm(t) cell is simple too, which is considered to have an

input-referred noise with autocorrelation [as Gm(t) = k1/R(t)]

RGmGm(t1, t2) = E[VGm(t1)VGm(t2)] =
2kTγR(t1)δ(t1 − t2)

k1
, (A.9)

and the corresponding D(t) = Gm(t)/k2 = k1/[k2R(t)]. This leads to

Soo(e
jω) = Roo[0] =

2kT

C2

∫ Ts

t=0

γk1
k2
2R(t)

dt. (A.10)

Dividing (A.10) with the first term in (A.7) leads to (2.8), which is the noise factor that

Gm(t) contributes.

Extending (A.4) to TI-FA is the same with an exception of Roo[l] ̸= 0 for some non-

zero l. Ignoring the NPF, PTV-NC with TI can be simplified into Fig. A.2 (mixer is

omitted for baseband noise calculation), similar to Fig. 2.4. Here Gm1(t) = k1/R(t) and

Gm2(t) = k1/R(t − Ts). Consider the noise from R(t), VnR1(t), with an autocorrelation of

2kTR(t1)δ(t1 − t2), (A.4) can be re-written into

Roo[l] =


2kT
C2

∫ 2Ts
t=0

R(t)[D0(t)]
2dt l = 0

2kT
C2

∫ Ts
t=0

R(t)D0(t)D1(t)dt l = ±1

0 else

(A.11)

where the corresponding time-varying conductances, D0(t) and D1(t), can be again found

by building equivalent models for the output samples similar to Fig. 2.4(c). They are given

by

D0(t) =
λRs||R(t− Ts)/R(t)− 1

R(t) +Rs||R(t− Ts)
for Vout[2n]

D1(t) =
(1 + λ)Rs||R(t− Ts)

R(t− Ts)× [R(t) +Rs||R(t− Ts)]
for Vout[2n± 1] (A.12)

Substituting (A.12) with λ = 0, i.e., without NC, into (A.11) gives exactly the last term of

(9) in [19]. Noises from other sources can be computed the same way, and the noise factor

with NC can be calculated by taking the Fourier transform of Roo[l] after considering all noise
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Rs

R(t) = R(t + 2Ts)
iR1

vnR1
2vx

vs
2

R(t – Ts)

iR2

vnR2
2

∫C
1

@ 2nTS

vout[2n]
iR1 iGm1/k2

iGm1

iGm2
∫C

1
@ (2n + 1)TS

vout[2n + 1]
iR2 iGm2/k2

Gm1(t)

Gm2(t)

Figure A.2: Simplified model for calculating Dn(t) for PTV-NC with TI (ignoring Gm1,2(t)’s

noise).

sources to obtain the PSD with proper λ. As for the two Gm cells’ noises, the corresponding

autocorrelations of output voltages are single-tap, since the noise from Gm1(t) [or Gm2(t)]

only appears in its own path and is uncorrelated with the other one’s noise. The resultant

NF due to them is flat across the band. It can be calculated the same way as the non-TI

case.
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