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On the molecular correlations that result in field-dependent conductivities
in electrolyte solutions
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(Dated: 10 June 2021)

Employing recent advances in response theory and nonequilibrium ensemble reweighting, we study the dy-
namic and static correlations that give rise to an electric field-dependent ionic conductivity in electrolyte
solutions. We consider solutions modeled with both implicit and explicit solvents, with different dielectric
properties, and at multiple concentrations. Implicit solvent models at low concentrations and small dielectric
constants exhibit strongly field-dependent conductivities. We compared these results to the Onsager-Wilson
theory of the Wien effect, which provides a qualitatively consistent prediction at low concentrations and high
static dielectric constants, but is inconsistent away from these regimes. The origin of the discrepancy is found
to be increased ion correlations under these conditions. Explicit solvent effects act to suppress nonlinear re-
sponses, yielding a weakly field-dependent conductivity over the range of physically realizable field strengths.
By decomposing the relevant time correlation functions, we find that the insensitivity of the conductivity to
the field results from the persistent frictional forces on the ions from the solvent. Our findings illustrate the
utility of nonequilibrium response theory in rationalizing nonlinear transport behavior.

I. INTRODUCTION

Due to their ubiquity and importance, electrolyte solu-
tions have been central to the development of theoretical
physical chemistry.1 Early research into their structure
and dynamics ushered in modern theoretical techniques
employing pair distribution functions and linear response
theories.2–5 Motivated by developments in the theory of
systems far from equilibrium and growing experimental
capabilities for probing highly nonlinear transport be-
havior, Gao and Limmer developed a theory of nonlinear
response based on a large deviation formalism.6 Applying
this theory to ionic solutions in recent work,7 we demon-
strated the ability to employ generalized response rela-
tions valid within nonequilibrium steady states together
with a nonequilibrium ensemble reweighting scheme to
discern the electric field-dependence of the ionic conduc-
tivity. In this paper, we examine these relations further,
considering models with both implicit and explicit sol-
vent, and comparing our findings to existing analytical
theories valid in dilute regimes. We find generally that
we are able to estimate the field-dependent conductivity
with high accuracy and that its form reflects an interplay
between ionic relaxational effects and solvent friction.

Efforts to predict the response of systems far from
equilibrium from underlying molecular properties have
been stimulated recently in part by a growing body of
experimental observations on nanofluidic devices.8–10 In

a)These authors contributed equally
b)Electronic mail: dlimmer@berkeley.edu

these systems, nonlinear transport is especially perva-
sive and often qualitatively sensitive to chemical com-
position. For example, ionic mobilities have been ob-
served to depend on the driving force of the flow, in
a manner dependent on the ion pair and the confining
material.11 Other nonlinear responses, such as ionic rec-
tification, can be achieved in nanofluidic diodes or con-
ical pores.12–15 Traditional linear response theory such
as Green-Kubo relations are incapable of describing such
behaviors due to the breaking of time-reversal symme-
try within a steady-state driven by a constant applied
field.16 Stochastic thermodynamics have offered means of
moving beyond equilibrium linear response theory,17 and
a number of generalized fluctuation-dissipation relations
and bounds have been proposed within its context.18–21

Using large deviation theory,22 a nonequilibrium trajec-
tory ensemble framework has been proposed in the con-
text of field driven steady-states for stochastic equations
of motion that enables the relationship between fluctu-
ations of time extensive observables in or out of equi-
librium to be transparently derived.6,23 Applications to
transport and self-assembly have been elucidated in sim-
ple systems.7,24–26

In this work, we extend these efforts to decode the re-
lationship between dynamical fluctuations and response
far from equilibrium to systems with full molecular de-
tail in the context of ionic conductivities of electrolyte
solutions. To accomplish this, we devise methods of effi-
ciently evaluating the probability of rare dynamical fluc-
tuations through a nonequilibrium ensemble reweighting
principle. With access to these probability distributions,
we are able to compute averaged observables like the dif-
ferential conductance and ion pair correlation functions
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FIG. 1. Characteristic snapshots of NaCl solutions from
the molecular dynamics simulations with implicit (left) and
explicit (right) solvent.

for arbitrary applied fields and concentrations. In what
follows, we consider separately models of electrolyte so-
lutions in which the solvent is implicit, allowing us to
compare to the Onsager-Wilson continuum theory27 of
the Onsager-Wien effect,28 and those in which the sol-
vent is explicit, allowing us to elucidate the role of ion-
water correlations in the conductivity. Snapshots of the
systems are shown in Fig. 1. In each section, the theory
and numerical methods are first detailed followed by a
discussion of the numerical results.

II. IMPLICIT SOLVENT MODEL

We first consider a model under implicit solvent condi-
tion. Specifically, we study a 0.1 M NaCl electrolyte com-
posed of Na anions and Nc cations with N = Na + Nc

in a volume V and fixed temperature, T=300 K. The
particles’ positions and velocities are denoted, rN =
{r1, r2, . . . , rN} and vN = {v1,v2, . . . ,vN}, respectively.
These variables evolve according to an underdamped
Langevin equation,

ẋi = vi , miv̇i = −ζivi + Fi
(
rN
)

+ ziE + ηi (1)

where mi and zi are the ith particle’s mass and charge,
ζi is the friction and Fi(r

N ) is the interparticle force
on the particle i. The ions interact through a screened
Coulomb potential with dielectric constants ε = 10 or 60,
and Lennard-Jones (LJ) potential. The solutions with
low and high values of the dielectric constant we refer
to as weak and strong electrolytes, respectively, referring
to whether the screening length is comparable or larger
than the characteristic ionic size. For pairs ij the total
potential Uij(r) is

Uij(r) = 4εij

[(σij
r

)12

−
(σij
r

)6
]

+
1

4πε0ε

zizj
r

(2)

where σij and εij are the LJ length and energy pa-
rameters. To model Na+ and Cl−, we adopt the
parameters of Ref. 29. The usual Lorenz-Berthelot
combining rules, σij = (σi + σj)/2 and εij = (εiεj)

1/2,

were used to calculate the LJ interactions. Each
cartesian component of the random force, ηiα, obeys
Gaussian statistics with mean 〈ηiα〉 = 0 and variance
〈ηiα(t)ηjβ(t′)〉 = 2kBTζiδijδαβδ(t − t′), where kB is
Boltzmann’s constant. Finally, E denotes an applied
electric field, with magnitude E that drives an ionic
current through the periodically replicated system.

In order to reproduce the dynamics of the ions in ex-
plicit solvent (see Sec. III), we use the dielectric con-
stant ε = 60 of the corresponding water model and the
frictions corresponding to the diffusion coefficients cal-
culated for the ions at infinite dilution in the explicit
solution: ζi = mi/τi with relaxation times τc = 10.1 fs
and τa = 21.3 fs, for the cations and anions with masses
mc = 22.99 a.m.u. and ma = 35.45 a.m.u., respec-
tively. These large frictions effectively render the dy-
namics overdamped, and we explicitly neglect hydrody-
namic effects resulting from integrating out the surround-
ing solvent flow.30,31 Simulations are performed for 100
ion pairs, using the LAMMPS code32,33 with a modified
Langevin thermostat to ensure a Gaussian distribution of
the noise. Results for the conductivity are obtained from
10 ns nonequilibrium simulations for finite fields between
0 and 0.1 V/Å, in steps of 0.01 V/Å, with statistical er-
ror estimated from bootstrapping, while those for spatial
correlations are obtained from 10 independent 10 ns tra-
jectories.

A. Nonlinear response from trajectory reweighting

To compute the molar ionic conductivity as a function
of the electric field, we employ the formalism of our pre-
vious work based on the reweighting of nonequilibrium
trajectories.7 The differential conductivity σ(E) and its
molar counterpart λ(E) are defined from the derivative
of the current with respect to the field,

λ(E) =
1

N
V σ(E) =

1

N

d〈J〉E
dE

, (3)

where given the trajectory, X(tN), or sequence of po-
sitions and velocities over an observation time, tN, the
current is given by

J [X(tN)] =
1

tN

∫ tN

0

dt j(t) , j(t) =

N∑
i=1

zivi(t) (4)

a time average of a charge weighted ionic velocity. The
〈. . . 〉E denotes an average over a trajectory ensemble,
where the ions are evolved under the action of an electric
field with magnitude E. Assuming the fluid is isotropic,
the velocity in Eq. 4 is the component in the direction
of the applied field. Note that the current J is usually
defined in experiments with a factor 1/V , which explains
that with the present notations d〈J〉E/dE = V σ(E).

In order to compute Eq. 3 efficiently, we relate the cur-
rent of a system perturbed by an additional applied field
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to a system with no applied field. Given the equation of
motion in Eq. 1, the probability of observing a trajectory,
X(tN) with an applied field, is

PE[X(tN)] ∝ e−βUE[X(tN)] (5)

where β = 1/kBT and for the uncorrelated Gaussian
noise, we have an Onsager-Machlup stochastic action of
the form34

UE[X(tN)] =

N∑
i=1

∫ tN

0

dt

[
miv̇i + ζivi − Fi(r

N )− ziE
]2

4ζi

(6)

where the stochastic calculus is interpreted in the Itô
sense. We will consider trajectories in the limit that tN is
large so that only time extensive quantities are relevant.

A perturbing field on the system adds an extra drift
to the Gaussian action. As a consequence, we can write
the ratio of the probability to observe a trajectory in the
presence of the field, denoted as E, relative to no applied
field through a Girsanov transform35

PE[X(tN)]

P0[X(tN)]
= eβ∆UE[X(tN)] (7)

where the dimensionless relative action, β∆UE[X(tN)],
can be expressed compactly as a sum of three terms, de-
pending on their symmetry under time reversal36

∆UE

tN
= J

E

2
+Q

E

2
−Nλid

E2

4
(8)

where for simplicity we take the field along one carte-
sian direction so that the relative action depends only on
its magnitude. The first term is asymmetric under time
reversal and identified as the excess entropy production
due to the increased nonequilibrium driving. It is given
by the product of the total, time averaged current in the
direction of the field and the field E. The second term in
Eq. 8 is symmetric under time reversal and is the prod-
uct of the field by a quantity referred to as the excess
frenesy19

Q[X(tN)] =
1

tN

∫ tN

0

dt q(t) (9)

with q(t) =

N∑
i=1

zi
ζi

[
miv̇i(t)− Fi(rN )

]
,

which includes the total time integrated force in the di-
rection of the field weighted by zi/ζi, and a boundary
term resulting in a difference in velocities at times 0 and
tN. The remaining term in Eq. 8 is a trajectory indepen-
dent constant,

λid =
∑
i=a,c

Ni
N
λi =

∑
i=a,c

Ni
N

Diz
2
a

kBT
(10)

where Di = kBT/ζi is the diffusion coefficient for an iso-
lated ion of type i. This constant is the molar Nernst-
Einstein conductivity of the solution and is fully deter-
mined by the nature of the electrolyte under finite di-
lutation, i.e. the molar fraction, charge and diffusion
coefficients of the independent ions.

With the relative measure between trajectory ensem-
bles defined in Eq. 7, we can relate nonequilibrium trajec-
tory averages in the presence of the field, to equilibrium
trajectory averages without the field. For a trajectory
observable, O[X(tN)], this relation is

〈O〉E =
〈
Oeβ∆UE[X(tN)]

〉
0

(11)

where trajectory averages are over the measure in Eq. 5
with fields E and 0. Setting O to 1, we find a sum rule
inherited from the underlying Gaussian process that is
quadratic in the field,〈

eβtN(J[X(tN)]+Q[X(tN)])E/2
〉

0
= eβtNNλidE

2/4 (12)

which is interpretable as the ratio of nonequilibrium to
equilibrium trajectory partition functions.

Identifying the joint probability of observing a value
of the current and frenesy as pE(J,Q) = 〈δ(J −
J [X(tN)], Q−Q[X(tN)])〉E , we can relate pE(J,Q) to its
equilibrium counterpart, using Eq. 11,

ln p0(J,Q)

tN
=

ln pE(J,Q)

tN
−β(J+Q)

E

2
+βNλid

E2

4
(13)

and thus have a means by which sampling simulations at
a variety of finite fields, we are able to reconstruct the
joint distribution, p0(J,Q), far into its tails in a man-
ner similar to parallel tempering or replica exchange.37,38

Moreover, with knowledge of the full p0(J,Q), we can in
principle compute the molar conductivity λ(E) as a con-
tinuous function of the applied field. This is done by
substituting Eq. 3 into Eq. 11,

λ(E) = lim
tN→∞

βtN
2N

〈
(δJ2 + δJδQ)eβ∆UE(J,Q)

〉
0

(14)

which provides a direct means of evaluating the conduc-
tivity. This relation extends the more familiar Einstein-
Helfand expression,39,40 which is recovered in the absence
of the external field.7 As we have detailed previously,
this route is statistically superior to the explicit esti-
mate afforded from a finite difference approximation to
the derivative of the current with applied field. In ad-
dition, the above estimator provides information on the
conductivity away from points of explicit simulation that
is reliable as along as the trajectories ensembles are well
overlapping.41 We note that as in equilibrium, fluctua-
tion relations like that above can be found for differential
quantities, unlike their integral counterparts.42
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FIG. 2. Field-dependent molar ionic conductivities for ε = 10
(top panel) and 60 (bottom panel). Black lines are computed
from reweighting p(J,Q), and symbols are computed from
finite differences of 〈J〉E versus E. Errorbars are one standard
deviation of the mean. The red dashed lines correspond to
the Nernst-Einstein molar ionic conductivities λid (Eq. 10).
The blue dashed lines correspond to the Wilson molar ionic
conductivities considering solely the effect of drag due to the
ionic atmosphere (see Eq. A1).

B. Comparison to Onsager-Wilson theory

Shown in Fig. 2 are the molar ionic conductivities com-
puted from Eq. 14 continuously as a function of the ap-
plied field and from a numerical derivative of the average
current versus applied field smoothed with a spline func-
tion. In order to apply Eq. 14, we constructed p0(J,Q)
with a series of simulations at finite fields at the loca-
tions of the direct estimate in Fig. 2, using a generalized
version of WHAM43 employing the ensemble relation in
Eq. 13 to stitch joint histograms of J and Q together. We
find quantitative agreement between both estimates, but
the calculation employing the ensemble reweighting prin-
ciple has systematically smaller statistical errors. This is

due in part to the avoidance of taking a numerical deriva-
tive and in part due to the ability to use information on
the conductivity from adjacent fields.

As previously observed,7 for the weak electrolyte ε =
10, we find a field-dependent conductivity that increases
initially quadratically before plateauing at large fields to
the Nernst-Einstein limit. At intermediate fields, the
weak electrolyte exhibits a slight maxima in ionic molar
conductivity. This peak is a consequence of markedly
non-Gaussian current fluctuations, with fat tails that
are emphasized by the nonequilibrium reweighting at fi-
nite field. This behavior is in contrast to that of the
strong electrolyte ε = 60, which exhibits a nearly field-
independent conductivity. The strong electrolyte con-
ductivity is found to saturate to the Nernst-Einstein lim-
iting value for the smallest values of the applied fields
considered.

The field-dependent conductivity was considered the-
oretically by Wilson,27 following foundational work on
the linear conductivity by Onsager and Fuoss.4 In his
work, Wilson considered a strong electrolyte in the dilute
limit, in which the pair correlations are well described by
Debye-Hückel theory in the absence of an applied field.44

From the field-dependence of the pair correlation func-
tions, a force balance on the ions leads to the following
expression of the molar conductivity7

λ(E) = λid +
∑
i,j=a,c

zi
ζi

∫
dr ρ̄jg

′
ij(r, θ|E)Fij,x(r) (15)

where r = |r|, cos(θ) = r · x̂ and g′ij(r, θ|E) =
dgE(r, θ)/dE is the derivative of the ij pair distribution
function at finite field E. The force Fij,x(r) is the com-
ponent of the pair force in the direction of the field, here
assumed to be along the x direction and ρ̄j = Nj/V .

The Onsager-Wilson predictions are shown in Fig. 2,
with the complete expressions for λ(E) shown in App. A.
In Fig. 2, we have included only the term from ionic re-
laxation, not the additional electrophoretic terms that
result from the counterflow of the solvent (i.e. ∆σrel but
not ∆σhyd in Eq. A1). This is because in our implicit
model, the latter effect is not present. Comparing the
theoretical prediction to our numerical results we find
poor agreement for the low dielectric system, with Wil-
son’s theory predicting an unphysical negative conductiv-
ity before increasing towards the Nernst-Einstein limit.
This failure is due to the break down of the Debye-Hückel
approximation, as the low dielectric constant results in a
large, nonperturbative interaction between the ions. The
agreement is better for the high dielectric system, though
the theory predicts a smaller conductivity at zero applied
field and a larger response to the field than observed in
the simulation.

In order to understand the relationship between our
numerical results and Onsager-Wilson theory, we com-
pare the response functions of the pair correlation func-
tions directly. The pair distribution, gac(r, θ|E), between
an anion and a cation can be computed exactly, up to
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quadrature,45,46 and its first order correction with ap-
plied field is simple. For a symmetric electrolyte, with
charges z = ±qe, Onsager’s theory predicts for cations
around anions

g′ac(r, θ|0) =− cos(θ)
β2z3

2πε0εκ2r2
× (16)[

(1 + κr) e−κr −
(

1 +
κr√

2

)
e−κr/

√
2

]
where κ =

√
4π`B

∑
i=a,c ρ̄iq

2
i is the inverse Debye

screening length and `B = βe2/4πε0ε is the Bjerrum
length. The predictions of Onsager theory for the re-
sponse of the pair distribution functions are shown in
Fig. 3 for 0.1M, for both ε = 60 (κ−1 = 8.4 Å) and
ε = 10 (κ−1 = 3.4 Å). The response function is asym-
metric, reflecting the polarization of the ionic distribu-
tion due to the field. Specifically, there is a build up of
cations around anions in the direction of the field and
a suppression in the opposite direction. The radial ex-
tent of the response is much larger for ε = 60 than for
ε = 10, reflecting the much stronger interactions between
the ions (hence smaller κ−1) in the latter case.

The calculation of the response of the ion pair cor-
relation function to an applied electric field within our
molecular dynamics simulations is complicated by the
use of periodic boundary conditions and finite simula-
tion volumes. The direct calculation from a finite dif-
ference of the correlation function evaluated in equilib-
rium and at small applied field predicts a polarization
of the ion distribution erroneously opposite of that pre-
dicted by Onsager-Wilson theory. Instead of computing
it from an explicit nonequilibrium simulation, we employ
a linearized version of Eq. 11 to compute the response
function directly within an equilibrium calculation.

Denoting the total configurational distribution at time
tN, ρE(rN ) = 〈δ[rN − rN (tN)]〉E , its form under applied
field E relative to its form in equilibrium is given by

ρE(rN ) = ρ0(rN )
〈eβEtN(J[X(tN)]+Q[X(tN)])/2〉0,rN (tN)

〈eβEtN(J[X(tN)]+Q[X(tN)])/2〉0
(17)

where we have rewritten the numerator as an equilibrium
average conditioned on ending in a particular configura-
tion rN (tN) at time tN. This form of a nonequilibrium
distribution is similar to the Kawasaki distribution.47–49

Assuming that the field is small, we can linearize the
exponentials to find the first order correction to the con-
figurational distribution. Invoking time-reversal symme-
try to move the conditioning to the initial time and a
sum rule to eliminate Q,6 we arrive at,

ρE(rN ) = ρ0(rN )
[
1− βEtN〈δJ〉0,rN (0)

]
+O(E2) (18)

where 〈δJ〉0,rN (0) = 〈J〉0,rN (0) − 〈J〉0 is the difference
in the time integrated current in the conditioned ensem-
ble with its equilibrium value. This result demonstrates
that the correction to the steady state distribution is just

FIG. 3. Response of the pair distribution to an applied
field for cations around an anion, at equilibrium (E = 0) for
ε = 60 (left) and ε = 10 (right). Results are shown (top) for
Onsager-Wilson theory Eq. 16 in the solid red line and from
simulations using Eq. 19 in the black symbols. Response func-
tion, g′ac(x, y|0), in the (x, y) = (r cos θ, r sin θ) plane (bot-
tom) from simulations using Eq. 19. The red (blue) color
indicates excess (depletion) of cations in the presence of a
field oriented from left to right. The color scale is conserved
in both panels but saturates at lower and higher extremes.

the entropy produced upon relaxation from a fixed ini-
tial configuration rN0 . The average current in equilibrium
is zero, but subtracting it out explicitly produces a bet-
ter estimator for the response function. Specializing to
the pair distribution by integrating over all but two ion
positions, for one ion of type i and another of type j,

g′ij(r, θ|0) = lim
tN→∞

−βgij(r, θ|0)tN〈δJ〉0,rij(0),θij(0) (19)

we arrive at a numerically tractable means of comput-
ing the change of the ion distribution function from an
equilibrium simulation. Namely we correlate an initial
density to its transient current. Analogous results have
been arrived at through alternative means for computing
the Green’s function for the velocity field due to point
force in a fluid50 or the mobility profile for a confined
fluid.51

We find qualitative similarities to Onsager-Wilson the-
ory, including an accumulation of cations in front of the
anion and a depletion at the back of the anion as shown
in Fig. 3. However, the magnitudes and characteristic
lengthscales are not quantitatively reproduced by the ap-
proximate theory, compared in Fig. 3. For both cases,
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the theory does not correctly predict the magnitude of
the response. This is due to the weak coupling approxi-
mation used in Onsager-Wilson theory that is valid only
in the limit of small κ and weak ion correlations. This
is manifested in the qualitatively inaccurate prediction
of the field-dependent conductivity for the weak elec-
trolyte, and a stronger field-dependence than observed
in the strong electrolyte. In the low dielectric solution,
ions interact strongly and are much more responsive to
the field in both the simulation and the theory. The
ionic relaxation effect decreases the conductivity from the
Nernst-Einstein value, and its overprediction is the cause
of the spurious negative conductivity predicted in Fig. 2.

III. EXPLICIT SOLVENT MODEL

We next consider a model with explicit solvent con-
ditions. Specifically, we study a NaCl electrolyte com-
posed of Na anions, Nc cations and Nw water molecules
in a volume V and fixed temperature T = 300K. We will
consider two concentrations of ions, 0.1 M and 1.0 M. As
before, the species’ positions and velocities are denoted,
rN = {r1, r2, . . . , rN} and vN = {v1,v2, . . . ,vN}, re-
spectively. These variables evolve according to the same
underdamped Langevin equation as in Eq. 1. The re-
laxation time τ = 1000 fs is used for all species. The
pairwise interaction potential Uij(r) consists of LJ and
electrostatic terms such that

Uij(r) = 4εij

[(σij
r

)12

−
(σij
r

)6
]

+
1

4πε0

zizj
r

(20)

where zi and zj are the charges on sites i and j, rij is
the site-site separation, σij and εij are the length and en-
ergy parameters, and ε0 is the permittivity of free space.
The LJ parameters for Na+ and Cl− are chosen the same
as in the implicit model, while the water molecules are
modeled with the flexible q-TIP4P/F model.52 The usual
Lorenz-Berthelot combining rules, σij = (σi + σj)/2 and

εij = (εiεj)
1/2, were used to calculate the LJ interac-

tions. Simulations are performed for 100 ion pairs and
55508 (5540) water molecules for the 0.1M (1M) solution,
using the LAMMPS code32,33 with a modified Langevin
thermostat to ensure a Gaussian distribution of the noise.
Results for the conductivity are obtained from a series of
1 ns nonequilibrium simulations for finite field between 0
and 0.1 V/Å, in steps of 0.01 V/Å, with statistical error
estimated from bootstrapping, while those for temporal
correlations are obtained from 10 independent 10 ns tra-
jectories.

A. Trajectory reweighting of multicomponent systems

As in the implicit model, the stochastic action can be
constructed by comparing the ratio of the probability to
observe a trajectory with and without a perturbing field.

The flexible water model employed allows for indepen-
dent noises to act on each atom in the water molecule,
while a rigid model would color the noise due to the im-
posed geometric constraint. For generality and for utility
in subsequent analysis, we consider different perturbing
fields with magnitudes, E = {Ei, Ew} for the ions and
water, respectively. As before, we take the field along
one cartesian direction so that the relative action de-
pends only on these magnitudes. We further introduce
the notation E(2) = {E2

i , E
2
w}. The stochastic action,

decomposed according to symmetry under time reversal,
is then

∆UE

tN
=

1

2
[J + Q] ·E− 1

4
Nλ ·E(2) (21)

which now depends on components of the currents, J =
{Ji, Jw}, and excess frenesy, Q = {Qi, Qw}, and vec-
tor Nλ = {Naλa + Ncλc, Nwλw} from the ions and the
water, respectively. The definitions of the dynamical
variables are the same as in the implicit model, where
sums are interpreted atom-wise over the specified group.
Specifically for group α = {i,w}, the associated current
is

Jα[X(tN)] =
1

tN

∫ tN

0

dt jα(t) , jα(t) =
∑
i∈Nα

zivi(t)

(22)
and frenesy,

Qα[X(tN)] =
1

tN

∫ tN

0

dt qα(t) (23)

qα(t) =
∑
i∈Nα

zi
ζi

[
miv̇i(t)− Fi(rN )

]
The constant λw introduced above in Nλ is defined for
ions as in Eq. 10, with a sum over oxygen and hydrogen
atoms, but it no longer has the interpretation of a contri-
bution to the molar Nernst-Einstein conductivity. While
the waters are flexible, they are not dissociable, and their
motion is described by a center of mass motion, with ad-
ditional rotational and vibrational modes. The charge
neutrality of the water molecule dictates that its center
of mass motion does not contribute to the ionic current,
however rotational and vibrational motions may, tran-
siently.

With the relative measure between trajectory ensem-
bles defined in Eq. 7, we can relate nonequilibrium tra-
jectory averages in the presence of the field, to equilib-
rium trajectory averages without the field. Following our
previous work,7 an average of an arbitrary observable O
under an applied field can be expressed as

〈O〉E =

〈
Oe

βtN
2 (J+Q)·E

〉
0〈

e
βtN
2 (J+Q)·E

〉
0

(24)

a weighted sum in the absence of the field. The av-
erage is over a joint equilibrium distribution that can
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be obtained by reweighting its nonequilibrium counter-
part pE(J,Q) = 〈δ(Ji − Ji[X(tN)], Qi − Qi[X(tN)], Jw −
Jw[X(tN)], Qw−Qw[X(tN)])〉E according to the equation

ln p0(J,Q)

tN
=

ln pE(J,Q)

tN
− β(J + Q) · E

2
+
β

4
Nλ ·E(2)

(25)
as before. Note that in Eq. 24, the dynamical quanti-
ties of the water are coupled with the ions through the
relative action. Even for observables that depend only
on a subset of degrees of freedom, like those of the ions,
the exponential bias correlates them with the entire set
of degrees of freedom in the system.

A practical difficulty arises in applying Eq. 25 straight-
forwardly. As J and Q are both extensive variables in
particle number and observation time, when both are
large, pE(J,Q) becomes exponentially peaked about its
most typical values, and the reweighting factors become
large enough that it is difficult to represent them nu-
merically. This makes performing the reweighting cum-
bersome. A solution is found for observables that depend
only on the ion degrees of freedom, by treating the contri-
bution to the reweighting factor from the water approxi-
mately. An accurate approximation can be found by first
writing the joint distribution using Bayes theorem,

pE(J,Q) = pE(Ji, Qi|Jw, Qw)pE(Jw, Qw) (26)

= pE(Ji, Qi|Jw, Qw) exp[−NwtNIE(j̄w, q̄w)]

where the first term on the right hand side is a condi-
tional probability, and in the second line IE(j̄w, q̄w) is
the rate function for intensive variables j̄w = Jw/Nw and
q̄w = Qw/Nw. The form of the marginal distribution of
the water variables is known as a large deviation form,
and holds in the limit of large number of particles and
observation time. Under the assumption that the joint
distribution IE(j̄w, q̄w) is peaked in (j̄w, q̄w), we use a
saddle point approximation to evaluate their contribution
to the reweighting factors in Eq. 24. For the marginal dis-
tribution of the ion variables p0(Ji, Qi) this leads to an
approximate reweighting,

ln p0(Ji, Qi) ≈ ln pE [Ji, Qi|j∗w(Ew), q∗w(Ew)]

− βtN(Ji +Qi)
Ei

2
−N (Ei, Ew)

(27)

where [j∗w(E), q∗w(E)] denotes the maximizer

[j∗w(E), q∗w(E)] = argmin
(j̄w,q̄w)

{ IE(j̄w, q̄w) + β(j̄w + q̄w)E/2}

(28)
and the normalization constant N (Ei, Ew) becomes

N = NwtNIEw(j∗w, q
∗
w)+

β

2
NwtN(j∗w+q∗w)Ew−

β

4
tNNλ·E(2)

(29)
which depends only on the applied external fields, not on
any fluctuating variables.

We use this approximate expression for the reweight-
ing procedure in the results presented below. As the

extensive dynamical variables related to water molecules
are usually larger in magnitude compared to the ions by
an order of magnitude, due to Nw � Ni, this expression
greatly reduces numerical issues in dealing with the expo-
nential of very large numbers. Note that when the rate
function IE(j̄w, q̄w) is quadratic, or the ions and water
are uncorrelated, this approximation is exact. Outside of
those regimes, we still find it admits a faithful approxima-
tion to the exact reweighting relation in Eq. 25, especially
when using additional fields to reconstruct ln p0(Ji, Qi)
far into the tails of the distribution.

To compute the molar ionic conductivity, we can
straightforwardly adapt Eq. 14. We first consider the
physical condition where the same field Ei = Ew = E
is applied on the whole system. The ionic conductivity
defined as λ(E) = (1/Ni)d〈Ji〉E/dE can be computed as

λ(E) = lim
tN→∞

βtN
2Ni

〈
(δJ2

i + δJiδQi + δJiδJw

+δJiδQw)eβ∆UE[X(tN)]
〉

0
(30)

which includes both the self-correlations among the
ions, and the cross-correlations between ions and water
molecules. This becomes evident upon a Taylor expan-
sion on Eq. 30 to second order in the applied field, where
the long time limit is implied but suppressed for brevity,

λ(E) =
βtN
2Ni

(〈
J2

i

〉
0

+ 〈JiJw〉0
)

+
3β3t3N
8Ni

(
1

6

〈
J4

i

〉
0
− 1

2

〈
J2

i

〉2
0

+
1

2

〈
δ(J2

i )δ(Q2
i )
〉

0

+
1

2

〈
J3

i Jw

〉
0
− 3

2
〈JiJw〉0

〈
J2

i

〉
0

+
〈
δ(J2

i )δ(QiQw)
〉

0

+
1

2

〈
δ(JiJw)δ(Q2

i )
〉

0
+

1

2

〈
δ(J2

i )δ(J2
w))
〉

0
− 〈JiJw〉20

+
1

2

〈
δ(J2

i )δ(Q2
w)
〉

0
+ 〈δ(JiJw)δ(QiQw)〉0 +

1

6

〈
JiJ

3
w

〉
0

−1

2
〈JiJw〉0

〈
J2

i

〉
0

+
1

2

〈
δ(JiJw)δ(Q2

w)
〉

0

)
E2 +O(E4)

(31)
where time-reversal and spatial symmetry are invoked to
eliminate terms of zero value.

Alternatively, one can construct an artificial pertur-
bation where Ei = E and Ew = 0, where the external
field is only applied to the ions. While this condition is
not physical, its utility is illustrated in the expression for
molar ionic conductivity,

λ̃(Ei) = lim
tN→∞

βtN
2Ni

〈
(δJ2

i + δJiδQi)e
β∆UEi

[X(tN)]
〉

0

(32)
where compared to Eq. 30, all the cross-correlations be-
tween the ions and the water disappear in the Taylor
expansion, where again the long time limit is implied

λ̃(Ei) =
βtN
2Ni

〈
J2

i

〉
0

+
3β3t3N
8Ni

(
1

6

〈
J4

i

〉
0
− 1

2

〈
J2

i

〉2
0

+
1

2

〈
δ(J2

i )δ(Q2
i )
〉

0

)
E2
i +O(E4

i )

(33)
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FIG. 4. Field-dependent conductivities of the explicit model
where an external field is applied on both the ions and water
(black), and only applied on the ions (blue). The lines are
computed from the reweighting method, while the symbols
are computed from finite differences of 〈Ji〉E versus E, with
one standard deviation as errorbars. The top are computed
at 0.1 M and bottom 1.0 M. Green tick marks on the left axis
denote the MSA prediction for E = 0.

Thus by comparing the conductivity under the two sce-
narios, we can obtain an estimate of the contribution
from ion-water correlations, which is not readily ex-
tracted from direct simulations and integrations of cor-
relations functions.

B. Ion-water correlations suppress nonlinear response

Shown in Fig. 4 are the field-dependent conductivi-
ties of the explicit solvent system at two concentrations,
0.1M and 1M. The reweighted results for both are com-
puted from Eq. 27 using tN = 10fs, which is long enough
to justify the saddle point approximation and converge
the mean reweighted current. Specifically, we first con-

structed p0(Ji, Qi) using a series of simulations at finite
fields at the locations of the direct estimate in Fig. 4,
and the generalized version of WHAM to stitch joint his-
tograms of Ji and Qi together. Additionally, we have
computed the conductivity from a numerical derivative
of the average current directly from a set of simulations
at fixed field. While the two estimates are in good quan-
titative agreement, the statistical errors are much smaller
for the reweighted results, as data across the whole fields
are supplemented in each estimate.

We find the conductivity is only weakly dependent on
the field and the curve is well fitted by a polynomial with
a positive fourth order and a negative second order term.
The curves for the two different concentrations, 0.1M and
1M are remarkably similar, though the latter exhibits a
consistently lower conductivity. The conductivity at zero
field for both concentrations is suppressed relative to its
value at infinite dilution, or compared to its implicit sol-
vent value. For 0.1M, the ionic molar conductivity at zero
field agrees well with the result from the mean spherical
approximation (MSA, see App. B),53 which is equal to 78
S cm2/mol using ionic radii rc = 3.05Å and ra = 3.62Å ).
This agreement implies that at 0.1M, the dynamical re-
sponse of the ions is well described by Gaussian fluctua-
tions in the density and velocity fields.54,55 More details
are available in App. B. MSA however overpredicts the
conductivity at 1.0 M with a value of 72 S cm2/mol, re-
flecting the underestimation of ionic correlation effects.
At unphysically high fields, there is a significant nonlin-
ear response due to the dielectric saturation of the sol-
vent, see App. C.

From the ensemble reweighting theory presented in the
previous section, we have a means of decoupling the con-
tributions to the field-dependent conductivity from the
solvent and those from the ions. Specifically, we can use
a generalized ensemble where only a field is applied to the
ions, not the water, to deduce which correlations suppress
the field-dependence that result directly from the water.
When the field is only applied on the ions for both con-
centrations, the conductivity grows quadratically with a
large positive second order term. This is shown in Fig. 4.
The drastic difference between these two sets of results
can be unravelled by a comparison between the gener-
alized fluctuation-dissipation relationships in Eq. 31 and
Eq. 33, where all cross-correlations between the ions and
water are absent from the latter expression. More specif-
ically, the lower conductivity at zero field when the field
is applied on both the ions and water is a direct result
of negative correlations in 〈JiJw〉0 at equilibrium. The
negative second order coefficient results from the neg-
ative fourth order correlations between ions and water,
among which the dominant term is

〈
δ(J2

i )δ(Q2
w)
〉

0
due to

the larger number of water molecules and subsequently
larger fluctuations in Qw.

To gain more physical insight into the relevant correla-
tions, we rewrite the equation for the conductivity using
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FIG. 5. Time correlation functions for field-dependent con-
ductivities of 0.1 M explicit solvent solution. (Top) time
correlation functions GJ(t) = Cjiji(t) + Cjijw(t) for E = 0
and E = 0.1 V/Å. (Middle) Contributions to the conductiv-
ity from current-current and current-frenesy for E = 0 V/Å.
(Bottom) Contributions to the conductivity from current-
current and current-frenesy for E = 0.1 V/Å. Throughout
errorbars are one standard deviation from the mean.

time integrated correlation functions

λ(E) = lim
tN→∞

βtN
2Ni

〈
δJ2

i + δJiδJw + δJiδQi + δJiδQw

〉
E

=
β

Ni

∫ ∞
0

dt [GJ(t) +GQ(t)]

(34)
where GJ(t) = Cjiji(t) + Cjijw(t), with

Cjiji(t) = 〈δji(0)δji(t)〉E

Cjijw(t) =
1

2
〈δji(0)δjw(t) + δji(0)δjw(−t)〉E

(35)

and GQ(t) = Cjiqi(t) + Cjiqw(t), with

Cjiqi(t) =
1

2
〈δji(0)δqi(t) + δji(0)δqi(−t)〉E

Cjiqw(t) =
1

2
〈δji(0)δqw(t) + δji(0)δqw(−t)〉E

(36)

The conductivity away from equilibrium is a sum of the
integrated current-current correlation function, denoted
by GJ , and integrated current-frenesy correlation func-
tion, denoted by GQ. At zero field, GQ is zero due to
time reversal symmetry, leaving GJ as the only con-
tribution to the zero-field conductivity. At finite fields
when GQ should contribute to the conductivity as well,
for the concentrations studied, we find that the contri-
bution from Cjiqi(t) is negligible compared to the other
three terms. This is due to the screening effect of the
explicit water molecules that results in the ions being
largely dissociated, so that the effect of ion-ion interac-
tions arises mainly from the relaxation of the ionic cloud
rather than from ion pairing and is thus weaker than
short-range ion-water interactions. The Cjiqw(t) term
exhibits large statistical fluctuations due to the larger
number and stronger intramolecular forces of the water
molecules, and is thus much more difficult to converge by
brute force calculations. We have to infer its contribution
from the measured conductivities using the generalized
fluctuation-dissipation relationships.

Figure 5 shows the current-current contribution to the
response function for the 0.1M explicit system at equi-
librium E = 0 and at a finite field E = 0.1V/Å. Also
in Fig. 5, the total correlation function for E = 0 and
E = 0.1V/Å are decomposed into their various pieces.
At zero field, both the ion-ion current self-correlation
and the ion-water current cross-correlation exhibit no-
ticeable recoil effects evident in transient negative corre-
lations. The former (ion-ion), which spreads over longer
timescales, integrates to a positive contribution, and is
the only term responsible for the zero-field conductivity
when the field is only applied to the ions. The latter
(ion-water) integrates to a much smaller negative con-
tribution, which accounts for the difference between the
zero-field conductivities between the two sets in Fig. 4.
At a higher field E = 0.1 V/Å, the recoil effect in both
correlations is reduced, resulting in a larger integrated
value of both current-current correlation functions, and
a more positive GJ(t).

We can infer the large contribution from Cjiqw(t) at fi-

nite field by contrasting the behavior of λ(E) and λ̃(E).
In the case where the field is applied only on the ions,
the correlation function Cjiji(t) integrates to a similarly
large contribution as in the case when the field is ap-
plied to both ions and water, and one that is larger than
its zero field value. As Cjijw(t) and Cjiqi(t) are persis-

tently small at E = 0.1V/Å, the large difference differ-

ence between λ(E) and λ̃(E) must result from signifi-
cant negative contributions in the current-frenesy corre-
lation function Cjiqw(t) between the ions and the water.
The physical origin of this negative correlation is the re-
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FIG. 6. Time correlation functions for field-dependent con-
ductivities of 1.0 M explicit solvent solution. (Top) time
correlation functions GJ(t) = Cjiji(t) + Cjijw(t) for E = 0
and E = 0.1 V/Å. (Middle) Contributions to the conductiv-
ity from current-current and current-frenesy for E = 0 V/Å.
(Bottom) Contributions to the conductivity from current-
current and current-frenesy for E = 0.1 V/Å. Throughout
errorbars are one standard deviation from the mean.

laxation effects that result from ion displacements that
transiently distort the local dielectric environment and
generate a restoring force on the water molecules from
the compensating ionic cloud left behind. This term
dominates the total correlation function and compensates
the increase in the current-current correlation functions,
yielding a weak dependence on field of the conductivity.
Thus while the current-frenesy correlation function is dif-
ficult to compute explicitly, from the above analysis we
are able to infer its effect using the decomposition of time
correlation functions.

Figure 6 shows the correlation functions for the 1.0 M
system. Qualitatively, they are very similar to those for
the 0.1 M solution. Both systems exhibit noticeable re-
coil effects in the current-current function due to ion-ion
terms. In the 1.0 M solution, the transient negative cor-

relation is larger than in the 0.1 M solution. This is also
true for the current-current function due to ion-water
terms. The combination of these negative correlations
results in the reduced conductivity at E = 0 V/Å. As for
the small concentration, the currrent-frenesy correlations
from ion-ion terms are negligible even at 0.1 V/Å, and the
suppressed field-dependence results from the currrent-
frenesy correlations from ion-water terms.

IV. COMPARISON BETWEEN IMPLICIT AND
EXPLICIT SOLVENTS

The ability to efficiently compute field-dependent con-
ductivities generally enables a comparison between differ-
ent solvent representations. Comparing the implicit and
explicit models, we find that at the same concentration of
0.1 M the conductivity in the implicit model is higher by
nearly 30 %. The implicit model has been parameterized
to yield the correct limiting conductivity in the infinite
dilution regime, so the enhanced conductivity in the im-
plicit model at zero applied field results from an inaccu-
rate description of ion-ion correlations. It is well known
that inter-ionic correlations are not accurately described
by screening by a lone dielectric constant, as explicit sol-
vent models induce potentials of mean force between ions
that exhibit significant structure.56 Additionally, in our
study only the explicit model considers hydrodynamic
effects that result from momentum transfer and counter
flows around the ion. When we neglect hydrodynamic
effects for the implicit solvent, we find consistent agree-
ment between Onsager’s theory and MSA for the strong
electrolyte. Indeed, in the dilute limit MSA reduces to
Wilson’s theory. However, neither linear theory is ca-
pable of describing the weak electrolyte, as both MSA
and Onsager’s theory erroneously predict a negative con-
ductivity. MSA is capable of qualitatively predicting the
reduced conductivity with concentration for the strong
electrolyte, but is not quantitatively accurate.

With application of an electric field, we find that both
the implicit and explicit models have a nearly constant
conductivity for this strong electrolyte system, but for
different reasons. The implicit model saturates its con-
ductivity to the Nernst-Einstein value at zero field. In-
creasing the field has little effect on the already weak
ion correlations. The nearly constant conductivity in the
explicit model, however, results from a balancing of de-
creased inter-ionic correlations that act to increase the
conductivity with increased ion-water correlations that
suppress it. In other models, there is no reason that
these need to be so carefully balanced, suggesting that
care should be taken in interpreting results of implicit
models under large applied fields.
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V. CONCLUSION

We have shown how to relate dynamical fluctuations of
molecular quantities within nonequilibrium steady states
to observable macroscopic response for detailed molec-
ular models of electrolyte solutions. Such calculations
are made possible formally by advances in the theory of
nonequilibrium steady states6 and numerically by em-
ploying an ensemble reweighting relation that enables an
importance sampling of a probability distribution of time
integrated functions.7 Considering the field-dependence
of the ionic conductivity, we have shown how nonlinear
relationships between an ionic current and applied elec-
tric field can emerge in weak electrolytes as ion correla-
tions are reduced, and how they are mitigated in strong
electrolytes due to persistent solvent friction. Whereas
for strong electrolytes at low concentrations, existing ap-
proximate theories27,53 can accurately predict the con-
ductivity and its field-dependence, for weak electrolytes
or elevated concentrations these theories break down.

In the explicit solvent case, the present theoretical
and numerical techniques also provide new opportuni-
ties to investigate coupled charge and mass transport in
electrolytes57 or the origin of the frequency-dependent
solvent friction on the ions and its consequences on the
conductivity of electrolyte solutions.58–60 The present ap-
proach with explicit solvent can also be used to test
theories beyond the hypotheses underlying that of On-
sager and Wilson, such as based on lattice models,61 fluc-
tuating hydrodynamics62,63 or stochastic density func-
tional theory.64 While we have considered bulk solutions
of monovalent electrolytes, our approach is straightfor-
wardly applied for multivalent ions, where nonlinear re-
sponses due to field-induced ion pair dissociation should
be more prominent, and can be extended to instances
of transport in confinement,65–69 in which case general-
izations of Eq. 19 for nonlinear response may provide
insight into recent experimental observations.70 Further,
the efficient evaluation of the field-dependent conductiv-
ity could be straightforwardly applied to complex fluids
like ion transport in polymer electrolytes, which may pro-
vide design principles for energy storage devices.71
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Appendix A: Onsager-Wilson theory

In the main text, we compare our results with Onsager-
Wilson analytical theory for the field-dependent conduc-
tivity. The theory considers both a relaxation effect, de-
rived from the perturbation of the ionic atmosphere in
the presence of the field, and hydrodynamic effect, calcu-
lated by solving the Navier-Stokes equation. For a sym-
metric electrolyte consisting of point ions with charges
±|q|e and concentration ρ̄ in a solvent with relative per-
mittivity ε and viscosity η, the conductivity is given by:1

σ(E) = σ0 −∆σrel(β|q|eE/κ)−∆σhyd(β|q|eE/κ) (A1)

with σ0 the Nernst-Einstein conductivity. The second
and third terms account for the relaxation of the ionic
cloud and for hydrodynamic interactions between ions,
respectively. These depend naturally on the reduced field
x = β|q|eE/κ, with κ the inverse of the Debye screening
length. Specifically, the two contributions are

∆σrel(x) = σ0
κ`B
2
h(x) (A2)

and

∆σhyd(x) =
2ρ̄|q|e
6
√

2πη
f(x) (A3)

with two smooth functions

h(x) = − 1

2x3

[
−x
√

1 + x2 + tan−1 x√
1 + x2

+
√

2x− tan−1
√

2x
]
. (A4)

and

f(x) = 1 + 3
4
√

2x3

[
2x2 sinh−1 x− x

√
1 + x2 +

√
2x

−(1 + 2x2) tan−1
√

2x+ (1 + 2x2) tan−1 x√
1+x2

]
(A5)

representing the contributions form the ion relaxation
and hydrodynamic effects, respectively. Full equations
for the field-dependent pair distribution function can be
found in Ref. 46.

Appendix B: Mean spherical approximation

We report here the expression for the conductivity at
equilibrium (E = 0) within the mean spherical approxi-
mation (MSA).73 MSA is a refinement over the Onsager-
Fuoss theory, considering excluded volume effects on both
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electrostatic and hydrodynamic interactions. We con-
sider an electrolyte consisting of ions with diameters σi,
charges zi = qie and concentrations ρ̄i (in m−3) in a
solvent with relative permittivity ε and viscosity η:53

σMSA =
∑
ij

ρ̄iqiqj
Lij
T

(B1)

where Lij are the Onsager coefficients defined by

Lij
T

=

(
Di

kBT
δij + Ωij

)(
1 +

δF relj

F extj

)
(B2)

with Ωij related to the hydrodynamic interactions be-

tween the particles and
δF relj

F extj
the relaxation term. The

former is obtained from the equilibrium distribution
h0
ij(r) function

Ωij =
2

3η
ρ̄j

∫ ∞
0

rh0
ij(r)dr . (B3)

Expanding h0
ij(r) within the MSA into several contribu-

tions results in the following expression:

Ωij = ΩHSij + Ωc1ij + Ωc2ij (B4)

where ΩHSij is the hard sphere electrophoretic term, Ωc1ij
the MSA electrostatic term, Ωc2ij the second-order elec-
trostatic term. The hard-sphere electrophoretic term is
given by

ΩHSij = − (σj + σj)
2

12η
ρ̄j

1− X̃3/5 + X̃2
3/10

1 + 2X̃3

(B5)

with X̃3 = π
6

∑
ρ̄i

3X1X2/X0+X3

4X0
where Xn = π

6

∑
ρ̄iσ

n
i .

Introducing the screening parameter Γ,

Γ =

[
π`B

∑
i

ρ̄i

(
qi

1 + Γσi

)2
]1/2

(B6)

the MSA electrostatic term is

Ωc1ij = − 1

3η

qiqj`Bρ̄j

(1 + Γσi)(1 + Γσj)
(

Γ +
∑
k ρ̄k

π`Bq2kσk
(1+Γσk)2

)
(B7)

and the second-order electrostatic term is

Ωc2ij =
`2Bρ̄

2
jq

2
i q

2
j

3η(1 + Γσi)(1 + Γσj)
e2κσij

∫ ∞
2κσij

e−u

u
du (B8)

with σij = (σi + σj)/2. The relaxation term in Eq. B2
is obtained from relaxation force acting on each particle.
In the linear response regime, this results in:

δF relj

F extj

= −
κ2
ij

3

sinh(κijσij)

κijσij

∫ ∞
σij

rh0
ij(r)e

−κijrdr (B9)

FIG. 7. (left) High field behavior of the lower concentration,
explicit solvent system in an ensemble with the field on both
the water and the ions, Ei = Ew = E (black) or just on the
ions Ei = E and Ew = 0 (blue). Lines are computed from
reweighting p0(J,Q), and symbols are computed from finite
differences of 〈J〉E versus E. Errorbars are one standard de-
viation of the mean. The red dashed line corresponds to the
Nernst-Einstein molar ionic conductivity λid. (right) Char-
actoristic snapshots from the molecular dynamics simulations
at E = 0 (top) and E = 0.15V/Å (bottom).

with:

κ2
ij = 4π`B

ρ̄iq
2
iDi + ρ̄jq

2
jDj

Di +Dj
(B10)

For consistency with the hydrodynamic terms, the inte-
gral is considered up to the same (second) order in the de-
velopment of the equilibrium pair distribution h0

ij within
the MSA. This leads to

δF relj

F extj

=
δE(1)

E
+
δE(2)

E
(B11)

where

δE(1)

E
=

−κ2
ij |qiqj |

24πε0εkBTσij(1 + Γσi)(1 + Γσj)
×

1− e−2κijσij[
κ2
ij + 2Γκij + 2Γ2 − 2π`B

∑
ρ̄k

q2k
(1+Γσk)e

−κijσk
]

δE(2)

E
=
−κij`2Bq2

i q
2
j sinh(κijσij)

σij(1 + Γσi)2(1 + Γσj)2
e2κσij

×
∫ ∞

(κq+2κ)σij

e−u

u
du

Within the MSA approximation, the only unkown pa-
rameters are the diameters of the ions. The values re-
ported in the main text are those of Ref. 53.
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Appendix C: High field behavior in the explicit model

While the ionic conductivity under the moderate field
considered in Fig. 4 is weakly field-dependent, it does
eventually grow quadratically under very high fields as
shown in Fig. 7. The conductivity is found to exceed the
Nernst-Einstein limit for free ions. However, this behav-
ior is unphysical. Under fields higher than E = 0.1 V/Å,
in our molecular simulations, we find that the dipoles
of the water molecule all align with the high field, re-
straining dipole fluctuations, and leading to dielectric
breakdown. Further, water molecules will start to spon-
taneously dissociate at such high fields,74 which is not
allowed due to the constraints on water molecules in our
model.
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