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Dynamic and distributional properties of prices
Peter D. Kvam (pkvam@indiana.edu) & Jerome R. Busemeyer (jbusemey@indiana.edu)

Department of Psychological & Brain Sciences, Indiana University
1101 E 10th St, Bloomington, IN 47405, USA

Abstract

Most models of pricing embody a static, deterministic theory
of value where the monetary amount people assign to an item
is computed as a fixed function of its attributes. Preference re-
versals — where prices assigned to gambles conflict with pref-
erence orders elicited through binary choices – indicate that
the response processes going into value assessments are impor-
tant. In this paper, we additionally show that price responses
are sensitive to time pressure, suggesting a dynamic underlying
cognitive process. We also show that the elicited price distribu-
tions can possess strong positive or negative skew, indicating
that diverging information is used to generate buying versus
selling and certainty equivalent prices. We develop a computa-
tional cognitive model that predicts these continuous distribu-
tions of price responses and how they change over time, show-
ing that it can account for the major dynamic and distributional
properties of prices and decisions.

Keywords: pricing, cognitive model, buying, selling, cer-
tainty equivalent

Introduction
The ability to compute and represent value is a core com-
ponent of our capacities for making preference-based judg-
ments and decisions. Responses corresponding to monetary
value like buying prices, selling prices, or certainty equiva-
lents give insight into these representations by assigning the
observed features of an item to a single value on an external
scale. In turn, these prices allow us to compare the values as-
signed to multiple items and establish a preference order over
a set of options. They are therefore of central importance to
our understanding of preference, serving as a straightforward
expressions of item value.

Most common theories of preference based on subjective
expected utility (von Neumann & Morgenstern, 1944; Sav-
age, 1954) or prospect theory (Kahneman & Tversky, 1979;
Tversky & Kahneman, 1992) posit a static and deterministic
view of monetary value, where the attributes of an item are
transformed into a utility and multiplied by their (weighted)
likelihood to compute an overall value. Decisions are as-
sumed to be made by comparing these computed values and
picking the higher value item out of a pair, sometimes with
some error in the value estimates or choice rates to capture
the associated variability in behavior. However, mounting ev-
idence has suggested that this view of value is insufficient to
fully characterize the rich patterns of decision and pricing be-
havior people exhibit. One example comes from the reversals
in apparent preference when monetary gambles are presented
as a pair for a decision (where A is chosen over B) versus
when they are priced individually (where B is priced higher
than A). This phenomenon emphasizes that the method of
eliciting value comparisons impacts their apparent preference
order (Grether & Plott, 1979; Birnbaum et al., 2016), suggest-

ing that the response processes going into judgments and de-
cisions play a substantial role in manifest preferences. Tver-
sky et al. (1990) explained this gap in terms of the weights
assigned to probabilities and payoffs for gambles, suggesting
that more attention was paid to probability information when
gambles were priced individually.

However, this account does not paint a complete picture
of prices and decisions. The price assigned to a gamble also
changes as a function of the type of price being elicited, such
as the selling price (willingness to accept / WTA) versus buy-
ing price (willingness to pay / WTP). Thaler (1980) attributed
this divergence to an asymmetric utility between items that
are potentially being received (buying) as opposed to given
away (selling). Thaler proposed that the different utilities re-
sulted from a shift in the reference point of the buying and
selling prices: a failure to buy an item is seen as foregoing
a gain, whereas selling an item is seen as a loss from a su-
perior monetary position. Assuming loss aversion in value
computation, different weights are assigned to the same pay-
offs, resulting in diverging prices between buying and selling
(an endowment effect).

Such an account potentially explains why there is a mean
gap between the two types of prices, but would not account
for temporal or distributional differences between them. In
this paper, we show why such an account is still insufficient
for fully characterizing price judgments. Instead, we de-
velop a theory that expands on previous work by Johnson &
Busemeyer (2005), who proposed that the utilities assigned
to dollar values may be consistent across different types of
responses but that the response-generating processes lead to
diverging decisions and prices. Two key findings in support
of this theory – and the one proposed here – are 1) the vari-
ance of prices increased as the outcomes of the gambles be-
came less certain (approached 50-50 for 2-outcome gambles);
and 2) preference reversals could be explained by a theory of
response processes that does not assume different utility map-
pings for different types of prices.

This paper expands on these results and models by devel-
oping a computational cognitive model of pricing that pre-
dicts a complete joint distribution of price responses and as-
sociated response times. The model proposes that judgments
are made by combining initial price biases – based on the
type of price elicited, WTA / WTP – with information about
each gamble that is considered over time. The prior prices are
determined by the perspective of the decision-maker; for ex-
ample, a seller would naturally be biased to start with a higher
prior price than a buyer would. Over time, the decision-maker
considers the characteristics of the item they are pricing. In
the case of monetary gambles, this involves considering (util-
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ities of) the payoffs and the chance of receiving each one.
As they consider different outcomes, their preference state
shifts toward the utility of the outcome or attribute currently
under consideration. Over time, this yields a dynamic pro-
cess whereby initial prices give way to prices influenced by
the attributes of the items under consideration and support for
different price judgments is generated. Once enough support
for one of the available judgments is generated, a decision-
maker can halt the information gathering process and make
their response.

This characterization of pricing entails a dynamic process
in which the distributions of resulting prices depend both on
the type of price elicited and the characteristics of the gam-
ble(s) offered. Therefore, we examine how judgments change
over time as well as directly examine the distributions of buy-
ing, selling, and certainty equivalent (“perspective-neutral”)
prices. The effect of time is evaluated through by including a
time pressure manipulation whereby participants are encour-
aged to either make their response within a certain time frame
(speed emphasis) or take their time in order to make sure they
give the most representative price (precision emphasis). Fur-
thermore, we examine the shape of the distributions of price
responses in each of the different types of judgments (buying,
selling, rating). Finally, we examine how these price judg-
ments compare to other methods of preference elicitation like
binary choice, where apparent reversals in valuation have pre-
viously been shown (Lichtenstein & Slovic, 1971).

Methods
The study was aimed at evaluating the effects of time pressure
and price type on the prices people assigned to different gam-
bles. The gambles shown consisted of a payoff ($0-20) and a
chance of winning (0-100%). A total of 32 Indiana University
undergraduate students completed the experiment for course
credit. Each participant completed 240 trials of the experi-
ment, spread across 8 conditions: a full factorial design with
4 response conditions and 2 time pressure conditions. The 4
different response conditions were:

1. Buying / WTP, where participants responded to a gamble
with the amount of money they would pay to play it;

2. Selling / WTA, where participants gave the amount of
money they would accept in order to give up the chance
to play the gamble;

3. Certainty equivalent [CE], where participants responded
with a price that they believed was equal in value to the
gamble (perspective-neutral); and

4. Choice, where participants selected which of a pair of gam-
bles presented on the screen they would prefer to play.

Each trial began when the participant clicked inside a fixa-
tion circle presented in the middle of the screen (upper left of
Figure ). In the choice trials, two gambles appeared – one on
either side of the screen. Participants entered their response

(selected the gamble they preferred to play) by clicking the
left or the right mouse button to choose the gamble on the left
or right side of the screen, respectively. Response times were
recorded from the time the gambles appeared to the time the
participant clicked one of the mouse buttons.

Figure 1: Diagram of the price rating task. Participants were
reminded before each trial what type of response they were
giving (buy / sell / rate) and whether there was time pressure
(speed / precision; left panel). They gave their response by
clicking on a semicircular scale (middle / right panels).

On the buying, selling, and rating trials, after clicking the
circular fixation, participants instead saw a single gamble ap-
pear in the middle of the screen along with a semicircular
scale like the one shown in Figure (middle / right panels).
They gave their price response using this scale. When their
mouse reached the edge of the semicircle, the price indi-
cated by the position of the mouse was shown in parenthesis
above the gamble (Figure , right panel). They confirmed this
amount and entered their response by clicking on the scale at
the desired price. Again, response times were recorded from
the time the gamble appeared on-screen until the participant
made their response by clicking the mouse. Mouse position
during each trial was also recorded but it is not analyzed here.

In addition to the four response type conditions, we also in-
cluded a time pressure manipulation. This divided trials into
two types, speed and precision trials, which were crossed with
the response type manipulation for a total of eight conditions.
In the speed conditions, participants had to respond in less
than 5 seconds for the pricing conditions (buying / selling /
CE) or less than 2 seconds for the choice condition. They
were shown an error message and experienced a short (3.5
second) delay after any trial on which they failed to respond
within this time frame. In the precision condition, partici-
pants were asked to respond within 10 cents of the desired
price in the pricing conditions or prompted to make their se-
lection carefully in the choice condition.

The directions for the time pressure and response type con-
ditions were given at the start of each block of trials, and par-
ticipants were reminded which condition they were in by text
above and below a fixation circle in the middle of the screen
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(Figure , left panel) at the start of every trial as well. Over the
course of the study, participants saw 60 different individual
gambles (repeated 3 times each) across pricing trials, and 30
pairs of gambles (repeated 2 times each) in the choice trials.
Trials were blocked by condition, so that every participant
saw 30 trials (1 block) of each of the 8 conditions for a total
of 240 trials.

Results
The primary interest was the pricing trials and how partici-
pants responded to time pressure. The traditional utility and
prospect theory models all predict that each individual can
have a different utility and probability weighting function.
Therefore, we compare predictions that include time as a fac-
tor against a “null” model that includes participant, payoff,
probability, and the interaction between payoff and probabil-
ity as factors predicting price responses. Of course, one could
also include response type as a factor in the null model to ac-
count for an endowment effect. The null model simply serves
as a baseline to see how much, if at all, we can gain by allow-
ing other factors (manipulations) into consideration.

We compared this static / null model against a linear model
predicting ratings as a function of response type (Type) and
time pressure (Time) as well as the payoff ($), chance of
winning (%), and their interactions. This was done using
Bayesian model comparison, which shows the improvement
in predictions that was generated by including Time and Type
in the linear model. The results are shown in Table . The
Bayes factor (BFInclusion) reflects the posterior odds of the
model including the effect in the left-hand column relative
to the null model, and the posterior probability that the fac-
tor should be included (P(incl|data) (Rouder et al., 2012).
This model used the default priors give in JASP (JASP Team,
2017), which gives equal marginal prior probability to each
individual factor and the joint probability of the set of factors
(unweighted product) as the prior for all interactions.

The Bayes factors showed strong support for effects of both
rating type (Type) and time pressure (Time), as well as an
interaction between trial type and the payoff of the gamble
(Type*$). In general, buying prices were lower than sell-
ing prices and ratings, as we should expect given theories
of endowment or reference point adjustment (Thaler, 1980).
While selling and buying prices were higher under time pres-
sure (speed), certainty equivalents appeared relatively stable
across time (Figure ).

These results clearly emphasize the importance of time
pressure, illustrating that the prices people assign to gambles
vary as a function of when they make them. It therefore pro-
vides support for using a dynamic model of the judgment pro-
cess like the one we propose.

Another critical feature of the price responses we observed
in the experiment is their distributions, and more specifically
how these distributions changed based on the type of trial.
The mean prices were clearly higher in the selling (and rating)
trials than the buying trials, but this could be due to means

Effects P(incl|data) BFInclusion
Time 0.984 4.882
Type 1 3.149e+13
Time*Type 0.048 0.038
Time*% 0.195 0.142
Time*$ 0.126 0.084
Type*% 0.055 0.034
Type*$ 0.874 4.057
Time*Type*% 3.809e -5 1.904e -4
Time*Type*$ 3.403e -4 0.002
Time*%*$ 0.002 0.006
Type*%*$ 0.002 0.008
Time*Type*%*$ 2.174e-10 1.804e -8

Table 1: Posterior probability (P(incl|data)) and Bayes factor
(BFInclusion) for inclusion of time pressure (Time), trial type
(buying / selling / CE; Type), and interaction factors relative
to a “null” model that included only payoff ($), probability
(%), and their interaction.

shifts in a symmetric distribution or changes in the relative
skew of buying and selling prices. The latter seems to be
the case, indicated by the diverging distributions for buying,
selling, and CE prices.

Three illustrative examples from the 60 gambles partici-
pants rated are shown in Figure 3. Comparing the location of
the median (dots in Figure 3) against the mean (dashed ver-
tical lines in Figure 3) allows us to examine the skew of the
distributions. These distributions of prices show a few im-
portant properties that appeared consistently across gambles
in the experiments. The first is the order of different types
of prices – by both metrics of central tendency, buying prices
were lowest, CE prices in the middle, and selling prices the
highest.

The second thing to note is the skew of the price responses.
Buying prices were almost always right-skewed, with the
median (and mode) below the mean buying price. At low
chances of winning (bottom panel of Figure 3), selling and
CE prices were also right-skewed, but this changed as the
chance of winning increased (middle and top panels of Fig-
ure 3). While CE prices tended to have a more rightward
skew in general, both selling and CE prices showed a strong
left skew when chances of winning were high. In these cases,
they piled up around the potential payoff amount, with al-
most no responses above the payoff. As we might expect,
there were very few responses above the maximum payoff,
and those that were can largely be attributed to motor error.

Finally, the high-variance gambles (with chances of win-
ning closer to 50%) like the one shown in the middle panel of
Figure 3 showed higher variance in price distributions. The
variance in anticipated outcomes translated into variance in
represented value, indicating that shifts in the probability at-
tribute produce distributional changes beyond the mean shift
in price we would expect from traditional utility models.
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Figure 2: Mean buying (WTP), selling (WTA), and value es-
timation (rating) judgments as a function of time pressure.
Error bars indicate ±1 unit of standard error.

Modeling
Given the multifaceted character of the price data, what sort
of theory can account for the impacts of time, type of price
response, payoffs, and probabilities of winning? The results
of the study suggest that we need a dynamic theory that pro-
duces an interaction between the time pressure, type of price,
and features of the gambles. Here we propose such a model,
where response type produces an initial bias toward different
prices, which is in turn integrated with gamble information
over time to produces shifts in prices. Over time, this gen-
erates support for different prices, and a selection is made
when sufficient support for one of the prices has been gener-
ated while considering the gamble (threshold).

Formally, the model specifies a starting point s for each
pricing process, which depends on the buying, selling, or CE
price type manipulation. The starting price is determined by
a random draw from a potential distribution of initial prices.
In the model, these starting point distributions are set by 3 pa-
rameters. The first 2 specify a beta distribution Beta(β1,β2)
over initial price values sβ ranging from the minimum payoff
of the gamble (in this case, $0) to its maximum payoff. The
third specifies the strength of this initial belief, as a uniform
distribution Uni f (0,sv). The idea here is that participants will
vary in both the prices they are willing to pay / accept before
considering the gamble as well as the strength of their con-
victions about these prices. For example, they could have a
strong bias for high prices (starting point [0, .8]) or a weak
bias for low prices (starting point [.1,0]). Put together, these
3 parameters generate a 2-dimensional starting point distri-
bution for s, shown as the shaded region on the left of Figure
4.

Over time, the initial price a person is willing to give can
be adjusted as they consider the payoffs and the probabili-

Figure 3: Distributions of pricing judgments for three exam-
ple gambles, generated from an optimal Gaussian kernel den-
sity estimator passed over the observed judgments. Buying
prices are shown in blue, selling in pink, and CE prices in
orange. The means (dashed vertical lines) and medians (dots
on the distributions) of these distributions are shown in cor-
responding colors to illustrate the skew.

ties of the gamble. The model suggests that a person sequen-
tially updates their valuation by mentally simulating the po-
tential outcomes of the gamble. As they think about receiving
an outcome, their representation of the value of the gamble
moves toward the utility of that outcome. For example, say a
person is considering a gamble with a 50% chance of winning
$20. Half the time (for simplicity, we assume no probability
weighting in the mental simulation) they think about winning
$20, and half the time they think about winning $0. When
they think about winning $20, their state moves upward to-
ward high prices. When they think about receiving $0, their
state moves rightward toward low prices. This model can be
thought of as a dynamic version of anchoring and adjustment
models (Goldstein & Einhorn, 1987) – the initial price, im-
pacted by the maximum payoff and the price type, is adjusted
according to the potential outcomes of the gamble and their
likelihoods as a person mentally simulates the gamble out-
comes.

With each new simulated outcome, a person takes a ‘step’
toward the utility of the simulated payoff. The potential judg-
ments a person can give are arranged in a quarter-circle as
in Figure 4 (see Kvam, 2018, for justification for this shape).
This arrangement allows simulated outcomes to generate sup-
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Figure 4: Example trajectory of the price rating process for
a decision-maker selling a gamble of $20, 60%. The initial
price is set by the prior price distribution given by sv (vari-
ation in the strength of the prior) and sβ (the distribution of
prior prices, shown on the right). At each time step, they con-
sider either the possibility of winning $20 (blue), stepping
toward a high price, or failing to win and receiving $0 (red),
stepping toward a low price $0 for the gamble. This proceeds
until they hit the threshold θ.

port for multiple prices that are consistent with that payoff
– for example thinking about winning $20 might simultane-
ously generate support for several high-price responses like
$18.50, $19, or the other surrounding values. The support
for a particular price judgment is given as the component of
the represented value along the vector describing that price
judgment. If $20 is the high value and $0 is the low value on
the quarter circle, then $10 will be at 45 degrees, described by
vector v10 = [1,1]. So the support for a judgment of $10 given
state s = [.3, .4] would be |pro jv10 s|= |[.35, .35]|= .495.

Figure 5: Average trajectory of represented prices as out-
comes are mentally simulated over time.

As the decision-maker mentally simulates outcomes, the

support for the various prices (component of the price state
along the price vectors) shifts over time as shown in Figure
5. On average, the different starting points will wash out
over time, bringing the three different price types closer to-
gether when participants consider the outcomes longer. Once
support for any of the prices exceeds a critical value, the
decision-maker responds with the corresponding judgment.
This is equivalent to the quarter circular choice boundary with
radius θ shown in Figure 4. The critical value corresponds to
the amount of consideration the decision-maker puts into the
incoming information before making a decision. As a result,
θ impacts the amount of time it takes a person to give their
prices: lower θ means they will consider the gamble attributes
less, giving the initial bias more sway over price responses
but resulting in faster responses (further to the left in Figure
5). Higher θ means that a person will give more consider-
ation to the gamble attributes, reducing the impact of their
initial bias in favor of taking more time to look at the features
of the gambles (further to the right along the trajectories in
Figure 5). Given its parallel role in judgment and binary de-
cision tasks, we should expect the threshold to be higher in a
precision-emphasis condition than in a speed-emphasis one,
yielding the pattern of results we saw in Figure .

Simulations from this model for the same 3 gambles from
Figure 3 are shown in Figure 6. The model captures the most
important characteristics of these distributions, including the
positive skew of low-probability gambles and the switch to
negative skew for high-probability selling price judgments.
While model fits are likely to show better fidelity to the ob-
served data, these illustrate in principle that it is capable
of capturing the distributional properties of price judgments
made in the task.

Of course, there is substantial work to be done in devel-
oping and applying the model. we should expect individ-
ual differences in all of the parameters for starting points and
thresholds, resulting in a mix of generating processes in the
group-level data. A complete account of the data should in-
clude cognitive model parameters that are fit to each partici-
pant separately or hierarchically in addition to varying across
conditions, but for now we provide only general pattern of
predictions to show that the model can in principle account
for the set of results presented here.

Conclusions
Our findings make a strong case for a dynamic and distribu-
tional theory of prices. Time pressure has a strong effect on
the price responses people give, as does the type of response
(buying, selling, CE). The price responses are also character-
ized by severely skewed distributions of prices that depend
heavily on the type of response elicited. To our knowledge,
this is the first time that researchers have explored distri-
butions of price responses, as traditional theory would sug-
gest that they should be tightly distributed (if variable at all)
around people’s ‘true’ underlying valuations for the alterna-
tives. Instead, it appears that the underlying price-generating
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Figure 6: Distributions of pricing judgments generated from
the model.

cognitive process produces widely variable and distinct pat-
terns of prices that vary from person to person, buying to sell-
ing prices, and speed to precision emphasis.

In order to account for such results, we require a model
which is dynamic, stochastic, and produces (near-)continuous
distributions of prices. The one we develop here serves
each of these requirements, capturing the major characteris-
tics of the price distributions as well as predicting how they
change over time. It provides a process-level account of how
price judgments are made, and in turn we can compare it to
process-level models of how decisions are made. Although
we do not have sufficient space here to develop and test the
choice model, binary choice consists of a different type of
response process where attributes (payoffs and probabilities)
are compared between alternatives. It follows closely the bi-
nary choice model of decision field theory (Busemeyer &
Townsend, 1993; Johnson & Busemeyer, 2005). The two
models, one for binary choice and the one developed here
for pricing, allow for apparent preference reversals where one
gamble is priced lower than another when judged individually
but chosen over the other when set against one another in bi-
nary choice.

Put together, the model provides the first account of price
judgment distributions on a continuum, predicts new dynamic
phenomena in the production of these judgments, provides
an explanation for preferenve reversals, and results in a more
complete theory of the cognitive processes that go into price

setting.
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