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Often described as one of the pin-
nacles of the modern man, engi-

neering has been around since the dawn of 
the wheel. Contrived as it may seem, en-
gineering is arguably just as much lazy as 
it is a hallmark of intelligent design—with 
reusable, well-characterized, compartmen-
talized components, engineering requires 
only the simplest of actions to achieve the 
desired end result. Yet, if one wishes to see 
engineering in its finest form, one must de-
part from man’s innovative domain to mo-
lecular biology and the fundamental prin-
ciples that govern its host of functions.

Consider one of the simplest organ-
isms: Escherichia coli. E. coli can move in 
two different ways: forward, or in a tum-
bling-in-place motion. Despite being lim-
ited to back-forth and random-spinning 
moves, E. coli cells are observed to consis-
tently follow a chemical gradient of as little 
as 0.1%, bringing the bug to more resources 
and allowing it to grow even faster than it 
would otherwise.1 That is, E. coli can detect 
a “nutrient incline” of less than 1 foot over a 
distance of 1000 feet, and move up this in-
cline. The mechanism? A multiplexed net-

work of components, interacting in tandem 
to produce a robust yet highly controlled 
form of cellular transport (Fig. 1).1,2

It is this level of complexity that man 
strives to achieve in biology—to be able to 
build, from the ground up, a network the 
likes of which can rival nature’s product. 
The development of this high-level, robust 
circuitry at such a minute scale is an ulti-
mate goal—to predict and program life, as 
some describe it. And indeed, man made 
significant strides towards this directive—
and has been since 1972, when Morton 
Mandel and Akiko Higa managed to insert 
one of the first artificial strands of DNA, the 
genetic code that comprises almost all life, 
into an E. coli cell.3 This process, termed 
transformation and later optimized by 
Douglas Hanahan in 1983 to become wide-
ly scientifically viable, is broadly seen as the 
dawn of the field of synthetic biology, and 
has provided the basis for further progress 
in the field.4

Since the early days of synthetic bi-
ology, leaps and bounds of progress have 
been made, perhaps most notably in the 
realization of the analogy inherent between 

genetic and electrical circuits. Genetic cir-
cuits are comprised of genes, lengths of 
DNA that code for function-performing 
proteins; electrical circuits are comprised 
of various circuit elements, logic gates that 
take in some inputs to produce an output, 
hooked together by wires and powered by a 
battery (Fig. 2).

Electrical circuits are, in many ways, 
a prime example of the prototypical man-
made engineering system: their parts are 
reusable, standardized, and robust, and 
their math is intensely well-studied and 
predictable. Circuit components need not 
be implemented differently from each oth-
er to execute two different functions in a 
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single circuit—to use two identical copies 
of an AND gate in different points of a cir-
cuit, all that needs to change is the wiring 
between the inputs and outputs. Further-
more, the mathematics governing intelli-
gent synthesis of these parts, called control 
theory, is well-understood and has enabled 
the creation of astoundingly precise control 
systems that are commonplace in everyday 
life. Techniques like PID (Proportional-In-
tegral-Derivative) control—which uses a 
system’s state, trajectory, and its previous 
states to route the system to a desired out-
put state—are implemented in anything 
from a car’s cruise control, to a magnetic 
levitation device, to a cube that can balance 
itself on a single corner (Fig. 3).5,6

Naturally, man was not the first to gen-
erate this system—consider the aforemen-
tioned E. coli motility mechanism. E. coli 
starts in a particular location. After con-
suming the nutrients in this location for 
sufficient time, it starts to tumble in place, 
rotating and sensing which direction ap-
pears to have the greatest nutrient concen-
tration. Once it has a candidate direction, it 
follows this path until the nutrient growth 
appears to roughly halt, at which point E. 
coli begins to consume the nutrients in this 
new location and repeats the process.

In other words, E. coli uses its posi-
tion to set a trajectory, remembering each 
of the previous positions to know when 
to stop traveling in a single direction. This 
is precisely PID control, and has been in 

place long before even the simplest of man’s 
control systems. It is also far more complex 
than any genetic control system man has 
designed. This is to be expected, though: 
nature has had four billion years to per-
fect this circuitry, compared to man’s mere 
40 years. It only makes sense that nature 
would be a dominant figure in the genetic 
circuitry domain.

However, this is not to suggest that 
man hasn’t made strides toward a more 
robust, reliable genetic circuit that also 
resembles the electrical engineering that 
nature already seems to match. In fact, in 
2011, Zhen Xie of the Massachusetts In-
stitute of Technology published precisely 
this: a circuit that could detect cancer with 
comparable fidelity to an electronic circuit 
that might be implemented to do the same 
thing.7,8

Xie found that there were five chem-
icals—labeled miR-21, miR-17-30a, miR-
141, miR-142(3p), and miR-146a—whose 
presence or absence could reliably predict 
whether a cell was cancerous.  If the first 
two are both present, and none of the oth-
er three are, then the cell is cancerous and 
should be killed to prevent further prolif-
eration.  Or, formulated in electrical-circuit 
logic:

 CELL-DEATH = miR-21 AND miR-17-30a AND 
NOT(miR-141) AND NOT(miR-
142(3p)) AND NOT miR-146a

Figure 1: Bacterial chemotaxis network. 
E. coli cells are able to sense attractants 
through a complex mechanism in which 
all of these components work to determine 
the optimal direction of cellular travel.

Figure 2: Comparison of 
biological vs. electrical circuits. 
Consider Protein A (green), 
which represses the production 
of Protein C (orange), and Pro-
tein B (blue), which encourages 
the production of Protein C.  
While this may seem to be very 
dissimilar from the electrical 
AND gate on the right, these 
both implement the same func-
tion: if A is not present AND 
B is present, then produce an 
output; otherwise, do nothing.
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He then implemented this literal expres-
sion as a genetic circuit, using modules that 
repress the production of other modules 
and five total inputs to express a system 
that produces a chemical that is lethal to 
the cell. After significant tuning, the circuit 
worked—it reliably predicted whether a 
given cell was cancerous and killed it if so, 
not unlike what nature strives to do auto-
matically.

Ultimately, though, there exists one 
underlying, unavoidable distinction be-
tween electrical and genetic circuits: elec-
trical circuits have wires. There are clear, 
obvious routes from one node in the circuit 
to the next, a feature that the burrito-like 
cell doesn’t have the same claim to. Cross-
talk between the nodes is inevitable as the 
number of nodes grows, and these prevent 
genetic circuit complexity from rivaling 
its electrical counterpart. Regardless, two 
things hold true:

Nature achieved something far more 
complex than any circuit when it made the 
brain.  And it did so with a series of random 
glitches in the DNA.

The question remains: when we in-
troduce intelligent design into this devel-
opment process, how much more will we 
discover?

“After significant tuning, however, the circuit worked — 
it reliably predicted whether a given cell was cancerous, 

not unlike what nature strives to do automatically.”

Figure 3: Cubli, the self-balancing cube. Cubli is a cube that, from a resting position, can 
jump onto its side, and finally onto its corner, balancing there through high-level precise 
control systems as are seen throughout nature.




