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ABSTRACT OF THE THESIS

Numerical Methods for Continuum Mechanics with Nonlocal Interactions:
Weak Form Peridynamics and Nanoscale Strain Engineering

by

Zhaoxiang Shen

Master of Science in Engineering Science (Mechanical Engineering)

University of California San Diego, 2021

Professor David Kamensky, Chair

Nonlocal interactions raise numerical challenges such as high computational cost and

geometric complexity. In the context of continuum mechanics, this thesis studies numer-

ical methods for two nonlocal problems: weak form peridynamics and nanoscale strain

engineering.

Unlike the classical local theory, the weak formulation of peridynamics involves a dou-

ble integral and the additional integral operator needs an efficient quadrature rule. For

this reason, the thesis investigates convergence behaviours of a promising quadrature rule

xi



based on Generalized Moving Least Squares (GMLS) when applied to the double integral.

For uniform discretizations, second-order convergence is observed with a mesh extension

for global symmetrical inner quadrature. For non-uniform discretizations, a proposed

strategy for symmetrically placing inner quadrature points shows decaying second-order

convergence, while increasing the number of outer quadrature points leads to a more per-

sistent convergence behaviour. Numerical tests in 1D demonstrate the above properties

and 2D tests show consistent behaviours.

Nanoscale strain engineering aims at tuning the electronic properties of a semiconduc-

tor by modulating its nanoscale stain field, and the nonlocal interaction through Van der

Waals forces is a possible mechanism for the modulation. To better understand the in-

teraction process, based on the Lennard-Jones (LJ) model, the thesis builds a continuum

model to simulate nonlocal interactions between a monolayer MoS2 and a multihole Si3N4

substrate. A low-dimensional model is first built as a proof of concept before considering

the real problem. The monolayer MoS2 is then modeled by a Kirchhoff–Love shell while

the integration of LJ potential over the substrate is approximated by a Riemann sum in a

finite range and optimized using octrees. An alternative approach based on a semi-infinite

integral is proposed for the integration over curved substrates, as a preliminary study for

future work.
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Chapter 1

Introduction

1.1 Motivation

The nonlocal interaction is the concept that an object can interact with another object

but without physical touch. Gravity and magnetism are simple examples that show nonlo-

cality. A problem that involves nonlocal interactions is referred to as a nonlocal problem.

Nonlocality not only leads to an appropriate modeling for atomistic systems, but is also

capable of relaxing the regularity requirements of differential models by the integral form

while capturing long-range effects. This broadens the applicability of nonlocal models from

microscale to macroscale such as fracture and contact.

Nonlocal problems raise many computational challenges. For nonlocal continuum mod-

els, challenges include the discretization of nonlocal systems, the construction of quadra-

ture rules for integral operators and so on. Nonetheless, for atomistic models, the discrete

nature brings additional computational costs that are always extremely expensive. This
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thesis aims to investigate numerical methods that are efficient for nonlocal problems in the

context of continuum mechanics, and focuses on two topics: weak form peridynamics

and nanoscale strain engineering.

The peridynamic theory is an integro-differential nonlocal reformulation of classical

theory of continuum solid mechanics (see Section 1.2). In conjunction with finite ele-

ment approximations (see Section 2.1), the strong form perdynamics needs to be recast

into the weak (variational) form which entails a double integral. Due to the presence

of an additional integral operator, the application of weak form peridynamics is compu-

tationally expensive and involves high geometric complexity. A quadrature rule based

on Generalized Moving least Squares (GMLS) (see Section 3.3) was proposed for general

nonlocal models. Considering its high-order convergence and low computational cost, the

GMLS-based method is a potentially efficient solution for the challenge raised by weak

form peridynamics, which leads to the convergence study of GMLS-based method in this

thesis.

The nanoscale strain engineering is a general strategy in the material world to enhance

semiconductor performance. By modulating strain field of the material at nanoscale, the

electronic properties can be tuned as desired. In conjunction with the strain engineering,

a popular transition metal dichalcogenide, MoS2, has attracted considerable attention for

its outstanding properties with multilayer structure [1, 2, 3, 4]. While the nonlocal in-

teraction governed by Van der Waals force is possible mechanism for strain engineering,

it’s important to understand the interaction process between MoS2 and other common

materials. The molecular dynamics (MD) is a traditional approach to simulate such atom-
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istic problem and the Lennard-Jones model (see Section 1.3) is often used to approximate

Van der Waals force. However, the discrete nature of MD limits simulation scale and

exaggerates computational costs. Considering the structure and potential deflections of

a monolayer MoS2, a continuum shell is a possible alternative approximation for it with

significantly lower expense. Nonetheless, to become an alternative choice, the continuum

model needs to be able to effectively reproduce MD simulations. For this motivation,

this thesis builds continuum models to simulate nonlocal interactions between a mono-

layer MoS2 and a multihole Si3N4 substrate (a common material) with the help of several

numerical methods.

1.2 The peridynamic theory

The peridynamic theory [5, 6, 7, 8] is an integro-differential nonlocal reformulation of

the classical theory of continuum solid mechanics. It was proposed in [5, 6] to deal with

the spontaneous formation of discontinuities, such as cracks. In contrast to the classical

theory requiring the differentiability assumption on displacement fields, peridynamics uses

integration to compute balance laws and can thus be applied to discontinuity problems.

Applications of peridynamics therefore include crack nucleation [9], crack propagation [10,

11], and failure and damage in composite laminates [8, 12], concrete [13], and polycrystals

[14], among others.

The peridynamic theory is nonlocal since interactions between material points in the

theory exist over finite distances. Given a bounded body Ω ⊂ Rd, where d is the spatial

3



dimension (d = 1, 2, 3), a material point x ∈ Ω interacts with all neighbor points x′ ∈ Rd

within its neighborhood:

H (x, δ) :=
{
x′ ∈ Rd : ‖ξ‖ ≤ δ

}
, (1.1)

where ξ := x′ − x is called the bond that represents the relative position of the material

point x′ and the material point x in the reference configuration. In this thesis, it is assumed

that the horizon δ is independent of the material point.

By replacing the stress divergence in the classical continuum mechanics model, the

peridynamic equation of motion for a material point x ∈ Ω at time t ≥ 0 is defined as

ρ(x)
∂2u

∂t2
(x, t) =

∫
H (x,δ)

f̂(x,x′, t)dx′ + b(x, t), (1.2)

where ρ is the mass density, u is the displacement field, f̂ is the force density whose value is

the force vector (per unit volume squared) that the material point x′ exerts on the material

points x, and b is a prescribed body force density field. Generally, the force density f̂ can

be expressed as

f̂(x,x′, t) = T[x, t]〈ξ〉 −T[x′, t]〈−ξ〉, (1.3)

where T is the force state field [6] which contains the information of the material consti-

tutive behavior, and T[x, t]〈ξ〉 denotes the force state at x and t, mapping the bond ξ

to a force density. Based on Eq. (1.3), the balance of linear momentum can be satisfied

by f̂(x,x′, t) = −f̂(x′,x, t). According to the definition, the peridynamic models can be

divided into two categories: bond-based and state-based [6], while state-based models can

be further subdivided into ordinary state-based and non-ordinary state-based [8]. In ordi-

nary state-based models, the force densities act in the direction of the corresponding bond
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in the deformed configuration, but have unequal magnitudes. In non-ordinary state-based

models, directions of the force densities are not restricted to be parallel to the deformed

bond direction. Bond-based models are special cases of state-based model since their force

density vector are equal in magnitude and also in the direction of the bond in the deformed

configuration. For a static problem, the peridynamic equilibrium equation for x ∈ Ω is

written as

−
∫

H (x,δ)

T[x]〈ξ〉 −T[x′]〈−ξ〉dx′ = b(x) (1.4)

In the peridynamic theory, it is common to assume that a material point x ∈ Ω only

interacts other points inside H (x, δ), as a result,

T[x]〈ξ〉 = 0 ∀x′ /∈H (x, δ). (1.5)

In general, boundary conditions in peridynamics are imposed over a nonzero volumetric

layer BΩ ∈ Rd surrounding the domain of interest Ω ⊂ Rd, which is different in the classical

local problems based on PDEs, where boundary conditions are imposed over a lower-

dimensional domain ∂Ω ∈ Rd−1. It thus leads to an entire problem domain Ω := Ω∪BΩ.

Typically, the width of BΩ is δ for bond-based models and 2δ for state-based models [6].

1.3 Lennard-Jones model

The Lennard-Jones model (also termed the Lennard-Jones potential, LJ potential, 12-6

potential, or 6-12 potential) is a mathematical model that approximates the interatomic

potential energy. Due to its simplicity, the model is commonly used to describe interactions
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between neutral atoms or molecules or cyclic alkanes [15, 16]. It first emerged from Born’s

treatise on lattice enthalpies [17] and was elaborated by Lennard-Jones [18] in 1924. In

general, the LJ potential of two particles, as shown in Fig. 1.1, can be expressed as:

φLJ(r) = φrep(r) + φatt(r) = 4ε
[
(
σ

r
)12 − (

σ

r
)6
]

= ε
[
(
rm
r

)12 − 2(
rm
r

)6
]

(1.6)

where r is the distance between the particles, ε is the depth of the potential well, σ is the

finite distance where the potential is zero, rm is the finite distance where the potential

reach its minimum, i.e. φLJ(rm = 21/6σ) = −ε. As shown in Eq. (1.6), LJ potential

consists of a repulsive term φrep(r) and an attractive term φatt(r). The r12 term, which

is φrep(r), represents the Pauli repulsion cased by overlapping electron orbitals, and the

r6 term, which is the smoother φatt(r), represents the long-range attraction (dispersion

force).

Figure 1.1: Lennard-Jones potential φ(r)
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Due the computational simplicity and interpretability, the LJ model is used extensively

in computer simulations, and its parameters are determined to reproduce experimental

data of particles interactions. There are also some limitations of such a simple model.

Since it only has two parameters (ε and σ), the accuracy of approximating properties of

a given real material is limited. In addition, when one particle approaches to another

particle, the LJ potential diverges, which brings the requirement of special treatment in

the computer simulation.

1.4 Outline of the thesis

The remainder of this thesis is organized as follows. Chapter 2 reviews two methods for

the approximation of fields, the finite element method and the isogeometric analysis with a

software framework, FEniCS. The Gaussian quadrature, the Riemann sum and the GMLS-

based quadrature, which are used in the thesis, are introduced in Chapter 3. Chapter 4

studies the performance of GMLS-based quadrature method on weak form Peridynamics.

Both 1D and 2D problem are considered in the Chapter 4. In Chapter 5, continuum

models are built to simulate nonlocal interactions governed by the LJ potential in atomistic

systems consisting of a monolayer MoS2 and a multihole Si3N4 substrate. A simplified low-

dimensional model is first investigated before the realistic higher-dimensional problem.

Lastly, a conclusion of the thesis is given in Chapter 6.

7



Chapter 2

Different approximation methods of

fields

2.1 Finite element method

Partial differential equations (PDEs) are usually used to describe physic laws for space-

and time-dependent problems, such as heat transfer, fluid dynamics and elasticity. But

for the majority of complex geometries and problems, their PDEs cannot be solved ana-

lytically, thus numerical methods need to be employed to approximate the solutions. The

finite element method (FEM) is a widely used method that solves PDEs numerically and

its approximation minimizes the associated error, which is referred to as the best approx-

imation property [19]. Finite element analysis (FEA), as a practical application of FEM,

is a computational tool for engineering analysis. Many well-known commercial software

packages, such as ABAQUS, ANSYS, FEniCS, etc., provide user-friendly access to FEA

8



and develop a wide range of simulation options for varieties of engineering problems.

The general procedure of FEM based on the Bubnov–Galerkin method [19] is briefly

reviewed by the solution of a simple 1D two-point boundary-value problem (BVP). The

strong form of the problem is stated as follow: Given f : Ω → R and constants g and h,

find u : Ω→ R, such that 
u,xx + f = 0, for x ∈ Ω

u(1) = g,

−u,x(0) = h,

(2.1)

where Ω = [0, 1] (closed interval), Ω =]0, 1[ (open interval), and the last two equation in

2.1 are Dirichlet and Neumann boundary conditions (BC), respectively. Then the weak

form, as the counterpart of the strong form, is derived for the approximation purpose:

Given f , g, h, as before, find u ∈ S such that ∀ v ∈ V∫ 1

0

u,xv,xdx =

∫ 1

0

fvdx+ v(0)h, (2.2)

where S = {u|u ∈ H1, u(1) = g}, V = {v|v ∈ H1, v(1) = 0} and u and v are referred

to as the trial and test functions, respectively. The equivalence of strong and weak forms

is proved in [19]. The derivation of the weak form, which involves integration by parts, is

omitted in this section for simplicity. Then based on the Bubnov–Galerkin method, the

Galerkin form of the problem is stated as follows: Given f , g, h, as before, find uh ∈ Sh

such that ∀ vh ∈ Vh ∫ 1

0

uh,xv
h
,xdx =

∫ 1

0

fvhdx+ vh(0)h, (2.3)

where Sh ⊂ S and Vh ⊂ V , which are finite-dimensional approximations. The superscript

h denotes that Sh and Vh are associated with a mesh, or discretization, of Ω, which is

9



parameterized by a characteristic length scale h. In another word, h is the element size of

the mesh with n elements. uh and vh are approximations of u and v, respectively, and are

defined as:

vh =

nint∑
I=1

NIcI (2.4)

uh = vh + gh (2.5)

where nint is the number of nodes in Ω, dI and cI are constants, NI is the shape function

at node I, gh = gNnint+1 (note that xnint+1 = 1). Shape functions are required to have

the Kronecker delta property for satisfying the approximation. The Galerkin form leads

to the matrix form that finalized FEM procedure: Give the coefficient matrix A (stiffness

matrix) and vector F (force vector), find d (displacement vector) such that

Ad = F (2.6)

where

A = [AIJ ] = [

∫ 1

0

NI,xNJ,xdx], (2.7)

F = {FI} = {
∫ 1

0

NIfdx+NI(0)h− g
∫ 1

0

NI,xNnint+1,xdx}, (2.8)

d = {dJ}, (2.9)

and I, J = 1, 2, ..., nint. The solution of the matrix form is d = A−1F which leads to the

FEM solution as defined in Eq. (2.5). In this thesis, FEM is mainly used to solve problems

in Chapter 4.
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2.2 Isogeometric analysis with FEniCS

Isogeometric analysis (IGA) [20, 21] is a computational approach that integrates finite

element analysis (FEA) with computer-aided design (CAD). Since the representations of

geometry used in CAD and traditional FEA are different, a model conversion is necessary if

the model created in a CAD program needs to be analyzed by FEA-based computer-aided

engineering (CAE). In order to convert the model, the geometry needs to be designed in an

analysis-suitable way in the first place and then approximated by a mesh of finite elements,

which requires about 80% of overall analysis time [21]. Apart from the time cost, the mesh

of finite elements brings additional errors to the analysis since it is only an approximation

of the exact CAD geometry. Based on the above motivations, IGA was proposed by Hughes

et al [20] in 2005. The idea of this technique is to unify the representations of geometry

in CAD and FEA, by approximating the solution field with functions used to describe

geometry in CAD, i.e. splines. By this, the mesh generation can be omitted and there

is only one model needs to be designed and analyzed in stead of two. Moreover, there is

no geometric approximation error in IGA since the domain is represented exactly. The

CAD spline spaces also allow higher smoothness than traditional finite element function

spaces. In the thesis, Chapter 5 takes advantage of the smoothness property to discretize

the 4-th order Kirchhoff–Love shell model without needing to introduce rotational degrees

of freedom.

FEniCS [22] is an open-source computing platform for solving partial differential equa-

tions (PDEs), and it was initiated in 2003 as an international research collaboration be-
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tween institutions. The complexity of PDEs themselves may become a bottleneck in

PDE-based analysis. To eliminate this bottleneck, FEniCS enables users to translate their

scientific models into finite element code in an efficient and quick way: Specify variational

formulations of PDEs by implementing a powerful Unified Form Language (UFL) [23];

compile the specified PDEs into efficient finite element routines [24] that are suitable for

a multitude of platforms includes personal computers and high-performance clusters.

Both techniques (IGA and FEniCS) are efforts to explore ways of automating workflows

for analysis based on PDEs, but with different premises as discussed above. In 2019, tIGAr,

a prototype library, released by Kamensky and Bazilevs [25], first combines FEniCS’s

systematic approach to PDE-based analysis with the unification of CAD and FEA in

IGA. The powerful library meets the need of engineers who consider increasingly-complex

physical problems and aim to pose complex PDEs on geometries created in CAD programs.

In this thesis, tIGAr is used as the main tool to solve problems explored in Chapter 5.
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Chapter 3

Different quadrature schemes

For problems that involve complex integrals, especially for those with computer im-

plementations, it may be costly or impossible to get analytical values for integrals. A

numerical approximation of the integral, which is easier to be computed, can be applied

for such dilemmas if it maintains enough accuracy for the problem. In this thesis, for in-

stance, the FEM approximation of weak form peridynamics in Chapter 4 and the LJ energy

integrated over a multi-hole substrate in Chapter 5 both need numerical approximations

for the application purpose. Numerical quadrature (often abbreviated to quadrature), as

a synonym for numerical integration, contains a variety of algorithms for the numerical

approximation (value) of a definite integral. Generally, a quadrature scheme is stated as a

weighted sum of function values at specified points, called quadrature points, within inte-

gration domain. This chapter introduces three quadrature schemes that are implemented

in this thesis.
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3.1 Gaussian quadrature

An n-point Gaussian quadrature rule is a popular quadrature scheme constructed to

calculate an exact result for 2n − 1 (or less) degree polynomials. The locations of its

quadrature points and associated weights are determined to achieve maximum accuracy,

which makes the n-point Gaussian quadrature optimal in 1D with 2n order accuracy [19].

The most common integration interval for the Gaussian quadrature is [−1, 1], then the

rule can be stated as: ∫ 1

−1

f(x)dx ≈
n∑
i=1

f(ξi)ωi, (3.1)

where f is a smooth and integrable scalar function, ξ is the i-th quadrature points and

ωi is the associated weight. The rule accurately approximates f(x) by polynomials and

it will be exact if f(x) is a polynomial of degree 2n − 1 or less. Tabulated values of ξi

and ωi can be found in [19] or many other public sources and conveniently accessed in

some programming libraries for scientific computation, such as Numpy in Python which

is broadly used in this thesis. For a practical application with an integral over [a, b] , the

following relation needs to be applied for the interval change:∫ b

a

f(x)dx =
b− a

2

∫ 1

−1

f(
b− a

2
ξ +

a+ b

2
)

≈ b− a
2

n∑
i=1

f(
b− a

2
ξi +

a+ b

2
)ωi.

(3.2)

The Gaussian quadrature rule for integral in a higher dimension is constructed by employ-

ing the 1D rule stated above for each coordinate separately. For instance, the 2D rule for
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a smooth and integrable function g is stated as:∫ 1

−1

∫ 1

−1

g(ξ, η)dξdη ≈
∫ 1

−1

{ n(1)∑
i=1

g(ξ
(1)
i , η)ω

(1)
i

}
dη

≈
n(2)∑
j=1

n(1)∑
i=1

g(ξ
(1)
i , η

(2)
j )ω

(1)
i ω

(2)
j

(3.3)

where superscripts stand for different 1D rules. To maintain accuracy, n(1) and n(2) are

always chosen to be equivalent. In this thesis, Gaussian quadrature rules are mainly used

in Chapter 4.

3.2 Riemann sum

The Riemann sum is another common quadrature scheme. The scheme calculates the

integral of a scalar function f by approximating the function region using the sum of a

finite number of simple shapes (partitions), e.g. rectangles, cubics, etc. A Riemann sum

for a given 1D integral can be stated as:∫ b

a

f(x)dx = lim
‖∆x‖→0

n∑
i=1

f(x∗i )∆x
∗
i , (3.4)

where a = x0 < x1 < x2 < · · · < xn = b, ∆xi = xi− xi−1 and x∗i ∈ [xi, xi−1], which implies

the sum converges to the analytical integral result as the size of partitions goes to zero.

Higher dimensional Riemann sum follows the same concept. For n dimensions, a Riemann

sum can be stated as:

Sn =
∑
i

f(P ∗i )∆Vi, (3.5)

where Vi is a n-dimensional cell, ∆Vi is the associated n-dimensional volume and P ∗i ∈ Vi

is a point in the cell. In this thesis, the Riemann sum is mainly used in Chapter 4 and 5,
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and refer to as the volume method for simplicity.

3.3 Quadrature rule based on GMLS

The method of Generalized Moving Least Squares (GMLS) is a non-parametric func-

tional regression technique for constructing approximations, i.e. reconstructing function-

als, by solving a collection of local least-squares problems based on scattered data points

[26, 27, 28]. It can be used for data transfer between different meshes, and for meshless

discretizations of differential problem.

In 2018, an asymptotically compatible meshfree quadrature rule based on GMLS for

nonlocal problems was proposed by Trask et al [29]. The quadrature rule is presented in

a form which may be applied to general nonlocal models beyond peridynamics, and its

high-order convergence has been proved in [29]. The purpose of proposing the method is

to seek a quadrature rule for a function f ∈ V of the form:∫
H (x,δ)

fdx′ =
∑
j∈Xq

fjωj, (3.6)

where Xq = {x′i}i=1,...,Nq ⊂H (x, δ) is a collection of quadrature points excluding point x,

V is a function space, and {ωj} is a collection of weights determined to exactly reproduce

a finite dimensional subspace Vh ⊂ V. In peridynamics, the general form of f can be

expressed as K(x,x′)(u(x′) − u(x)), where u is the solution of the problem, e.g. for

a bond-based peridynamic solid models, u(x) is the displacement of x in the deformed

configuration, and K is a kernel supported on the neighborhood H (x, δ) of fixed x while

K(x,x′) = 0 for x′ /∈ H (x, δ). It is common to assume that the kernel is radial, i.e.
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K(x,x′) = K(x− x′), and the kernel is thus singular as x′ → x.

Informally, Eq. (3.6) has a similar construction of the Gauss quadrature rule, where

quadrature points and weights are selected to exactly reproduce polynomials. However, for

many applications, there is no control over the location of quadrature points. Moreover,

it is in general not possible to interpolate in unstructured data with dimension higher

than one. A GMLS-based method, which has no location requirement for the points, is

thus proposed to solve the problem. The weights are establish via a least squares problem

subject to equality constraints to enforce reproduction as shown below:

min
{ωj}

∑
j

ω2
j such that, Ih[p] = I[p] ∀p ∈ Vh (3.7)

where I[u] and Ih[u] represent the quadrature functional and its approximation (Eq. (3.6)).

For nonlocal problem, one should select Vh = Pm ∪ SK,n,x, where Pm is the space of mth-

order polynomials and

SK,n,x := {K(x,x′)f(x′) | f ∈ Pn}. (3.8)

In order to exactly reproduce Vh, quadrature weights can be obtained from Eq. (3.7)

by solving the following saddle-point problem:[
I BT

B 0

][
ω

λ

]
=

[
0

g

]
, (3.9)

where I ∈ RNq×Nq is the identity matrix, w ∈ RNq is the set of quadrature weights,

λ ∈ Rdim(Vh) is a set of Lagrange multipliers for enforcing reproducability, B ∈ RNq×dim(Vh)

is the reproducing set computed at each quadrature point (i.e. Baj = pα(xj), ∀pα ∈ Vh),

and g ∈ Rdim(Vh) is the set of the integral of each function in the reproducing set over
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H (x, δ) (i.e. gα = I[pα]). Based on Eq. (3.9), quadrature weights can be obtained by

solving

ω = BTS−1g, (3.10)

where S = BBT. In the following chapters, pseudoinverse will be used to solve to problem

when the reproducing constraints are redundant.
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Chapter 4

Nonlocal interactions in weak form

peridynamics

This chapter investigates the convergence behaviour of the GMLS-based quadrature

rule applied on weak form peridynamics for one- and two-dimensional problems. The dou-

ble integral in weak form peridynamics [30] is first introduced. Then for both dimensions,

numerical results are shown after the problem and quadrature constructions.

Convergence in peridynamics : The concept of convergence in peridynamics is

different from the convergence in traditional FEM due to the non-locality and the intrinsic

length-scale determined by the horizon δ in peridynamics. Since the classical PDE has no

length-scale, it’s reasonable to consider δ → 0 for convergence studies in peridynamics.

Given a uniform spatial discretization of Ω with spacing h so that δ/h = m ∈ R+
∗ , the

convergence in peridynamics can be defined in two types [31, 32]:
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• The h-convergence: Fix δ and h→ 0. The approximation converges to the non-local

peridynamics solution with horizon δ.

• The δ-convergence: δ → 0 and m is fixed or increases at a different rate compared

with that of δ decrease. The approximation converges to the local classical solution.

For the numerical problems in this chapter, δ-convergence with fixed m is used to investi-

gate properties of different quadrature schemes. For the convergence studies, the L2 error

norm of the numerical solution
∥∥uh − u∥∥

2
is considered, which is computed using Gaussian

quadrature. The programming language for this chapter is Python.

4.1 The double integral in weak form peridynamics

4.1.1 The derivation of weak form peridynamics

To study the weak form peridynamics, a general nonlocal BVP in strong form is con-

sidered: Given b : Ω→ Rd and g, find u : Ω→ Rd, such that
−
∫

H (x,δ)

K(x,x′)(u(x′)− u(x))dx′ = b(x), for x ∈ Ω

u(x) = g(x), for x ∈ BΩ

(4.1)

where K is the kernel function, b(x) is the body force density field (source term), g(x) is

a given function for Dirichlet boundary condition, H (x, δ), Ω, Ω and BΩ are defined in

Section 1.2 and x ∈ BΩ is the Dirichlet boundary. By multiplying the first equation in

Eq. (4.1) by a test function v(x) and leverage the nonlocal version of integration by parts

[33], which is a usual manner from the traditional FEM as introduced in Section 2.1, the
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weak form of Eq. (4.1) can be derived: Given b, g, as before, find u ∈ S such that ∀ v ∈ V

D(u, v) = G(v), (4.2)

where

D(u, v) =
1

2

∫
Ω

∫
H (x,δ)∩Ω

K(x,x′)(u(x′)− u(x))(v(x′)− v(x))dx′dx (4.3)

and

G(v) =

∫
Ω

v(x)b(x)dx. (4.4)

where S = {u|u ∈ H0, u(x) = g(x) for x ∈ BΩ}, V = {u|u ∈ H0, u(x) = 0 for x ∈ BΩ}.

The double integral operator
∫

(
∫

(· · ·)dx′)dx thus appears in the weak form.
∫

(· · ·)dx′ is

referred to as the inner integral while
∫

(· · ·)dx is the outer integral.

4.1.2 FE approximation of the weak formulation

To solve the given nonlocal BVP, the FE Galerkin approximation needs to be formu-

lated. Follow the general procedure introduced in Section 2.1, The Bubnov–Galerkin form

of Eq. (4.2) can be obtained as: Given b, g, as before, find uh ∈ Sh such that ∀ vh ∈ Vh

D(uh, vh) = G(vh), (4.5)

where Sh ⊂ S and Vh ⊂ V , uh and vh have similar definitions as stated in Eq. (2.5) and

Eq. (2.4) while

gh =


g(x) for x ∈ BΩ,

0 for x ∈ Ω,

(4.6)
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which leads to the following matrix form: Give the coefficient matrix A and vector F, find

d such that

Ad = F, (4.7)

and the components of A and F are defined as:

AIJ = D(NI , NJ), (4.8)

FI = G(NI)−D(NI , g
h), (4.9)

where N is FE shape function. In this thesis, the continuous linear shape function is used.

4.1.3 Quadrature for the weak formulation

Based on the FE approximation, the overall domain Ω is discretized into nel elements

Ωel so that ∪Ωel = Ω. Then for the study of quadrature schemes, the left-hand side (LHS)

and right-hand side (RHS) of Eq. (4.2) are discretized as:

D(u, v) =
1

2

∫
Ω

∫
H (x,δ)∩Ω

K(x,x′)(u(x′)− u(x))(v(x′)− v(x))dx′dx

=
1

2

∑
nel

∫
Ωel

∫
H (x,δ)∩Ω

K(x,x′)(u(x′)− u(x))(v(x′)− v(x))dx′dx

≈ 1

2

∑
nel

∑
Q

∫
H (x,δ)∩Ω

K(xQ,x′)(u(x′)− u(xQ))(v(x′)− v(xQ))dx′V Q

≈ 1

2

∑
nel

∑
Q

∑
P

K(xQ,xP)(u(xP)− u(xQ))(v(xP)− v(xQ))V PV Q

= Dh(u, v)

(4.10)
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and

G(v) =

∫
Ω

v(x)b(x)dx

=
∑
nel

∫
Ωel

v(x)b(x)dx

≈
∑
nel

∑
G

v(xG)b(xG)V G

= Gh(v)

(4.11)

where xQ and xP are quadrature points for outer and inner integral, respectively, V Q and

V P are the corresponding quadrature weight. xG and V G are used for the quadrature

of LHS and they are not necessarily identical to those for outer integrals of RHS. The

approximation from the second to the third equation of Eq. (4.10) refers to as the outer

quadrature, while the third to the fourth equation refers to as the inner quadrature. In

this chapter, a 12-points Gaussian quadrature rule is used for RHS, while the GMLS-based

quadrature is leveraged for LHS. The exact b(x) is used without FE approximations.

4.2 One-dimensional problem

4.2.1 1D problem construction

Figure 4.1: 1D domain Ω = Ω ∪BΩ
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For convergence studies, the inner solution domain Ω needs to be consistent during the

refinement (δ → 0) so that the associated L2 error norm is comparable. In this section,

the one-dimensional problem domain is defined as an inner domain Ω = (0, 1) with the

boundary layer BΩ = [−δ, 0] ∪ [1, δ], which builds the entire domain Ω = Ω ∪ BΩ =

[−δ, 1 + δ]. The 1D kernel function K is defined as follow:

K(x′, x) = c1ω1(|ξ|) (4.12)

where c1 is the 1D constitutive constant, ω1 is a 1D influence function and ξ = x′− x. An

influence function [6] is a scalar function that is used to weight the force state with a finite

support depends on δ. Two types of influence functions with c1 = 2 are considered [34]:

ω1,r(|ξ|) =


1

δ2|ξ|
for |ξ| ≤ δ,

0 for |ξ| > δ,

(4.13)

and

ω1,c(|ξ|) =


3

2δ3
for |ξ| ≤ δ,

0 for |ξ| > δ,

(4.14)

where ω1,r is the rational influence function that depends on |ξ| and ω1,c is the constant

influence function. For the convergence study, a sinusoidal function u(x) = sin 2πx is

considered as the manufactured solution. Since the chosen δ-convergence is based on the

local solution, the body force density is calculated as:

b(x) = −∆u(x)

= −∆ sin 2πx

= 4π2 sin 2πx

(4.15)

24



4.2.2 1D GMLS-based quadrature construction

The GMLS-based quadrature construction follows Section 3.3, which makes the coef-

ficient of the integral (1
2

in this case) ignorable. u and v are approximated by the linear

space (i.e. u(x) = x and v(x) = x). Consider an element Ωel = [xl, xr] ⊂ Ω with Nq

outer quadrature points, and the q-th outer quadrature point xQq has a 1D neighborhood

H (xQq , δ) = [xQq − δ, xQq + δ] with Nqp inner quadrature points (neighbor points of xQq ),

then the inner quadrature for xQq is built as:∫ xQq +δ

xQq −δ
c1ω1(xQq , x

′)(x′ − xQq )(x′ − xQq )dx′ =

Nqp∑
p=1

c1ω1(xQq , x
P
qp)(x

P
qp − xQq )(xPqp − xQq )V P

qp

(4.16)

where xPqp is the p-th neighbor points of xQq and V P
qp is the associated weight. According to

Eq. (3.10), the inner weight vector VP
q can thus be calculated as:

VP
q = Bin

q

T
Sinq
−1
ginq , (4.17)

where

ginq =

∫ xQq +δ

xQq −δ
c1ω1(xQq , x

′)(x′ − xQq )(x′ − xQq )dx′, (4.18)

[Bin
q ]p = c1ω1(xQq , x

P
qp)(x

P
qp − xQq )(xPqp − xQq ), (4.19)

and Sinq = Bin
q Bin

q
T

. S and g reduce to constants since Bin
q is a 1× nqp vector. Then the

outer quadrature for the element Ωel can be built as:∫ xr

xl

∫ x+δ

x−δ
c1ω1(x, x′)(x′ − x)(x′ − x)dx′dx =

Nq∑
q=1

ginq V
Q
q . (4.20)

Then the outer weight vector VQ can be calculated as:

VQ = BoutT
Sout

−1
gout, (4.21)
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where

gout =

∫ xr

xl

∫ x+δ

x−δ
c1ω1(x, x′)(x′ − x)(x′ − x)dx′dx, (4.22)

[Bout]q = ginq , (4.23)

and Sout = BoutBoutT
. Again, S and g reduce to constants since Bout is a 1× nq vector.

The components of Bout can be also obtained by the inner quadrature derived above which

is constructed to be exact for the chosen basis.

While the outer quadrature points are uniformly placed in each element, this thesis

considers two different schemes for the placement of inner quadrature points, as shown

in Fig. 4.2. For an arbitrary outer quadrature point Q (red circle), the element-based

method simply chooses the existent outer quadrature points which belong to H (Q, δ)

as the inner quadrature points, which only needs to discretized Ω once. The ball-based

method places Nqp inner quadrature points uniformly and symmetrically within H (Q, δ)

regardless of the existent points. The ball-based method allows different discretizations in

H (Q, δ) while the uniformity and symmetry can be maintained when the discretization

of Ω is non-uniform. However, if Q ∈ BΩ, the integration over the H (Q, δ) will be cut off

by the edge of Ω as shown in Fig. 4.3. In this case, the inner quadrature is asymmetrical

respect to Q, which may introduce additional error to the solution. To resolve this issue,

the inner quadrature can be constructed over the full neighbourhood for symmetry. An

extension of the mesh is considered in the numerical test so that quadrature points can

exist outside Ω, mainly for the element-based method. The extension size te needs to be

larger than or equal to δ.
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(a) Element-based (b) Ball-based

Figure 4.2: Considered schemes for the placement of quadrature points 1D. Outer quadra-

ture points are indicated by circles; inner quadrature points are represented by crosses.

Figure 4.3: The reduced inner integration interval of the red point ([−δ,Q + δ]) and a

mesh extension with size te

4.2.3 Numerical results for uniform discretizations

In this subsection, the convergence behaviour of GMLS-based quadrature on uniform

discretizations is investigated. For the δ-convergence study, m is chosen as 2 or 3. Both ω1,r

and ω1,c are considered in the numerical tests. The mesh is built uniformly over [−δ, 1 + δ]

with spacing h and then Nq outer quadrature points are uniformly placed in each element,

and Nq = 5 for all elements. When the extension of the mesh is introduced, the mesh

domain becomes [−δ − te, 1 + δ + te], and te = δ is used in this thesis. For simplicity,

the mesh without extension is annotated as te = 0. While for the element-based method,

Nqp depends on m and the position of the outer quadrature point (if te = 0), the Nqp
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of the ball-based method is chosen to be 14 (if no truncation). The numerical results

presented in Fig. 4.5 and Fig. 4.6 show that GMLS-based method converges for the given

influence functions and different m. The convergence rate of te = δ method is 2, while the

te = 0 cases only show first-order convergence. The larger error of te = 0 is expected as

discussed in the previous subsection. Fig. 4.4 shows that the error of te = 0 is significant

at the region near BΩ, which implies the first-order convergence behaviour is dominated

by the refinement of the boundary layer. When the mesh is extended, the large boundary

effect is eliminated by the global symmetrical inner quadrature. Considering the decent

property of the mesh extension, the remaining sections in this chapter mainly used te = δ

for numerical tests.

Figure 4.4: Comparison of |uh(x) − u(x)| over Ω with te = 0 and te = δ. Ball-based

method, m = 2, h = 0.01 and ω1,r are used for this test.
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Figure 4.5: Convergence behaviours for the 1D sinusoidal exact solution. m = 2. Uniform

discretization. te = 0 and te = δ are both considered.
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Figure 4.6: Convergence behaviours for the 1D sinusoidal exact solution. m = 3. Uniform

discretization. te = 0 and te = δ are both considered.
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4.2.4 Numerical results for non-uniform discretizations
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Figure 4.7: Convergence behaviours for the 1D sinusoidal exact solution using ball-based

method. Non-uniform discretization with ε = 0.1. m = 2 and te = δ.

To study the robustness of the method, the convergence behaviour of GMLS-based

quadrature on non-uniform discretizations is investigated. The discretization is first built

uniformly. Then a perturbation is added to the edges of each element while keeping the

edges of Ω fixed. The perturbation is given as εhRa, where ε is the perturbation factor,

h is the size of the uniform discretization and Ra is a random number ranges from −1 to

1. ε is chosen as 0.1 for the following numerical tests. After introducing perturbations

to the mesh, the outer quadrature points are still placed in each element uniformly. The

element-based method does not converge for the non-uniform discretization since the sym-

metry in the inner quadrature is destroyed by perturbations, while the ball-based method

can maintain a symmetrical inner quadrature. Fig. 4.7 shows that the convergence rate
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decreases when log10(h) < −3. The plateau behaviour can be improved by increasing the

number of outer quadrature, i.e. a larger Nq leads to a better convergence behaviour,

which is reasonable considering the complex nature of the weak form peridynamics. To

further study the concept of increasing Nq, similar numerical tests are accomplished for the

monomial exact solution (x2 and x3). As shown in Fig. 4.8 and Fig. 4.9, the plateau be-

haviour is even more obvious for monimials with small Nq, and the influence of increasing

Nq is consistent with the previous test.
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Figure 4.8: Convergence behaviours for the 1D second-order monomial (x2) exact solution

using ball-based method. Non-uniform discretization with ε = 0.1. te = δ.
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Figure 4.9: Convergence behaviours for the 1D third-order monomial (x3) exact solution

using ball-based method. Non-uniform discretization with ε = 0.1. te = δ.
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Figure 4.10: Convergence behaviours for the 1D first-order monomial (x) exact solution

using ball-based method. Non-uniform discretization with ε = 0.1. te = δ.
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However, the numerical tests for the first-order monomial (x) show first-order con-

vergence, but with lower error norm compared with other exact solutions. Considering

the Taylor series, this observation implies the convergence of the sinusoidal solution may

eventually decay to the first-order. While the GMLS-based method preserves linear con-

sistency in the uniform case, the behavior shown in non-uniform tests is a useful hint for

error analysis in the future.

4.3 Two-dimensional problem

4.3.1 2D problem construction

In this section, the two-dimensional problem domain is defined as an inner domain Ω =

(0, 1)×(0, 1) with the boundary layer BΩ = Ω\Ω, where Ω = {x′ ∈ R2 : ‖ξ‖ ≤ δ, ∀x ∈ Ω}

and ξ = x′ − x . The 2D kernel function K is defined as follow:

K(x′,x) = c2ω2(‖ξ‖) (4.24)

where c2 is the 2D constitutive constant and ω2 is a 2D influence function. Two types of

influence functions with c2 = 2 are considered [34]:

ω2,r(‖ξ‖) =


3

πδ3 ‖ξ‖
for ‖ξ‖ ≤ δ,

0 for ‖ξ‖ > δ,

(4.25)

and

ω2,c(‖ξ‖) =


4

πδ4
for ‖ξ‖ ≤ δ,

0 for ‖ξ‖ > δ,

(4.26)
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where ω2,r is the 2D rational influence function that depends on ‖ξ‖ and ω2,c the 2D

constant influence function. Again, a sinusoidal function u(x) = sin 2πx1 · sin 2πx2 is

considered as the manufactured solution. The body force density is calculated as:

b(x) = −∆u(x)

= −∆(sin 2πx1 · sin 2πx2)

= 8π2 sin 2πx1 · sin 2πx2

(4.27)

4.3.2 2D GMLS-based quadrature construction

To be consistent with 1D quadrature, u and v are approximated by the linear space (i.e.

u(x) = x1 or x2, v(x) = x1 or x2). Consider an element Ωel ⊂ Ω with Nq outer quadrature

points, and the q-th outer quadrature point xQ
q has a 2D spherical neighborhood H (xQ

q , δ)

with Nqp inner quadrature points (neighbor points of xQ
q ), then the inner quadrature for

xQ
q is built as:∫

H (xQ
q ,δ)

c2ω2(‖ξq‖)pn(x′,xQq )dx′ =

Nqp∑
p=1

c2ω2(‖ξqp‖)pn(xPqp,x
Q
q )V P

qp (4.28)

where ξq = x′ − xQq , ξqp = xPqp − xQq and

p1(x′,x) = (x′1 − x1)(x′1 − x1),

p2(x′,x) = (x′2 − x2)(x′1 − x1),

p3(x′,x) = (x′2 − x2)(x′2 − x2),

(4.29)

The quadrature is constructed for the all the pn (n = 1, 2, 3) above that are based on all

the possible combination of linear u and v.

VP
q = Bin

q

T
Sin
q

−1
gin
q , (4.30)
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where Sin = BinBinT
, Bin

q is a 3× nqp matrix, gin
q is a 3× 1 vector and their components

are given as:

[ginq ]n =

∫
H (xQ

q ,δ)

c2ω2(‖ξq‖)pn(x′,xQq )dx′ (4.31)

[Bin
q ]np = c2ω2(‖ξqp‖)pn(xPqp,x

Q
q ) (4.32)

Then the outer quadrature is stated as:

∫
Ωel

∫
H (xQ

q ,δ)

c2ω2(‖ξ‖)pn(x′,x)dx′dx =

Nq∑
q=1

[ginq ]nV
Q
q (4.33)

Then the outer weight vector VQ can be calculated as:

VQ = BoutT
Sout−1

gout, (4.34)

where Sout = BoutBoutT
, Bout is a 3×nq matrix, gout is a 3×1 vector and their components

are given as:

[gout]n =

∫
Ωel

∫
H (xQ

q ,δ)

c2ω2(‖ξ‖)pn(x′,x)dx′dx (4.35)

[Bout]nq = [ginq ]n, (4.36)

Same as 1D, the Element-based and Ball-based method are considered for the place-

ment of inner quadrature points, as shown in Fig. 4.11. For the symmetry in the ball-based

method, N̄qp points are first placed uniformly over a square around the red point Q, then

choose the points in H (Q, δ) as the inner quadrature points (Nqp < N̄qp). If an outer

quadrature point Q ∈ BΩ, its inner quadrature will still be asymmetrical as shown in Fig.

4.12. The mesh extension is thus considered with size te as discussed in 1D problem.
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(a) Element-based. (b) Ball-based.

Figure 4.11: Considered schemes for the placement of quadrature points in 2D. Outer

quadrature points are indicated by circles; inner quadrature points for the red point are

represented by blue crosses.

Figure 4.12: The reduced inner integration domain of the red point (blue shadow region)

and a mesh extension with size te.
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4.3.3 Numerical results for uniform discretizations

In this subsection, the convergence behaviour of GMLS-based quadrature on 2D uni-

form discretizations is investigated. For the δ-convergence study, m is chosen as 2 and 3.

Both ω2,r and ω2,c are considered in the numerical tests. For simplicity, the mesh is built

uniformly over [−δ, 1 + δ]× [−δ, 1 + δ] with spacing h. Then Nq outer quadrature points

are placed in each element uniformly in the way shown in Fig. 4.11, while Nq = 16 is

fixed for all the element. For the ball-based method, N̄qp = 64. The extension te = δ is

considered as discussed in 1D, the mesh domain thus becomes [−2δ, 1 + 2δ]× [−2δ, 1 + 2δ].

Fig. 4.13 and Fig. 4.14 show second-order convergence behaviours which is consistent

with the results in 1D. However, the refinement in 2D is limited by the computer perfor-

mance. Although the sparse matrix is used, the direct solver still leads to memory issues

in the solving, while the error in iterative solvers is not negligible for further refinements.

Therefore, this thesis only discusses numerical results for log10

∥∥uh − u∥∥
2
> −4.
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Figure 4.13: Convergence behaviour for the 2D sinusoidal exact solution. Uniform dis-

cretization with m = 2.

-2.5 -2 -1.5 -1 -0.5
-5

-4

-3

-2

-1

0

1

(a) Element-based

-2.5 -2 -1.5 -1 -0.5
-5

-4

-3

-2

-1

0

1

(b) Ball-based

Figure 4.14: Convergence behaviour for the 2D sinusoidal exact solution. Uniform dis-

cretization with m = 3.
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4.3.4 Numerical results for non-uniform discretizations

As introduced in the previous subsection, the 2D mesh is defined using the concept of

tensor product, i.e. Ω2 = Ω1
x×Ω1

y, where the superscript represents the dimension. For the

2D non-uniform discretization, the perturbation is added to both Ω1
x and Ω1

y in the way

introduced in Subsection 4.2.4, while the edges of Ω are still fixed. This results in a non-

uniform mesh with rectangle elements, as shown in Fig. 4.15. Then Nq = 16 quadrature

points are placed uniformly in each element. In this case, the element-based method still

can’t converge. The performance of ball-based method with N̄qp = 64 is shown in Fig.

4.16. In the range of available results, the convergence rate is 2 and no plateau behaviour

is observed.

(a) Uniform. (b) Non-uniform.

Figure 4.15: Examples of uniform and non-uniform discretizations in the 2D domain.
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Figure 4.16: Convergence behaviours for the 2D sinusoidal exact solution using ball-based

method. Non-uniform discretization with ε = 0.1 and m = 2.

In the 2D numerical test, an open source optimized compiler for Python, Numba,

is used to improve computational efficiency. However, a high refinement will still raise

memory and precision issues. The code optimization is thus a potential future work. A

thorough comparison between the GMLS-based method and other established method,

e.g. Gaussian quadrature, is also needed for further study.
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Chapter 5

Nonlocal interactions in nanoscale

strain engineering

This chapter studies nonlocal interactions in the nanoscale strain engineering, which

are dominated by the LJ potential. The atomistic system consists a monolayer MoS2 and

a multihole Si3N4 substrate and the system is simulated by continuum mechanics. A sim-

plified low-dimensional model is investigated before introducing the realistic model. This

chapter includes necessary atomic force microscopy (AFM) data and molecular dynamics

(MD) results courtesy of Moon-ki Choi and Prof. Ellad Tadmor, University of Minnesota.

The open source code LAMMPS is used for MD simulations.
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5.1 Nonlocal interactions in the low-dimensional model

For a more realistic 2D shell model, the interaction of 1D beam with a 1D gapped

substrate is investigated in this section. There’s no real material parameter involved since

the low-dimensional model is the proof of concept, units are thus omitted in this section.

Leveraging tIGAr introduced in Section 2.2, the beam in this section is divided into 2000

elements using B-spline with polynomials of degree 2.

5.1.1 1D beam with exact 1D substrate interactions

An Euler-Bernoulli beam of length L = 1000 is considered with periodic BCs at two

ends to simulate a 1D uniform chain of atoms with density ρb = 1 (number of atoms

per unit length). For simplicity, the beam element only has 1 degree of freedom in the z

direction (vertical direction). The elastic energy of the beam is given as:

Ue =

∫ L

0

1

2
EI

(
∂w2

∂x2
b

)2

dxb, (5.1)

where EI = 1000 is the flexural rigidity of the beam, w(xb) is the deflection of the beam at

xb in the z direction. The beam interacts with a 1D 50% gapped substrate as shown in Fig.

5.1 , while each side of the substrate has size Ls = 250 and fixed position zs = 0. Similar to

the beam, the substrate also simulates a 1D uniform chain of atoms with uniform density

ρs = 1. The interaction is governed by the LJ potential introduced in Section 1.3. The LJ

potential density of the beam at position xb is computed by integrating the contribution

from the all the atoms on the substrate. By considering the periodic BCs, the LJ energy
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Figure 5.1: 1D beam and 1D gapped substrate system

density at xb is computed as:

U0
LJ(xb, zb) = ρb

∫ Ls

−Ls

ρsφ(r(xs, xb, zb))dxs + ρb

∫ L+Ls

L−Ls

ρsφ(r(xs, xb, zb))dxs, (5.2)

where zb(xb) is the height of the beam at position xb, r(xs, xb, zb) = ((xs − xb)2 + z2
b )

1/2

and φ(r) is defined by Eq. (1.6) with σ = ε = 1. Then the LJ potential of the beam is

given as:

ULJ =

∫ L

0

U0
LJ(xb, zb)dxb, (5.3)

The total energy of the system is the sum of Ue and ULJ :

Π = Ue + ULJ . (5.4)

Based on the variational principle, the equilibrium configuration of the beam can be ob-

tained by solving the following equation using Newton’s iteration, which minimizes the

system energy.

δΠ = δUe + δULJ = 0 (5.5)
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In the context of FEniCS, the unknown variable is set as zb, and w equals to zb since the

undeformed beam is straight. Based on Eq. (5.4), the deflection of the 1D beam after

Figure 5.2: Energy minimization of the 1D beam with exact substrate interaction

the minimization as shown in Fig. 5.2 is referred to as the analytical solution of the 1D

problem, since the integration of the LJ potential over the substrate is exact. The initial

position of the beam is chosen as z0
b = 1.

5.1.2 1D beam with approximated 1D substrate interactions

However, in higher-dimensional problem, e.g. 3D substrate with holes, it’s complicated

to derive analytical integration of the LJ potential over the substrate. The numerical

integration is thus considered to approximate the integration. As shown in Fig. 1.1,

the minimum of the LJ potential is within the short range of r, while the LJ force is also

relatively significant in the short range. The LJ force of two particles in the radial direction
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is computed as fLJ,r = −∂φ/∂r, and the force is fLJ,z = −∂φ/∂z in the z direction.

To reduce the number of quadrature points, which dominates the computation cost, it’s

reasonable to ignore the LJ force from long range effect so that the integration domain

can be reduced. With the given 1D non-physical parameters, the minimum rm ≈ 1.12.

Change of fLJ,r near rm is shown in Fig. 5.3, which indicates fLJ,r(rm) = 0. Based on the

Figure 5.3: Change of fLJ,r near the minimum of φ

value of fLJ,r, the effective LJ distance for the 1D problem is chosen as r < re ≈ 10, where

the force has the magnitude 10−6. Considering the minimization of the beam (zb ≈ 1), the

integration domain over the substrate for a beam point xb is defined as [xb − µ, xb + µ],

where µ = 10.

There are three types of quadrature introduced in Chapter 3, while they may not all

suitable for this type of problem. Considering the complex geometry in higher-dimensional

substrate, the construction of quadrature based on Gaussian quadrature or GMLS will

be costly if one wants to maintain high accuracy. Although the Riemann sum method
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may be relatively inaccurate for a given number of quadrature points, it is cheaper to be

constructed and flexible enough for different geometries. For these reasons, the Riemann

sum is chosen as the quadrature scheme for this chapter. As shown in Fig. 5.4, the

Figure 5.4: Discretizations for the quadrature over the 1D substrate, points on the beam

is cyan and valid quadrature points on the substrate is blue. In the full volume method for

the approximation of the hole’s effect, the contribution from white points are fully ignored.

the reduced domain over the substrate is discretized by a finite number of spacings with

quadrature points xqs placed on the center of each spacing. If the quadrature point fall on

the range of the gap, i.e. xqs ∈ [Ls, L−Ls], the contribution of it will be ignored, as shown

in RHS of Fig. 5.4. The numerical integration of LJ energy density is stated as:

U0
LJ(xb, zb) ≈ ρbρs

NR∑
q=1

φ(r(xqs, xb, zb))w
q
s (5.6)

where NR is the number of spacings, and wqs is the quadrature weight which equals to the

length of the spacing ∆xqs. Considering the gap, wqs is set to be 0 if xqs ∈ [Ls, L − Ls],

which is referred to as the full volume method. The discretization is uniform so that

each valid quadrature point, i.e. xqs /∈ [Ls, L − Ls], has the same weight. To study the

performance of the Riemann sum with different discretizations, the force density for the
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beam in the z direction (F 0
LJ,z = −∂U0

LJ/∂z) with the non-gapped substrate (Ls = 500)

is computed using Eq. (5.6) with NR = 16, 32, 64 at different zb. Fig. 5.5 shows that

Figure 5.5: Comparison of F 0
LJ,z with different discretizations (for the 1D non-gapped

substrate)

a higher refinement leads to a better integration. When the gapped substrate is consider,

the discretization effect is consistent with the previous study as shown in Fig. 5.6 . Small

discrepancy remains over the gapped region. In the full volume method, the quadrature

weight is fully considered when the gap effect is approximated, i.e. spacings (weights) fall

on edges of the gap are either over or less estimated. As a result, small discrepancy remains

near edges of the gap, and the error is enlarged when xb closes to L/2, while there’s no

force applies on xb ∈ [250 + µ, 750 − µ] in the approximation. This error can be reduced

by further refinement.
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Figure 5.6: Comparison of the minimization with different discretizations in the 1D

problem

5.2 Nonlocal interactions in the higher-dimensional

model

The realistic problem involves a 3D multihole Si3N4 substrate and a 2D monolayer

MoS2. The substrate is shown in Fig 5.7, where Dh is the diameter of each hole and the

distance between closest holes is 2Dh which is identical over the hole substrate. Considering

the given geometry and for simplicity, the system is sliced to diamonds uniformly by the

dash line and only one diamond piece of the monolayer (yellow region) is simulated. The

diamond has length of L = 2Dh = 400 nm, while periodic BC is applied to all sides of

it. In the following sections, the left lower corner of the diamond is always set as [0, 0] for

reference. NURBS with polynomials of degree 2 is used for discretizations of the shell.
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Figure 5.7: Geometry of the 3D multihole substrate and the sliced 2D layer (in yellow)

5.2.1 Structural mechanics of the continuum shell model

The continuum shell in this chapter is modeled follow the Kirchhoff–Love (KL) theory

[35, 36]. The theory assumes the cross sections normal to the middle surface remain

straight and normal to the middle surface in the deformed configuration, which implies

that transverse shear strains are neglected. It further assumes the thickness does not

change during the deformation. Based on the reasonable assumptions for thin structures,

the theory reduces the dimension of the problem, i.e. completely defines the shell from its

middle surface. The elastic part of internal virtual work in Eq. (5.5) is formulated as:

δUe =

∫
Ω

S : δE dΩ, (5.7)

where E is the Green-Lagrange strain tensor and S is the second Piola–Kirchhoff stress

tensor which depends on E. The kinematics of the KL shell model as well as the precise
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dependence of E on displacement are introduced in [35, 36] in details. The KL theory has

no special limitations on the constitutive modeling. In this thesis, the shell is modeled as

hyperlastic, which derives S from the strain energy density Ψ [37]:

S =
∂Ψ

∂E
. (5.8)

This thesis uses the St. Venant–Kirchhoff (SVK) material model which simply extends the

simple linear elastic model to the geometrically nonlinear regime. Ψ in the SVK model is

assumed as:

Ψ =
1

2
E : C : E, (5.9)

where C is a fourth-rank elasticity tensor depends on the Young’s modulus E and Poisson’s

ratio ν. Then a linear relation between S and E can be obtained:

S = C : E (5.10)

For the KL shell analysis in the context of tIGAr, this thesis uses an open-source library

developed by David Kamensky in 2020, called ShNAPr [38], which is developed for Shell

Nonlinear Analysis Programs using tIGAr.

5.2.2 Derivation of Elastic constants and thickness for contin-

uum model

To simulate the deformation of the monolayer MoS2 using continuum shell model,

the thickness t and elastic constants, i.e. Young’s Modulus E and Passion’s ratio ν, are

needed. While there are several studies [39, 40] that have investigated elastic properties of
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the monolayer MoS2, the continuum shell model is established for the specific interaction

problem and aimed to efficiently approximate results of MD, so the effective constants

are estimated in this subsection based on classical elastic problems. A uniaxial tensile

test and a bending test for a monolayer MoS2 are built using MD, which is enough for

the derivation of the desired constants (E, ν and t). The Possion’s ratio can be directly

obtained from the tensile test as shown in Fig. 5.8. Positive strains εxx are applied in the

Figure 5.8: The monolayer MoS2 for the uniaxial tensile test

x direction while AD is fixed and the periodic boundary condition (PBC) is applied to

both AB and CD, which implies εyy = 0. Force on BC, AB and CD can be measured in

MD. The generalized Hooke’s law with the plane-stress assumption is stated as:σxxσyy

σxy

 =
E

1− ν2

1 ν 0

ν 1 0

0 0 1− ν


εxxεyy
εxy

 , (5.11)

There is no shear component involved in this test. By applying εyy = 0 to the equation

and considering the measured force on each side, the Eq. (5.11) can be reformulate as:

σxx =
E

1− ν2
εxx =

Fx
L1t

, (5.12)

σyy =
Eν

1− ν2
εxx =

Fy
L2t

, (5.13)
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where L1 and L2 are dimensions of the monolayer, Fx and Fy are forces applied on AB

and CD, respectively. By solving Eq. (5.12) and (5.13), ν can be obtained as:

ν =
σyy
σxx

=
FyL2

FxL1

. (5.14)

The tensile test is implemented for both zigzag and armchair direction of MoS2. The

obtained results are close enough for assuming the monolayer MoS2 is isotropic in plane,

while its bending behavior is also isoptoric [39]. The bending test is then built to further

determine E and t. Considering the potential deformed shape of the monolayer in the

given interaction problem, a uniformly distributed load q (N/m2 or Pa) is applied on the

layer surface in the z direction, while AD and BC are clamped and PBC is still applied on

AB and CD. The cross section along the x direction is shown in Fig. 5.9. The reference

Figure 5.9: The cross section of the monolayer MoS2 for the bending test

solution of the maximum deflection wmax is given by converting the original plane-stress

assumption in the Euler–Bernoulli beam theory to the plane-strain assumption, as shown

below:

wmax =
L4

2L1q

384E∗I
, (5.15)

where E∗ = E/(1− ν2), I = t3L1/12. By solving Eq. (5.15) together with Eq. (5.12)

or (5.13), E and t can be determined for a given set of data. For the tensile test
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(L1 = 1.90051 nm, L2 = 3.29179 nm), Fx and Fy are measured when εxx = 0.02,

which gives ν = 0.2818 based on Eq. (5.14). For the bending test (L1 = 10.1364 nm,

L2 = 15.8076 nm), though the given formula of wmax is linear in q for small deformation,

the realistic problem may involve significant geometric nonlinearity. As shown in Fig. 5.10,

nonlinearity appears in MD simulation as increasing the distributed load q, and three linear

fittings (1,2,3) are created to determine three sets of constants (E = 113.3, 95.8, 81.0 GPa,

t = 0.622, 0.736, 0.870 nm, respectively). In continuum mechanics, the resistance of a

Figure 5.10: Maximum deflection of the bending tests in MD and three linear fittings

shell against bending (bending stiffness) is described as flexural rigidity:

D =
Et3

12(1− ν2)
. (5.16)

The flexural rigidity is then calculated as D = 15.39, 21.54, 30.11 eV for fitting 1,2,3,

respectively. The bending test is then implemented using the continuum shell model with
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the three sets of constants. The results are shown in Fig. 5.10, which shows that larger

D allows less deformation. Fitting 1 is chosen as the best fitting and implemented in the

following sections. The chosen D = 15.39 eV is close to the flexural rigidity investigated

in [39], i.e. 8.8− 13.4 eV, so the set of constants is considered as a reasonable estimate.

Figure 5.11: Maximum deflection of the bending tests using continuum model with

different D

5.2.3 2D shell with 3D multihole substrate

The shell model approximates the monolayer MoS2 as a continuum and considers a

uniform distribution of atoms. The monolayer MoS2 consists 2 layers of S atoms and a layer

of Mo atoms in between, while the atom density of each atom layer is ρMo = ρS = 11.35

(atoms/nm2). The distance between a Mo atom and its upper or lower S atom dMo−S is
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equal to 0.1595 nm. For simplicity, the LJ energy density on S is added to Mo based on

the relative position of Mo and S atoms which is assumed as fixed for a MoS2 molecule

during the deformation.

As in 1D, the Si3N4 atomistic substrate is approximated as a continuum, while atoms

are assumed to be uniform distributed with densities ρSi = 41.8552 and ρN = 55.8070

(atoms/nm3). For a flat substrate with no cylindrical hole, the energy density of a point

on the shell can be calculated by analytically integrating the pairwise LJ potential over the

semi-infinite substrate and then summing contributions from different types of atom pair

A− B (Mo− Si, Mo− N, S− Si, S− N). The integration results in a continuum potential

function that only depends on the distance between the shell point and substrate’s surface.

As the surface is set at 0, the distance is represented by the height of the shell point zsh.

The integration is given as:

Û0
A−B(zsh) = ρA

∫ 0

−∞

∫ ∞
−∞

∫ ∞
−∞

ρBφA−B(r)dxdydz = −γ

[
5

3

(
σA−B

zsh

)3

− 2

9

(
σA−B

zsh

)9
]
,

(5.17)

where r = (x2 + y2 + (zsh − z)2)1/2, ρA is the density of Mo or S in a layer of atoms

(atom/nm2), ρB is the density of Si or N over the substrate, γ = 2
5
πρAρBεA−Bσ

3
A−B, εA−B

and σA−B are different for different types of atom pair and presented in Table 5.1. LJ

parameters for same atoms can be obtained from the interface forcefield and [41, 42]. For

different atoms, parameters are derived using the geometric and arithmetic mean.
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ε (eV) σ (nm)

Mo− Si 0.0381 0.3302

Mo− N 0.0778 0.3026

S− Si 0.0017 0.3710

S− N 0.0036 0.3430

Table 5.1: LJ parameters for different atoms

The complete LJ energy density of a shell point xsh with height zsh interacts with a

flat substrate is then calculated as:

Ū0
LJ(xsh) = Û0

Mo−Si(zsh) + Û0
Mo−N(zsh)

+ Û0
S−Si(zsh + dMo−S) + Û0

S−N(zsh + dMo−S)

+ Û0
S−Si(zsh − dMo−S) + Û0

S−N(zsh − dMo−S),

(5.18)

whose minimum (5.18) is around zsh = 0.42 nm.

When holes are considered on the substrate, it’s difficult to derive the analytical solution

of the integral. As in 1D problem, the Riemann sum is used to compute the integration

numerically over the substrate with holes. Follow Eq. (5.18), the LJ energy density of a

shell point xsh interacts with a multihole substrate is approximated as:

U0
LJ(xsh) ≈

NR∑
q=1

Φ(rq)w
q
s, (5.19)

where

Φ(rq) = ρMo [ρSiφMo−Si(rq) + ρNφMo−N(rq)]

+ ρS

[
ρSiφS−Si(r

+
q ) + ρNφS−N(r+

q )
]

+ ρS

[
ρSiφS−Si(r

−
q ) + ρNφS−N(r−q )

]
,

(5.20)

NR is the number of quadrature points, rq = ‖xsh − xqs‖, xqs is the q-th quadrature points

placed on the substrate for xsh and wqs is the associated quadrature weight. For the given
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geometry, the effects of neighbouring holes are ignored since L � re. The full volume

method is used as shown in Fig. 5.14, i.e. if xqs falls on a hole, then wqs is set to 0. The

superscript of rq represents the distance that considers S layers.

r±q = ‖(xsh ± dMo−Sn̂sh)− xqs‖ , (5.21)

where n̂sh is the unit normal vector at xsh. To build the quadrature rule based on Riemann

sum, the integration domain needs to be reduced to a finite range first. The reduction

is according to the ’point-wise force density’ fLJ,r = −∂Φ/∂r, as shown in Fig. 5.12.

The effective LJ distance is chosen as r < re ≈ 5 nm, where the magnitude of fLJ,r

Figure 5.12: Change of fLJ,r near the minimum of Φ

is 10−6. For simplicity, the integration domain for a shell point xsh is reduced to a cube

[xsh−µ, xsh+µ]×[ysh−µ, ysh+µ]×[0,−µ] with dimension 2µ×2µ×µ (L×W×H) so that the

volume weight of each quadrature points can be easily computed. According to the effective

distance and the minimum, µ is chosen as 5 nm. In 1D, a uniform discretization is used
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for quadrature. However, the uniform discretization for a 3D space needs a cube number

of quadrature points that used in 1D, which is expensive for the simulation. Considering

the concentration of the LJ potential and force, a non-uniform discretization that places

points intensively near xsh can resolve the cost problem. A tree data structure, called

octree, is used in the thesis to efficiently build the non-uniform discretization by recursively

subdividing the 3D space. While octrees are usually used in 3D graphics and 3D game

engines, the criterion of subdivisions is controllable so that the octree can have a desired

data structure as user’s requirement. To illustrate the method, a quadtree, which is a 2D

analog of the octree, is shown in Fig 5.13. together with a 1D beam as an example.

(a) 0-th generation (b) 4-th generation

Figure 5.13: Evolution of a quadtree, a 2D analog of the octree. The red point is the

projection of the cyan beam point, blue points are quadratrue points.

The structure starts from the undivided rectangle, which is defined as the 0-th gen-

eration of subdivision. The quadrature point is placed at the centre of the rectangle

and the area of the rectangle is the associated quadrature weight. Then in the following
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Figure 5.14: The octree quadrature with the full volume method for the approximation

of hole’s effect. Quadrature points fall on the hole are white and ignored. Only blue points

are considered in the quadrature.

generations, the existent rectangle will be subdivided to 4 small rectangles if the certain

criterion is satisfied. The criterion used in this thesis is stated as follow: At p-th generation

(p < nmax), a rectangle will be subdivided if

‖xqs − x̄sh‖ <
(µ2 + µ2)1/2

2p
(5.22)

where xqs is the quadratrue point of the rectangle, x̄b = [xb, 0] is the projection of the

beam point xb onto y = 0 and nmax is maximum number of generation which can ends the

subdivision process. In octree, the rectangle increases to a cube which will be divided into

8 small cubes in a subdivision. The quadrature point is placed in the geometric center of

the cube and the associated weight is defined as the volume of the cube. The criterion for

octree is analogous to the 2D version, i.e. at p-th generation (p < nmax), a cube will be
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subdivided if

‖xqs − x̄sh‖ <
(µ2 + µ2 + µ2)1/2

2p
(5.23)

where xqs is the quadratrue point of the cube and x̄sh = [xsh, ysh, 0]. To study the perfor-

mance of octrees, the force density for the shell in the z direction F 0
LJ,z = −∂U0

LJ/∂z is

computed without considering the effect of the hole. The reference (exact) force density

is thus computed as F̄ 0
LJ,z = −∂Ū0

LJ/∂z. For the octree, nmax = 6, 7, 8 are considered,

which only creates 148, 176, 204 quadrature points, respectively. The comparison near

the minimum of Ū0
LJ is shown in Fig. 5.15. Further increasing nmax for this criterion does

not improve the accuracy significantly, the octree with nmax = 8 is thus chosen as the

quadrature rule considering the simulation cost.

Figure 5.15: Comparison of F 0
LJ,z with different octrees including a modified nmax = 8

(for the 3D flat substrate without holes)
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(a) Top view

(b) View between front and bottom

Figure 5.16: Energy minimization of the 2D shell in two different views. L = 400 nm.

The deformation is scaled by a factor 100. The color bar indicates values of zsh

To further improve the accuracy of the chosen quadrature rule, the volume weights

are slightly modified. The first step is to match the minimum (F̄ 0
LJ,z = 0). Since the

current minimum position of the octree quadrature is lower than the analytical one, the

repulsive force contributed by the quadrature points in short range (r < 0.525 nm) is

amplified. Meanwhile, the attractive contributions from points in long range are reduced

to avoid big changes of the repulsive part, which also improves the approximation of the

hole’s effect using the full volume method. After fitting the minimum, the weights are
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scaled again, but simultaneously, to match forces at positions away from the minimum.

A possible modification is shown in Fig. 5.15, and the scaling is: wr × 1.05 × 1.11 and

wa × 0.966 × 1.11 (Scale 1), where wr and wa are weights for repulsion and attraction,

respectively. A simulation result is shown in Fig. 5.16, 200 × 200 elements are used for

the discretization of the shell.

An alternative way to approximate the integration over the substrate follows the con-

cept of ’subtraction’ in contrast to the method discussed above. For convenience, the

previous method based on Eq. (5.19) is referred to as the plus method (P-method) and

the ’subtraction’ one is referred to as the minus method (M-method). Using the M-

method, the LJ energy density of a shell point xsh interacts with a multihole substrate is

approximated as:

U0
LJ(xsh) ≈ Ū0

LJ(xsh)−
NR∑
q=1

Φ(rq)w
q
s. (5.24)

But in this case, wqs is set to 0 if xqs does not fall on a hole. This method leads to an

accurate approximation for xsh away from the hole, but it is sensitive to the accuracy of

quadrature for the center region where a full subtraction occurs, i.e. all xqs fall on the

hole. Another scaling for the quadrature weights is considered: wr × 1.05 × 1.105 and

wa × 0.966 × 1.105 (Scale 2). Even though the two scalings are only slightly different,

if the full subtraction happens, the resultant force density shows different signs for a

certain range, as shown in Fig. 5.17. This results in a obvious difference of the deflection

above the hole as shown in Fig. 5.18. For simplicity, the numerical test use 50 × 50

elements for a scaled model with L = 20nm, which is the smallest scale that the effect
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of neighbouring holes can be neglected. While the P-method is not affected by the small

difference between Scale 1 and 2, the minimization of the center region using M-method

follows the zero-force position shown in Fig. 5.17. Considering the effective distance re,

the concerned region supposes to feel infinitesimal attractive force from the substrate, but

M-method applies additional force, which comes from numerical error, to the region and

thus leads to an unstable result. Although M-method is not used for further work, its

instability reflects the sensitive nature of the specific nonlocal problem and the weakness

of numerical methods, which makes the above study valuable.

Figure 5.17: Comparison of F 0
LJ,z with different scalings for the full subtraction (force

density of the center region using M-method)
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Figure 5.18: The cross section of the shell at y = 8.66 nm after minimization with

different methods and scalings

5.2.4 2D shell with 3D curved substrate

The multihole substrate is designed to be flat and thus sharp on the hole’s edge.

However, due to the precision of manufacturing, the surface of the substrate in reality

is curved as shown in Fig. 5.19. To simulate the interaction with the curved substrate,

the octree needs to be modified again. The highest point of the curved surface is used to

determine the datum plane (z = 0). Then quadrature points xqs are translated following

the shape of the surface:

x̄qs = xqs + [0, 0, fs(x
q
s, y

q
s)] (5.25)

where x̄qs are the translated quadrature points and fs(x, y) is the surface function. If

the surface is not analytical, a Taylor approximation of the surface at x̄sh can be used

in the translation since the gradient of the surface can be measured in the context of
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Figure 5.19: AFM result of the substrate from Moon-ki Choi and Prof. Ellad Tadmor,

University of Minnesota.

FEniCS. Nevertheless, the curved substrate leads to larger deformations of the shell. In

this case, the octree quadrature may encounter with convergence issues. For example, in

the solving procedure, a large deformation in an iteration step can cause singularity if

the deformed shell partially intersects with the substrate, i.e. some of the rqs are close

or equal to 0. The dynamic relaxation method can resolve this issue by adding damping

to the shell, but also results in a large computational cost. An alternative approach to

deal with the curved surface is considered. For a surface with small curvature near x̄sh,

the integration of the LJ potential over the substrate can be approximated by Eq. (5.18)

considering its concentrated nature. Again, a low-dimensional model shown in Fig. 5.20

illustrates the approximation. The tangent plane of the surface at x̄sh is built to determine

dt which is the distance between xsh and the plane. Then according to Eq. (5.18), the

approximated LJ energy density of xsh interacts with a curved substrate is calculated
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as Ū0
LJ(dt). This approximation is referred to as the tangent method (T-method). In the

Figure 5.20: A low-dimensional version of the tangent method. The red point is the

projection of the cyan point on the substrate.

context of FEniCS, the energy density defined by the tangent method is more concise than

the one from octree quadrature, which leads to a much lower computational cost of the

assembly procedure at each iteration step of the solving. Therefore, the tangent method

is more compatible with dynamic relaxation. A simple analytical substrate is introduced

to investigated performances of the tangent method. For simplicity, the scaled model with

L = 20 nm is used. To be analogous to the real substrate, the surface is defined as a

squared cosine function:

fs(rc(x, y)) =


−A(0.5(cos

πrc
8

+ 1))2 for rc ≤ 8,

0 for rc > 8,

(5.26)

where rc(x, y) = ‖[x, y]− xc‖, xc = [xc, yc] is the center of the diamond, and A is the

amplitude factor. Fig. 5.21 shows the result for A = 8 using different approximation
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methods with 50 × 50 elements. The difference between the two methods is relatively

small compared with the overall deflection. Varies of A (range from 1 to 8) have been

test and T-method shows a stable behaviour. The T-method is thus chosen for the future

study, mainly for interactions with curved geometry.

(a) With substrate (b) Zoomed

Figure 5.21: The cross section of the shell at y = 8.66 nm after energy minimization.

Two approaches are considered to approximate the interaction with the curved substrate

whose surface is indicated by the dash line.

Fig. 5.22 shows a result for an approximated real substrate (L = 400 nm) using T-

method with 100 × 100 elements. For simplicity, the surface of the curved substrate is

approximated by solving a modified Helmholtz equation over the diamond domain:
−ε2∇2u+ (u−H) = 0, for rc ≥ 100 nm

u = 0, for rc < 100 nm

(5.27)

where ε = 20 andH = 85 control the curvature and the depth of the substrate, respectively.

The solution of u is shown in Fig. 5.23 and surface is given as fs = u −max(u). In this
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simulation, no force is applied on rc < 100 nm which is the region above the designed hole.

When the curved substrate is considered, the region is far enough from the substance and

thus its interaction is negligible.

This subsection is also a preliminary study for potential future work. The low com-

putational cost of the T-method allows further studies on multilayer MoS2. Meanwhile,

alternative ways to determine dt are valuable to be investigated for increasing the accuracy

of the approximation and for matching the bend-contour from experiments.
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(a) Top view

(b) View between front and bottom

Figure 5.22: Energy minimization of the 2D shell interacting with an approximated

curved substrate. L = 400 nm. The deformation is scaled by a factor 3. The color bar

indicates values of zsh
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(a) Top view

(b) View between front and bottom

Figure 5.23: Solution of Eq. (5.27) over the diamond domain, which represents the

substrate surface for the minimization shown in Fig. 5.22
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Chapter 6

Conclusion

Nonlocal interactions have shown wide applicability for describing long-range effects

from microscale to macroscale. However, nonlocal problems raise numerical challenges such

as high computational cost and geometric complexity. For this reason and in the context

of continuum mechanics, this thesis studies numerical methods for nonlocal problems and

focuses on two topics: weak form peridynamics and nanoscale strain engineering.

For weak form peridynamics, the GMLS-based quadrature rule is used for both inner

and outer integration. Two methods, element-based and ball-based, are considered for

the placement of inner quadrature points. The mesh is extended for the construction of

inner quadrature so that symmetry is maintained. In the numerical tests for 1D uniform

discretizations, both element-based and ball-based methods show stable convergence and

the mesh extension improve the first-order convergence to the second-order. For 1D non-

uniform discretizations, only the ball-based method is capable of retaining symmetry and

show convergence. While a plateau behaviour arises during the mesh refinement in the
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non-uniform tests, increasing the number of outer quadrature points leads to a more per-

sistent second-order convergence. Within the computational limitation, similar numerical

tests have been done in 2D and result in consistent behaviours as shown in 1D tests. In

conclusion, the symmetry is an important property for the convergence of GMLS-based

method.

For the nanoscale strain engineering, the thesis aims at leveraging continuum models

to simulate nonlocal interactions, which are governed by the LJ potential, between a

monolayer MoS2 and a multihole Si3N4 substrate. A 1D beam and 1D substrate are first

built for preliminary study and the interaction in such low-dimensional model can be

formulated analytically. An effective interaction distance is determined considering the

concentrated nature of the LJ model. The Riemann sum is chosen as the quadrature

rule for integration over the substrate while approximating the effect from holes. When

the model upgrades to higher-dimension, a 2D Kirchhoff–Love shell is built to simulate

the monolayer. The effective elastic constants and thickness for the shell are determined

according to classical elastic tests performed in MD. The Riemann sum for the 3D substrate

is optimized using octrees. The chosen structure acheives low computational cost by

intensively placing quadrature points in the short-range of LJ force which dominates the

nonlocal interaction. For future work, the realistic substrate has shown curvature due

to manufacturing precision, so an alternative approach based on a semi-infinite integral

is proposed to approximate the integration over the curved substrate, thus avoiding the

convergence and cost issues of Riemann sums when dealing with such substrates.
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[15] Y. Mauricio Muñoz-Muñoz, Gabriela Guevara-Carrion, Mario Llano-Restrepo, and
Jadran Vrabec. Lennard-Jones force field parameters for cyclic alkanes from cyclo-
propane to cyclohexane. Fluid Phase Equilibria, 404:150 – 160, 2015.

[16] Hendrik Heinz, R. A. Vaia, B. L. Farmer, and R. R. Naik. Accurate simulation of
surfaces and interfaces of face-centered cubic metals using 12-6 and 9-6 Lennard-Jones
potentials. The Journal of Physical Chemistry C, 112(44):17281–17290, 2008.

[17] Max Born. Eine thermochemische anwendung der gittertheorie. Verhandlungen der
Deutschen Physikalischen Gesellschaft, 21:13–24, 1919.

[18] J. E. Lennard-Jones. On the determination of molecular fields. Proc. R. Soc. Lond.
A, 106:463–477, 1924.

[19] Thomas Hughes. The Finite Element Method: Linear Static and Dynamic Finite
Element Analysis, volume 78. 01 2000.

[20] T.J.R. Hughes, J.A. Cottrell, and Y. Bazilevs. Isogeometric analysis: CAD, finite ele-
ments, NURBS, exact geometry and mesh refinement. Computer Methods in Applied
Mechanics and Engineering, 194(39):4135 – 4195, 2005.

[21] J. Cottrell, Thomas Hughes, and Yuri Bazilevs. Isogeometric Analysis: Toward inte-
gration of CAD and FEA. Wiley, 2009.

[22] Anders Logg, Garth Wells, and Kent-Andre Mardal. Automated solution of differential
equations by the finite element method. The FEniCS book. Springer, 2012.

[23] Martin Alnæs, Anders Logg, Kristian Oelgaard, Marie Rognes, and Garth Wells.
Unified form language: A domain-specific language for weak formulations of partial
differential equations. ACM Transactions on Mathematical Software, 40(2):9:1–9:37,
03 2014.

74



[24] Robert C. Kirby and Anders Logg. A compiler for variational forms. ACM Transac-
tions on Mathematical Software, 32(3):417–444, 09 2006.

[25] D. Kamensky and Y. Bazilevs. tIGAr: Automating isogeometric analysis with FEn-
iCS. Computer Methods in Applied Mechanics and Engineering, 344:477 – 498, 2019.

[26] Holger Wendland. Scattered Data Approximation. Cambridge University Press, 2005.

[27] Davoud Mirzaei, Robert Schaback, and Mehdi Dehghan. On generalized moving least
squares and diffuse derivatives. IMA Journal of Numerical Analysis, 32:983–1000,
2011.

[28] Ben Gross, Nathaniel Trask, Paul Kuberry, and Paul Atzberger. Meshfree methods
on manifolds for hydrodynamic flows on curved surfaces: A generalized moving least-
squares (GMLS) approach. Journal of Computational Physics, 409:109–340, 02 2020.

[29] Nathaniel Trask, Huaiqian You, Yue Yu, and Michael L. Parks. An asymptotically
compatible meshfree quadrature rule for nonlocal problems with applications to peri-
dynamics. Computer Methods in Applied Mechanics and Engineering, 343:151 – 165,
2019.

[30] Marco Pasetto. Enhanced Meshfree Methods for Numerical Solution of Local and
Nonlocal Theories of Solid Mechanics. PhD thesis, 2019.

[31] F. Bobaru, J.T. Foster, P.H. Geubelle, and S.A. Silling. Handbook of Peridynamic
Modeling. Modern Mechanics and Mathematics. Taylor & Francis, 2015.

[32] Florin Bobaru, Mijia Yang, Leonardo Frota Alves, Stewart A. Silling, Ebrahim Askari,
and Jifeng Xu. Convergence, adaptive refinement, and scaling in 1D peridynamics.
International Journal for Numerical Methods in Engineering, 77(6):852–877, 2009.

[33] Qiang Du, Max Gunzburger, R. Lehoucq, and Kun Zhou. A nonlocal vector calcu-
lus, nonlocal volume-constrained problems, and nonlocal balance laws. Mathematical
Models and Methods in Applied Sciences, 23:493–540, 01 2013.

[34] Yu Leng, X. Tian, Nathaniel Trask, and J. Foster. Asymptotically compatible repro-
ducing kernel collocation and meshfree integration for nonlocal diffusion. SIAM J.
Numer. Anal., 59:88–118, 2021.

[35] J. Kiendl, K.-U. Bletzinger, J. Linhard, and R. Wüchner. Isogeometric shell anal-
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