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Abstract

Optimizing orbitals in the presence of electron correlation, as in orbital optimized
second-order Mpgller-Plesset perturbation theory (OOMP2), can remove artifacts as-
sociated with mean-field orbitals such as spin contamination and artificial symmetry-
breaking. However, OOMP?2 is known to suffer from divergent correlation energies in
regimes of small orbital energy gaps. To address this issue, several approaches to am-
plitude regularization have been explored, with those featuring energy-gap dependent
regularizers appearing to be most transferable and physically justifiable. For instance,

k-OOMP2 was shown to address the energy divergence issue in, e.g., bond-breaking
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processes while offering a significant improvement in accuracy for the W4-11 ther-
mochemistry dataset, and a parameter of k=1.45 was recommended. A more recent
investigation of regularized MP2 with Hartree-Fock orbitals revealed that stronger reg-
ularization (i.e. smaller values of k) than what had previously been recommended for
k-OOMP2 may offer huge improvements in certain cases such as noncovalent interac-
tions while retaining a high level of accuracy for main-group thermochemistry datasets.
In this study we investigate the transferability of those findings to k-OOMP2 and as-
sess the implications of stronger regularization on the ability of k-OOMP2 to diagnose
strong static correlation. We found similar results using k-OOMP2 for several main-
group thermochemistry, barrier height, and noncovalent interaction datasets including
both closed shell and open shell species. However, stronger regularization yielded
substantially higher accuracy for open-shell transition metal thermochemistry, and is
necessary to provide qualitatively correct spin symmetry breaking behavior for sev-
eral large and electrochemically-relevant transition metal systems. We therefore find a

single k value insufficient to treat all systems using k-OOMP2.

1 Introduction

Mogller-Plesset perturbation theory to second order (MP2) is among the simplest and most
widely used correlated wavefunction methods.™ This is largely a result of its pair-wise additive
description of electron correlations at low computation cost, scaling as O(N?®) with system

size. The correlation energy is shown in Eq. [T}
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where 4,5 and a,b indices represent occupied and virtual molecular orbitals, (ij||ab) are

antisymmetrized two-electron integrals, and A?}’ =€, + € — € — €; (€ are mean-field orbital



energies). Even such a simplistic treatment of the correlation offers significant improvement
over Hartree-Fock (HF), yielding better reaction energies,” nonbonded interaction energies,*
geometries, and properties.* In addition, MP2 has been incorporated into double hybrid
density functional theory (DFT), creating some of the most accurate density functionals
currently available.”® In cases where DFT exhibits catastrophic failure due to self-interaction
error, MP2 offers a low-cost alternative.?}

Despite MP2’s widespread success, it suffers from several shortcomings due to failures of
Hartree-Fock (HF) theory as well as shortcomings of low order perturbation theory. MP2,
along with other so-called single-reference wavefunction methods, is based upon a single
Slater determinant reference and therefore cannot describe strongly correlated electronic sys-
tems (in which the wavefunction contains multiple configurations with significant weight).
Furthermore, the reference HF state is known to artificially break spin symmetry even in
cases which are well-known to be closed-shell and thus single-reference.***2 Subsequent per-
turbation theory (at second order and beyond) based on a spin-contaminated reference de-
terminant can lead to catastrophic energies, geometries, and properties for MP2.1316 This
shortcoming can be partially ameliorated by strictly enforcing spin symmetry of the reference
through use of restricted orbitals, although this leads to qualitative breakdowns of MP2 in
cases where the breaking of spin-symmetry is essential such as bond breaking. Finally, MP2
fails in cases where higher order correlation effects are large, and in such cases tends to over-
estimate the correlation energy, given in equation [Il This is a result of the overestimation
of the first order wavefunction amplitudes t?}’ compared to those from infinite-order theories
such as coupled cluster with singles and doubles (CCSD), which can arise from either large
matrix elements, <¢ng |V'|¢0), or small orbital energy gaps, A?}’. In this paper we focus on a
semi-empirical, but physically motivated, approach to addressing both (1) frequent artificial

symmetry breaking of the HF reference and (2) missing correlation effects beyond second

order.



The first class of problems arising from artificial symmetry breaking can be fixed via use
of alternative orbitals. One interesting choice of non-HF orbitals are those from Kohn-Sham
DFT. This route is taken in most double hybrid functionals, although DFT orbitals have
additionally been shown to improve the accuracy of higher order wavefunction theories as
well. 128 The use of DFT orbitals, however, can introduce delocalization error, eliminating
one useful feature of MP2. Improved orbitals can also be obtained from within the realm of
wavefunction theory by optimizing the orbitals with respect to a Lagrangian associated with
the MP2 energy, known as orbital optimized MP2 (OOMP2).192 OOMP2 has been shown
to reduce the number of cases exhibiting artificial spin symmetry breaking by approximating
Brueckner orbitals. 12927y systems with large ¢ amplitudes due to already small orbital
energy denominators, the use of OOMP2 can push the system toward a zero orbital energy
gap in order to decrease the total energy, leading to divergence of the energy as well as
the erroneous removal of Coulson-Fischer points.”® This effect is well visualized in a plot
of the largest ¢ amplitudes for several hundred main group molecules as seen in figure [Ta}
unrestricted OOMP2 (UOOMP2) is seen to yield slightly larger ¢ amplitudes than those
obtained with RHF orbitals in nearly all cases, with some species yielding significantly larger
t amplitudes. A similar comparison of the HOMO-LUMO gap is seen in figure[Ib] In nearly
all cases the gap decreases, contributing to the increased ¢ amplitudes; in extreme cases such
as bond breaking, this gap can decrease all the way to zero, causing the correlation energy
to diverge.

Orbital energy gap dependent regularizers were proposed to correct the divergent behav-
ior of OOMP2, leading to the introduction of k-OOMP2.%? In k-OOMP2, the two electron

integrals are damped by a factor depending on the orbital energy difference A?}’, leading to
a damping of the t amplitudes as seen in equation |2, as well as an additional damping factor

in the energy, as seen in equation [3|
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Figure 1: Maximum ¢ amplitudes (a) and orbital energy gaps (b) from UOOMP2 vs. RMP2 (with
RHF orbitals) for species involved in the W4-11, RSE43, HTBH38, NHTBH38, and S22 datasets.
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An important property of this form of regularization is that in the limit of zero-valued
orbital energy gaps (Aff;’ — 0) there is no contribution to the correlation energy, which
removes the divergences seen in unregularized OOMP2. On the other hand, when the orbital
energy gap is large (Af}’ — 00), the t amplitudes will be largely unaffected, preserving
the correct behavior of MP2. xk-OOMP2 was seen to restore Coulson-Fischer points in
bond breaking applications when using a suitable value of x.*” k-OOMP?2 therefore has the
potential to remove the artificial spin symmetry breaking seen in HF via orbital optimization
with correlation while correctly breaking spin symmetry in cases where it is essential due
to regularization. This suggests that predictions of (S?) from xk-OOMP2 can be an ab
initio indicator of strong correlation, which may be preferable (at least on grounds of much

lower compute costs) to active space methods or analysis of high-scaling coupled cluster



calculations. Indeed, k-OOMP2 has been used to distinguish between artificial symmetry
breaking and essential symmetry breaking in main group chemistry as well as some transition
metal (TM) systems.=03

The second class of problems arising from the low order approximation of the correlation
energy is somewhat less straightforward to address. Explicit inclusion of higher order correla-
tion as in MP3, CCSD, etc. leads to higher computational cost and is therefore less tractable
than MP2 and other related approaches without further approximations. Yet, these higher
order methods use the same expression for the correlation energy as MP2 but with differ-
ent t amplitudes, suggesting that the effect of higher order correlations might be effectively
incorporated via tuning the ¢t amplitudes. Scaled MP2 variants such as SCS-MP2°# and
the more efficient SOS-MP2%” seek to do just that by empirically fitting coefficients to scale
the opposite spin and same spin correlation energies, though we note that different optimal
coefficients were found for thermochemistry vs non-covalent interactions.”® The damping of

250 as an amplitude renor-

t amplitudes by k-regularization has been justified previously,
malization due to the effective inclusion of higher order correlations. In this approach, a
single parameter gives rise to different scaling coefficients for each ¢ amplitude depending on
orbital energy differences, and has been determined through empirical fitting. For example,
k = 1.45 yields almost a factor of 2 improvement over unregularized OOMP2 for a set of
several hundred main group reaction energies (W4-11).

Our group has investigated the use of orbital energy dependent regularizers in standard
MP2 on a broad spectrum of systems to quantify the improvement of such a renormalization
procedure as well as assess transferability of specific k values. Assessing the performance of
k-MP2 as a function of xk across main group thermochemistry, barrier heights, noncovalent
interactions, and transition metal systems showed a somewhat varied picture. The main

group thermochemistry and barrier heights results showed little dependence on the exact

k value; the errors were relatively flat with respect to x. On the other hand, noncovalent



interactions and transition metal systems showed exceptional improvements when using a
significantly stronger regularizer in the range of kK = 0.8 — 1.1. For these datasets, k-MP2
yielded up to 3-fold reductions in the root mean squared errors (RMSEs). For this reason,
we suggested a k value of 1.1 for general use.”

The present work will conduct an in-depth investigation of k-OOMP2, using a much
more diverse set of datapoints than what was previously considered. We investigate whether
k-OOMP2 also shows a preference for stronger regularization when noncovalent interactions
and transition metals are considered. Additionally, we include the extra criterion of symme-
try breaking behavior; our suggested value of x should not be so strong that it reintroduces
the artificial symmetry breaking present in HF and it should not be so weak that it does
not capture essential symmetry breaking. In this study, we analyze the performance of x-
OOMP?2 as a function of k across thermochemistry, barrier heights, noncovalent interactions,
and transition metal chemistry as well as several characteristic essential symmetry breaking

problems.

2 Computational Details and Timing

In this work, unrestricted orbitals were used for all datasets. In datasets where results were
extrapolated to the complete basis set (CBS) limit, the correlation energy was extrapolated
from triple zeta (TZ) and quadruple zeta (QZ) results using the =3 form (where z is 3 for
TZ and 4 for QZ)=® for the correlation energy along with the QZ HF energy of the k~-OOMP2
orbitals. The resolution of the identity (RI) approximation® was utilized for all k-OOMP2
calculations. No frozen core approximation was used.

The W4-11,4 RSE43,4%2 HTBH38,%* and NHTBH38%¥ calculations were performed

1546

using the aug-cc-pCVTZ/aug-cc-pCVQZ basis sets and the aug-cc-pwCVTZ/aug-cc-

pwCVQZ RI basis sets.*” As done in our previous work,*?% S224% calculations were per-



t42 and corresponding RI basis® along with coun-

formed using the aug-cc-pV'TZ basis se
terpoise correction. For the MCQO9 set®” we again use the def2-QZVPP basis®? with I
functions removed, using geometries obtained from ref. [53. We use this basis set for the
metallocene calculations as well.

Our investigations of the spin-symmetry breaking behavior as a function of regulariza-
tion strength do not require large basis sets to adequately describe the electronic structure.
Besides, a practical diagnostic for strong static correlation should not require large computa-
tional expense. Therefore, for the iron complexes we use the cc-pVDZ?* (neutral porphyrin,
PDI) and def2-SV(P)"# (charged porphyrin, terpyridine) basis sets, along with the corre-
sponding RI basis sets.”%52

All calculations were performed in the Q-Chem package.”® Relative timings for the -
OOMP2 implementation included in Q-Chem are given in table [I| for representative systems
of varying size (FH, CHy,FCH,, and benzene-water complex) included in this study. OOMP2
incurs an extra factor of 20 to 30 in the compute time relative to MP2 due to computation

of the orbital gradient. Inclusion of the k regularizer has virtually no effect.

Table 1: Timing (relative to standard RI-MP2) of xk-MP2, OOMP2 (per cycle), and k-OOMP2
(per cycle) for representative systems of varying size. The number of basis functions (IV), occupied
orbitals (Nye), virtual orbitals (N ), and auxiliary basis functions (Ng,) is also provided.

System Size N  Nye Nyr Naue | MP2 k-MP2 OOMP2 k-OOMP2
FH 155 5 150 300 | 1.00 1.13 5.08 5.08
CH,FCH, 511 13 498 986 | 1.00 1.07 21.62 22.91
benzene-water | 1131 26 1105 2194 | 1.00 1.10 25.19 26.48

3 Results and Discussion

To assess the accuracy and transferability of a single x value, we tested k-OOMP2 across a
broad distribution of datasets including thermochemistry, barrier heights, and noncovalent

interactions spanning both main group chemistry and transition metal chemistry. Addition-
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ally, we assessed the utility of each x value at distinguishing between artificial and essential
symmetry breaking via several large transition metal compounds with various types of sym-

metry breaking behavior.

3.1 Thermochemistry, Barrier Heights, and Noncovalent Interac-

tions
3.1.1 Main Group

The non-MR portion of the W4-11 dataset consists of 83 bond dissociation energies (BDE99),
505 heavy atom transfer reaction energies (HAT707), 20 isomerization energies (ISOMER-
IZATTON20), 13 nucleophilic substitution reaction energies (SN13), and 124 total atomiza-
tion energies (TAE140). These reactions are comprised of main group species with large
gaps whose behavior is typically well captured by standard quantum chemistry methods.
Previously, k-MP2 showed a preference for moderate regularization, although the suggested

r value of 1.1 did little damage to the overall accuracy of the method.5?

Table 2: RMSE in kcal/mol of k-OOMP2 with different values of « for several datasets comprised
of main group species.

K W4-11 | RSE43 | HTBH38 | NHTBH38 | 522
0 (HF) | 57.89 3.10 14.52 11.60 | 6.20
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.45
1.5

0 (OOMP2)




k-OOMP2 RMSEs vs CBS extrapolated CCSD(T) reference values for W4-11, seen in
table , show very little improvement over previous results using x-MP2.%7 This is unsur-
prising as the species contained in the W4-11 dataset are well characterized by R(O)HF
orbitals. Interestingly, the optimal x value of 1.2 is significantly stronger than the 1.5 value
seen in k-MP2. As pointed out previously, orbital optimization increases the magnitude of ¢
amplitudes so it is unsurprising that a stronger regularizer is preferred for k-OOMP2 relative
to k-MP2. It is also noteworthy that the x-dependence of the RMSE is relatively weak over
a broad range: x = 1.45 and 1.0 yield similar performance within about 8% of the optimal
value of 1.2. Even a regularizer as strong as 0.8 outperforms unregularized OOMP2.

The RSE43 dataset consists of 43 radical stabilization energies; this dataset is known
to favor OOMP2 over unrestricted MP2 due to artificial symmetry breaking in the UHF
orbitals, so we expect R(O)HF orbitals to narrow the gap between UOOMP2 and MP2
due to elimination of artificial symmetry breaking. k-OOMP2 RMSEs vs W1-F12 reference
values?? for RSE43 can be seen in table[2] We see that OOMP2 actually performs worse than
previous results using MP2,%7 although with a weak regularizer k-OOMP2 can yield roughly
a 20% reduction in error over k-MP2 suggesting that this is a case of OOMP2 driving towards
artificially large ¢ amplitudes. Due to this, we see that OOMP2 actually improves through
use of a regularizer unlike k-MP2 which performed best with no regularization, at least in
the range of x values studied. The exact location of the minimum on the RMSE vs « surface
is unknown due to the boundaries of our scan, however s values down to around 1.0 seem
viable for this dataset. Going below this will provide worse performance than unregularized
OOMP2.

The HTBH38 and NHTBH38 datasets consist of 38 hydrogen transfer and non-hydrogen
transfer barrier heights respectively. R(O)HF orbitals should be satisfactory for these species
due to absence of artificial spin-symmetry breaking so we expect little improvement over x-

MP2. xk-OOMP2 RMSEs vs CBS extrapolated CCSD(T) reference values can be seen in
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table [2l For HTBH38, OOMP2 yields a RMSE of 3.42 kcal/mol compared to 4.69 kcal/mol
previously seen in MP2.%7 For NHTBH3S8 on the other hand, OOMP2 performed worse with
an RMSE of 3.90 kcal /mol compared to 2.53 kcal/mol previously seen in MP2. The regular-
ization behavior was also slightly different. While MP2 preferred no regularization within
the range of k values studied, k~-OOMP?2 offered moderate improvements of 0.3 kcal /mol and
1.3 kcal/mol over unregularized OOMP2 at k = 1.5 with possible greater improvements at
larger k values. We therefore once again see a preference for stronger regularization when
using orbital optimization.

S22, a set of 22 noncovalent interaction energies, showed drastic improvement through the
use of relatively strong regularization in k-OOMP2, much like k-MP2. k-OOMP2 RMSEs
vs CBS extrapolated CCSD(T) reference values are given in table OOMP2 yielded a
RMSE of 1.52 kcal/mol which is slightly worse than the 1.27 kcal/mol RMSE previously
seen in MP2.% Due to the tendency of perturbation theory to overestimate noncovalent

>l using a regularizer with x = 1.1 provides over a factor of 5 improvement

interactions,
over OOMP2, yielding a RMSE of 0.27 kcal/mol! This behavior is nearly identical to that
seen previously in k-MP2, which yielded a RMSE of 0.25 kcal/mol with k = 1.1. There is
therefore no shift towards stronger regularization for this dataset unlike all previous datasets.
This suggests that OOMP2 does not lead to larger ¢t amplitudes than RMP2 for this dataset
and therefore does not need stronger regularization than RMP2. Figure [Lla] shows that this
is indeed the case; S22 exhibits nearly identical ¢ amplitudes between RHF and OOMP2
orbitals whereas the other datasets exhibit a much broader spread.

Overall, the results for main group chemistry seem extremely similar to previous results
seen for k-MP2 in that the optimal k value of 1.1-1.5 is fairly large, i.e. weak regularization
is preferred. With the exception of S22, the accuracy of k-OOMP2 is fairly insensitive to

the exact k value and using any x value within this range offers comparable results. There

were two notable differences to our previous xk-MP2 study. The first is that k-OOMP2
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offered noticeable improvements over k-MP2 for the RSE43 dataset, showing that k-OOMP2
provides further utility over k-MP2 by offering higher quality orbitals than ROHF. The other
significant difference is a general trend of k-OOMP2 preferring stronger regularization than
k-MP2; the optimal x value decreased for W4-11 and actual minima appeared for RSE43,
NHTBH38, and HTBH38 which preferred no regularization for MP2. We attributed this
behavior to the tendency of orbital optimization to lower the overall energy by increasing
the ¢t amplitudes. Interestingly, we see that the shift in optimal x value is different for each
of the datasets - for W4-11 the optimal s value shifted by 0.3, while for S22 the optimal
t did not change. We account for this difference by looking at the OOMP2 vs the RMP2
maximum ¢ amplitudes in figure [laj W411, RSE43, HTBH38, and NHTBH38 all contain
species where OOMP?2 yields significantly larger ¢ amplitudes than R(O)MP2 and therefore
require stronger regularizers. S22 however exhibits nearly identical maximum ¢ amplitudes
between R(O)MP2 and OOMP2, suggesting that OOMP2 orbitals are nearly identical to

R(O)HF orbitals, mitigating the need for a stronger regularizer.

3.1.2 Transition Metals

The MCQO9 dataset consists of nine 3d metal-carbonyl complexes (3-6 coordinate) and quanti-
fies the dissociation energy corresponding to a single carbonyl dissociation. Three complexes
have singlet ground-states, while the remaining six involve higher multiplicities. In the same
spirit as the RSEA43 set, this set is therefore an interesting test of the effect of orbital op-
timization on systems with unpaired electrons. xk-OOMP2 reaction energies are compared
directly against experimental reference values, in the same manner as in Ref. [37.

Results for this dataset can be seen in table [3| Data is not provided for unregularized
OOMP2 as the resulting correlation energy diverges for several species in this dataset. We
find that for some species k-OOMP2 diverges with x > 2.0. Since the x regularizer yields

zero correlation energy in the limit of zero-valued orbital energy gaps in the denominator,
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Table 3: RMSE in kcal/mol of k-OOMP2 with different values of s for the MCO9 dataset disso-

ciation energies and metallocene dataset ionization energies.

K MCOQO9 | Metallocenes
0.5 5.37 13.95
0.6 2.98 10.49
0.7 4.72 10.17
0.8 7.95 12.52
0.9 11.28 16.04
1.0 14.51 19.89
1.1 17.62 23.55
1.2 20.58 26.25
1.45 27.28

the orbital optimization procedure must be promoting very large numerators, which is cer-
tainly intriguing; we note that infinitely large numerators are formally impossible so these
calculations should eventually converge to some very large energy.

It is clear that this dataset shows results quite different than the previous main group
datasets. There is a clear preference for significantly stronger regularization, and the optimal
r value of 0.6 gives a RMSE of 2.98 kcal/mol which is over nine times better than x = 1.45!
Furthermore, the RMSE as a function of x is extremely steep; most of the main group
datasets were relatively flat and using a x value within 0.2 of the optimal value did not harm
results to a large degree. However in this case, using a « value of 0.8 increases the RMSE to
7.95 kcal/mol, over a factor of two worse.

Previously, k-MP2 employing the frozen core approximation was seen to yield a RMSE
of 5.48 kcal/mol at x = 0.9 for the MCO9 dataset™” (k-MP2 calculations with all electrons
correlated yield an RMSE of 6.9 kcal/mol). It appears that orbital optimization in the
presence of strong regularization offers a significant improvement for these cases, suggesting
that R(O)HF orbitals provide an inadequate description of the electronic structure. We
additionally see a continuation of the trend towards stronger regularization for optimal per-

formance of k-OOMP2 relative to k~-MP2. Orbital optimization has shifted the minimum on
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the RMSE plot from x = 0.9 to kK = 0.6.

The metallocene dataset consists of 7 adiabatic ionization energies, wherein the neutral
species and the cation are allowed to relax to different optimal geometries. For this set, only
two of the 14 involved species are singlets, and most of the species are spin-symmetry-broken
at the UHF level.”® RMSE vs. experimental references (taken from Ref. [68) as a function
of k can be seen in table [3] The results for this dataset look quite similar to those for the
MCQO9 dataset, as might be expected since both involve molecules with relatively strong
ligand-field strengths (carbonyl and cyclopentadienl ligands coordinate the metal via o and
7 bonding). The notably larger minimum RMSE for the metallocene dataset is likely due
to the fact that the average energy difference is 142.3 kcal/mol, vs 20.9 kcal/mol for the
MCOQO9 set. Here again, strong regularization is preferred, with the minimum RMSE for the
metallocene dataset occuring at £ = 0.7 compared to 0.6 for MCO9 (both surfaces are quite
steep relative to those found for the main group sets). Unregularized OOMP2 once again
diverges but the largest x value for which we could converge all of the calculations gives an
RMSE more than a factor of two worse than the minimum.

The behavior of the transition metal datasets is significantly different than for the main
group datasets. We see a drastic difference in the optimal s value, with a value of 0.6-0.7
being preferred here compared to the value of k = 1.1 suggested by our main group chemistry
datasets. This suggests a larger degree of missing correlation for these datasets leading to
even larger errors in the ¢ amplitudes, requiring a stronger regularizer. Figure 2[shows a plot
of the maximum ¢ amplitudes for each molecule in a dataset, averaged over the entire dataset,
as a function of k. As suspected, the MCQO9 dataset has much larger ¢ amplitudes than other
datasets studied; at Kk = 1.2, the MCO9 dataset has an average maximum ¢ amplitude of
nearly 0.05 compared to the 0.03 of W4-11, necessitating a stronger regularizer. When using
the optimal x = 0.6 regularizer for MCO9, the average maximum ¢ amplitude drops to

around 0.03, matching W4-11 with its optimal regularizer.
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Figure 2: Average of the maximum ¢ amplitude for each species in the dataset as a function of
k. Markers indicate the location of the optimal k value for each dataset. Dotted line indicates our
suggested criteria for adequately damped t amplitudes.
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However, it is also evident that the maximum ¢ amplitude does not tell the entire story.
The S22 dataset, in comparison to W4-11, prefers a relatively strong regularizer of k = 1.1
despite having much smaller average maximum ¢ amplitudes. OOMP2’s (and MP2’s) over-
estimation of many noncovalent interaction energies in S22 must therefore arise from slight
overestimation of many ¢ amplitudes rather than a vast overestimation of a small subset.
Additionally, in many cases the maximum ¢ amplitude corresponds to orbitals localized to
one monomer, and therefore any contribution to the interaction energy is largely cancelled
out (as the large ¢ amplitude will exist in both the monomer and the dimer) - leading to
poor correlation between large ¢ amplitudes and large errors in the interaction energy. For
noncovalent interactions, the relevant ¢ amplitudes are therefore only those that involve both
monomers (i.e., intermolecular excitations). Thus, while large average maximum ¢ ampli-
tudes can indicate regimes wherein regularization of second order perturbation theory is
likely to be beneficial, the damping of a large number of already-small ¢ amplitudes can also
have significant effects, and it is possible that the presence of large ¢ amplitudes will not
cause large errors in energy differences as their effects will cancel out in, e.g., the calculation
of noncovalent interaction energies.

Evidently, the x regularizer is not capable of treating the wide range of ¢t amplitudes
seen across these main group and transition metal datasets in an optimal way with a single
choice of the xk parameter. Using a value of kK = 0.7 to adequately treat the transition
metal datasets will lead to very poor results for the main group datasets - the RMSE for
W4-11 would increase nearly 50%. However using a value of k = 1.1 to adequately treat
main group datasets would lead to disastrous results for the transition metal datasets - the
RMSE of MCQO9 would increase by almost a factor of 6! Compromising between these two
cases to a value of kK = 0.9 leads to intermediate (albeit somewhat unsatisfactory) results in
nearly all datasets. We therefore conclude that there is not a value of x that is optimal for

all applications. This is a similar conclusion to what we found for xk-MP2.%7 Additionally,
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we propose the maximum ¢ amplitude as a useful metric for ensuring adequate damping of
correlation energy contributions, and expect this diagnostic tool to be applicable to k-MP2
as well. We found that both MCO9 and W4-11 had average maximum ¢ amplitudes of 0.03
at the optimal regularization strength. However, as detailed above, this metric is useful but
not comprehensive - the S22 dataset showed that strong regularization can have a substantial

effect even if maximum ¢ amplitudes are relatively small.

3.2 Symmetry Breaking

(a)
Figure 3: Structures of transition metal systems studied (a) FeP (b) FePDI (c) Fe(tpyPY2Me?~)

Results across thermochemistry datasets showed very similar, although somewhat ex-
aggerated, regularization preferences relative to xk-MP2. However, k-OOMP2’s utility in
distinguishing between artificial and essential spin symmetry breaking should also be con-
sidered when determining an optimal k value. A k value that is too low will fail to eliminate
cases of artificial symmetry breaking, whereas a value that is too high will fail to capture
essential symmetry breaking.

Iron porphyrin (FeP), shown in figure provides a useful test case due to its nontrivial

3159-62

symmetry breaking behavior and plethora of previous single reference and multirefer-

ence® ™ studies as a result of its relevance in several vital biological processes. The ground
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state of FeP has previously been characterized as a triplet Fe(II) complex with two unpaired
electrons localized on the metal center, which implies this species is well-modeled by a single
determinant.®! However, HF artificially breaks spin symmetry, yielding (S?) = 4.91 with a
Mulliken spin on the iron center of 3.87. We therefore expect there is some minimum « value
that ensures spin symmetry will correctly be restored.

k-OOMP2 with £ = 1.45 as previously suggested largely corrects the spin symmetry,
yielding (S?) = 2.11. However, this solution erroneously shifts some electron spin density off
the iron center and onto the porphyrin as seen by the Mulliken spin of 0.96 for this solution,
leading to something that looks closer to a species with one unpaired electron on the iron
and one on the porphyrin, and an incorrect oxidation state on the iron. Using a stronger
regularizer, such as k = 1.1, yields a much improved solution with (S?) = 2.02, a Mulliken
spin of 2.04, and the correct Fe(II) oxidation state. It therefore seems that there are two
k-OOMP2 solutions for this species - a correct solution with a local triplet on the iron center
and an incorrect solution with a local doublet on the iron center. The incorrect solution has
a maximum ¢ amplitude of 0.15 - much larger than anything seen in our previous datasets,
while the correct solution has a maximum ¢ amplitude of 0.04. Using too weak a regularizer
therefore inadequately damps the correlation energy of the incorrect solution, leading to a
lower predicted energy than the correct solution.

A plot of the Mulliken spin on the iron center as a function of «, seen in figure [dal, shows
the energy ordering of these solutions switches around x = 1.2 with the erroneous solution
being the predicted ground state at s larger than this value and the correct solution being
predicted at x lower than this. This therefore gives an upper bound to the x value of 1.2 in
order to correctly describe the iron porphyrin species. There is also a lower bound at k = 0.7
below which artificial symmetry breaking occurs.

A one-electron reduction of FeP yields FeP~ with a doublet ground-state multiplicity.

In this configuration, the Fe(II) center is a local triplet coupled anti-ferromagnetically to
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Figure 4: (a) Mulliken spin on the iron and (S?) of FeP and (b) Maximum ¢ amplitude as a
function of .

Table 4: Critical x values for the symmetry breaking systems studied, below which correct sym-
metry breaking behavior is observed.

System Keorit

FeP 1.2

FeP~ 1.25
FeP?~ 1.2
Fe(tpyPY2Me?™) | 1.05
Fe(PDI) 1.0

a radical in a porphyrin 7* orbital. Unlike the neutral species, strong correlation should
therefore be present in the exact wavefunction. In a theory like k-OOMP2 that lacks any
treatment of strong correlation, the best description of the open-shell character in FeP~ is
via so-called “essential spin symmetry breaking”®% from an unrestricted variational method,
i.e. (S?) > 0.75. In this case we expect to see an upper bound on our x value, above which
spin symmetry is erroneously restored (“artificial symmetry restoration”). This cutoff is
found to occur around x = 1.25. We note that this artificial symmetry restoration was found
in Cy4 in our previous study.?

A second reduction to yield FeP?~ also happens at the ligand, preserving the Fe(II)

oxidation state and local metal triplet. Taken together, the local triplet on the metal is
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antiferromagnetically coupled to the ligand-centered local triplet diradical, forming a strongly
correlated singlet state. As before, we expect an appropriate parameterization of k-UOOMP2
to exhibit essential spin-symmetry breaking. As can be seen in figure [5a] one critical x value
is kK = 1.2, above which artificial spin symmetry restoration leads to physically incorrect
closed-shell character. Another critical x value is found around x = 0.7, below which the
solution begins artificially spin polarizing once again to converge to the HF solution at
k = 0. In this regime of artificial symmetry breaking, the local spin density on the iron
atom is incorrectly predicted to be 0. For this species we therefore require 0.7 < k < 1.2.

Analogous critical k values are collected in Table [
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Figure 5: (S2%) vs. x for (a) FeP?~ and (b) Fe(tpyPY2Me?~). The dotted lines indicate the exact
value of S? for a singlet. The regime of artificial symmetry restoration corresponds to incorrect
closed-shell singlet character. Essential symmetry breaking utilizes contributions from primarily
the mg = 0 quintet state to describe the antiferromagnetic coupling between local triplets to form a
strongly correlated open-shell singlet state. Artificial symmetry breaking indicates the presence of
spurious contributions from even higher spin multiplicities, recovering the UHF state in the limit
of kK = 0.
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Another interesting test case is an Fe complex with a twice-reduced terpyridine-based
pentapyridine ligand (tpyPY2Me?™), shown in figure [3c, which has a charge-neutral ground-

3372 The physically correct

state exhibiting analogous multi-reference character to FeP?~
single-reference state should be spin-symmetry broken (i.e. (S?) > 0), again due to metal-
ligand anti-ferromagnetic coupling. One critical x value for this system, seen in figure [5b]

is kerip = 1.0, necessitating an even stronger regularizer than the iron porphyrin systems to
adequately describe the spin symmetry. As before, when x > 1.0 a closed shell singlet is
incorrectly recovered. The second critical xk occurs at k..;; = 0.5, below which we see a steep

rise in the (S?) plot to erroneously further break spin symmetry (the local spin density of

the iron remains two). For this case we therefore require 0.5 < x < 1.0.

Lastly, we consider (PDI)Fe-Ny, where PDI is 2,6-bis[1-(2,6-dimethyphenyl-imino)thyl|pyridine
(henceforth referred to simply as Fe(PDI)), as shown in figure [3b] This species was previ-
ously shown to have a singlet ground state with a low-lying triplet state. The magnitude of
the singlet-triplet (S-T) gap has been somewhat debated as different computational meth-
ods yield vastly different results. ™™ Recent multireference approaches show both of these
states are characterized by spin symmetry broken solutions - the singlet having an unpaired
electron on the iron center anti-ferromagnetically coupled to one on the PDI and the triplet
having three unpaired electrons on the iron center with one anti-ferromagnetically coupled
to one on the PDI. We focus on the triplet in this case.

This system looks much like the reduced iron porphyrin species previously mentioned, so
it is unsurprising we see very similar behavior. k-OOMP?2 incorrectly restores spin symmetry
at k > 1.0, predicting a nearly spin pure triplet ({(S?) close to 2) with one unpaired electron
on the iron center and one on the PDI. Using a stronger regularizer with x < 1.0 correctly
breaks spin symmetry and yields a Mulliken spin on the iron close to 3 as expected. This
system therefore also requires a fairly strong regularizer.

Considering all these systems with nontrivial spin symmetry provides a clear motivation
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for strong regularization. In each case, using too weak a regularizer led to qualitatively
incorrect solutions due to insufficient damping of erroneous t amplitudes in solutions other
than the ground state. To correctly capture even qualitatively correct behavior across all
systems considered, we must use a « value of 1.0 or below, although the exact value required
varies system to system. For these cases, we see the erroneous solution present with weak
regularizers exhibits extremely large ¢ amplitudes indicating a breakdown of perturbation
theory. In most of these cases, the breakdown is so severe that UOOMP2 diverges. It is
therefore unsurprising that we need a stronger regularizer.

k-UOOMP2 in the limit of k — 0 recovers UHF, which predicts (S?) values of 4.00,
3.24, 3.53, 4.03, and 5.06 for the ground-states of FeP, Fe!~, FeP?~, Fe(tpyPY2Me?™), and
Fe(PDI), respectively. In all of these cases, the degree of spin-contamination is higher than
what is found with k-UOOMP?2 in k regimes that recover physical, or “essential” spin sym-
metry breaking. There is therefore a second critical value of x at values smaller than the
values noted in Table [ which marks the onset of artificial spin-symmetry breaking. For
the systems studied, this second critical x occurred around 0.5-0.7. We therefore need a x
value between 0.7 and 1.0 to qualitatively capture the symmetry breaking behavior of all the
transition metal systems studied.

Of the symmetry breaking systems previously studied with k-OOMP2, Cg is of special
note as using a stronger regularizer would result in a broken symmetry solution, indicating
a strongly correlated system in contradiction to previous results.®? However, this system
exhibits a maximum ¢ amplitude of 0.014 at k = 1.45, suggesting that this is not a qualitative

breakdown of perturbation theory and the previous conclusions are valid.
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4 Conclusions

While optimizing orbitals in the presence of MP2 correlation (OOMP2) can greatly reduce
artifacts of mean-field Hartree-Fock (HF) orbitals, the non-variational nature of the total
energy means that regularization of the amplitudes is required. The energy-dependent x-
OOMP2 approach to regularization connects the HF limit (very strong regularization: x —
0) and the OOMP2 limit (very weak regularization: k — o0). With judicious choice of
k, k-OOMP2 was shown to offer significant, and sometimes dramatic improvements over
OOMP2 (or MP2) across a wide variety of applications, as well as preventing divergence of
the correlation energy during orbital optimization. This regularization can be justified as
a renormalization of the MP2 amplitudes that mimics to some extent the neglected effects
of higher than second order correlation effects. Significant improvement over using just HF
orbitals (i.e. k-OOMP2 vs k-MP2) was also seen, supporting the importance of orbital
optimization, particularly for transition metal and radical systems. Additionally, use of the
frozen core approximation could further extend the applicability of k-OOMP2, allowing its
use in even larger systems than studied here.

For main group chemistry, including thermochemistry, barrier heights, and noncovalent
interactions, a x value of 1.1 was seen to be generally satisfactory, although most datasets
were not quite so sensitive to the exact value. In nearly all cases, this value offered significant
improvement over unregularized OOMP2. However, for predominately open-shell transition
metal thermochemistry datasets, where both R(O)HF and UHF orbitals are expected to be
inadequate, we find a strong preference for much stronger regularization; k-OOMP2 per-
formed best with a value of K = 0.6 —0.7. With these much stronger regularizers, k-OOMP2
showed very significant improvement, especially since unregularized OOMP2 diverges for
these species.

While a single value of k was not seen to yield satisfactory results for all types of datasets
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considered, we have also shown that a lot of useful information about the electronic structure
of a molecule can be gleaned by scanning the x parameter. Indeed, we extended our investi-
gation beyond the quantitative prediction of reaction energies by considering the symmetry
breaking behavior of k-OOMP2. Looking at several large transition metal complexes ex-
hibiting both essential and artificial symmetry breaking, we found a preference for stronger
regularization, with a value of x < 1.0 required to yield proper descriptions of all systems
included in this study. A lower bound of x > 0.6 was also determined, below which the spin
symmetry breaking is seen to be artificial.

It therefore seems improper to prescribe a global value of k for use in every situa-
tion. Instead, for systems of particular interest, we suggest scanning over x and monitoring
the maximum ¢ amplitudes for the species considered. This reveals the artifacts such as
symmetry-breaking associated with HF orbitals for small x, and artifacts of OOMP2 such
as nonvariational energies and artificial symmetry restoration for large k. The behavior of
k-OOMP2 in intermediate regimes is then particularly interesting: the presence of essential
symmetry breaking is an indicator of the presence of strong correlations in that systems.

For chemical applications, scanning x is too inconvenient to recommend seriously. Instead

we can offer a few conclusions based on the extensive data we have presented here:

1. There is no universally optimum choice of x for chemical applications. However, in
almost all tests reported here, the value of K = 1.45 initially recommended by two of

us?? is too weak to be recommended for routine use.

2. The weakest regularizer that we can recommend is k = 1.1, consistent with the careful
optimization that we have performed for k~-MP2 (i.e. without orbital optimization).=
This seems very effective for most applications to main group chemistry reported here,

but is demonstrably too weak for our transition metal tests.

3. The strongest regularizer that we can recommend is x = 0.65 which appears to be very
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effective for tests of transition metal systems, though it is demonstrably too strong for
the main group chemistry tests. Therefore a compromise value of k = 0.9 can also be
supported, although it is not optimal for either our main group or transition metal

tests.

4. Monitoring the largest ¢ amplitude can be an indicator of the need for stronger regular-
ization, while monitoring measures of artificial symmetry-breaking can be an indicator

of the need for weaker regularization.

The inability to recover high accuracy in both limiting situations with a single regulariza-
tion parameter shows that limitations of OOMP2 cannot be fully overcome by regularization
based only on orbital energy denominators. We postulate that a regularizer dependent on the
entire t amplitude rather than solely on the energy denominator could prove more transfer-
able. However even there, we expect difficulties arising from cases such as S22 which requires
regularization despite small ¢ amplitudes. In designing new ¢ amplitude-based regularizers,
care must be taken to ensure properties related to differentiability and orbital invariances to
occupied-occupied and virtual-virtual rotations.

This study has implications for several other methods built upon xk-OOMP2. When
performing higher order methods, such as MP3 or coupled cluster, using k-OOMP2 orbitals,
a stronger regularizer would likely be preferable to ensure qualitatively correct orbitals as the
k-OOMP2 energy is not used. We also think a regularized orbital optimized double hybrid
density functional theory™ could achieve even higher accuracy than current functionals,
as benefits have already been noted for regularized double hybrid DFT.™ However, we
have shown that careful consideration across a broad selection of applications to ensure

transferability is necessary for this sort of functional development.
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5 Associated Content

Supporting Information: This material is available free of charge at the website http://pubs.acs.org/

e Individual reaction energies for all datasets as a function of x (XLSX)
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