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ABSTRACT OF THE DISSERTATION

Learning to Attack, Protect, and Enhance Deep Networks

by

Zikui Cai

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, June 2024

Dr. M. Salman Asif, Chairperson

Artificial intelligence (AI) systems have demonstrated remarkable capabilities, yet con-

cerns about their security and safe deployment persist. With the rapid adoption of AI across crit-

ical domains, ensuring the robustness and reliability of these models is imperative. This research

addresses this challenge by exposing vulnerabilities in AI systems and enhancing their trustworthi-

ness. By systematically uncovering flaws, it aims to raise awareness of the precautions necessary for

utilizing AI in high-stakes scenarios. The methodology involves identifying vulnerabilities, quanti-

fying worst-case performance via attacks, and generalizing insights to practical deployment settings.

Additionally, it investigates techniques to strengthen model trustworthiness in real-world scenarios,

contributing to rigorous AI safety research that promotes responsible and beneficial system devel-

opment. Specifically, this research reveals vulnerabilities in neural networks by developing efficient

black-box attacks on various deep learning models across different tasks. Additionally, it focuses

on improving AI trustworthiness by detecting adversarial examples using language models and en-

hancing user privacy through innovative facial de-identification methods.

vi



For highly effective black-box attacks, ensemble-based and context-aware approaches

were developed. These methods optimize over ensemble model weight spaces to craft adversarial

examples with extreme efficiency, significantly outperforming existing input space attacks. Multi-

modal testing demonstrated that these attacks could fool systems on diverse tasks, highlighting the

need to evaluate deployment robustness against such methods. Additionally, by weaponizing con-

text to manipulate statistical relationships that models rely on, context-aware attacks were shown to

profoundly mislead systems, revealing reasoning vulnerabilities.

To protect user privacy, an algorithm was developed for seamlessly de-identifying facial

images while retaining utility for downstream tasks. This approach, grounded in differential privacy

and ensemble learning, maximizes obfuscation and non-invertibility to prevent re-identification. By

disentangling identity attributes from utility attributes like expressions, the method significantly

enhances de-identification rates while preserving utility.

To enhance the robustness and efficiency of computational imaging pipelines, including

Fourier phase retrieval and coded diffraction imaging, I developed a framework that learns reference

signals or illumination patterns using a small number of training images. This framework employs

an unrolled network as a solver. Once learned, the reference signals or illumination patterns serve

as priors, significantly improving the efficiency of signal reconstruction.

Overall, this research contributes to a more secure and reliable deployment of AI systems,

ensuring their safe and beneficial use across critical domains.
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Chapter 1

Introduction

Artificial intelligence (AI) systems have achieved remarkable capabilities, yet concerns

about their security and safety persist. Neural networks have been shown vulnerable to adversarial

attacks that lead to arbitrarily wrong outputs with slight manipulations to inputs [438, 165, 326,

66, 64]. As AI adoption rapidly increases across critical domains, ensuring model robustness and

reliability is imperative. I will present some of my efforts aiming to address this pressing challenge

along with how such problems are previously approached.

1.1 Attacking deep networks: harnessing surrogates and weaponizing

context

Adversarial attacks on deep learning models have emerged as a significant area of re-

search, highlighting vulnerabilities in these systems and underscoring the importance of robust

model development. This section discusses two sophisticated approaches that leverage surrogate-
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based strategies to execute effective attacks on deep networks, focusing on image classifiers and

object detection systems.

Blackbox Attacks via Surrogate Ensemble Search (BASES). The first approach, known

as Blackbox Attacks via Surrogate Ensemble Search (BASES), addresses the challenge of perform-

ing efficient and successful adversarial attacks without extensive interaction with the target model.

Traditional blackbox methods often suffer from low success rates and high query demands, par-

ticularly in targeted attacks. BASES innovates by utilizing a compact set of surrogate models to

approximate the decision boundaries of the target model, thereby allowing for the generation of

adversarial examples with significantly fewer queries.

The core of the BASES method involves a perturbation machine, which generates per-

turbed images by minimizing a weighted loss function. This function is dynamically adjusted over

the surrogate models based on the feedback from a limited number of queries to the victim model.

Crucially, the dimensionality of the search space in BASES corresponds directly to the number of

surrogate models used, which drastically reduces the number of required queries. Empirical results

demonstrate that BASES can achieve a success rate exceeding 90% in targeted attacks with as few

as three queries per image on average, and an impressive 99% success rate for untargeted attacks

with only 1-2 queries per image. This method not only outperforms existing blackbox strategies in

terms of efficiency but also maintains high transferability of the perturbations, making it suitable for

hard-label blackbox attacks.

Context-Aware Adversarial Attacks for Object Detection. The second approach ex-

tends the concept of surrogate-based strategies to the realm of object detection, where adversarial

attacks must consider the contextual relationships within an image. Object detectors analyze multi-
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ple aspects of an image, such as the presence and interactions of various objects, making them more

complex targets for adversarial attacks than standard image classifiers.

This method utilizes the co-occurrence of objects along with their relative locations and

sizes to inform the generation of adversarial examples. By incorporating these contextual details into

the attack generation process, it becomes possible to manipulate object detectors into misclassifying

or failing to detect certain objects, thereby achieving targeted mis-categorization. This approach has

shown to improve the transfer success rates of attacks on blackbox object detectors significantly.

When tested on popular datasets such as PASCAL VOC and MS COCO, the technique demonstrated

up to a 20 percentage point improvement over existing state-of-the-art methods.

Both strategies underscore the potential of surrogate-based methods in crafting more ef-

fective adversarial attacks that can adapt to the complexities and constraints of different deep learn-

ing architectures. By reducing reliance on extensive query mechanisms and incorporating a deeper

understanding of model behavior and image context, these approaches offer a more nuanced and

powerful toolkit for the adversarial testing of deep networks.

1.2 Protecting deep networks: advancing privacy with disguise

As deep learning continues to permeate various sectors, including those involving sen-

sitive information, the imperative to protect privacy in AI-driven systems has become paramount.

This section introduces ”Disguise,” a novel algorithm designed to shield individuals’ identities in

images while preserving the utility of these data for deep learning tasks. The approach is grounded

in principles of differential privacy and ensemble learning, representing a significant step forward

in the ethical use of AI technologies.
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Concept and Motivation. Traditional de-identification methods often struggle with the

dual challenge of maintaining privacy while preserving the analytical usability of data. Common

techniques, such as pixelation or masking, tend to degrade the quality of the data, which can detri-

mentally affect the performance of AI models that rely on detailed visual inputs. Disguise addresses

these issues by employing a sophisticated algorithm that can selectively alter identifying features in

images, thereby ensuring privacy without compromising the data’s utility for subsequent analysis.

Algorithmic Framework. Disguise operates through a combination of variational tech-

niques and a mixture-of-experts model. The core mechanism involves extracting identifying fea-

tures from facial images and substituting them with synthetic, non-reversible alternatives gener-

ated through variational methods. This substitution is designed to maximize the obfuscation of

personal identities, ensuring that the modified images are resistant to reverse engineering and re-

identification.

To preserve the usefulness of de-identified images for deep learning applications, Dis-

guise leverages a mixture-of-experts that supervises the modification process. This supervision helps

maintain important non-identifying attributes such as age, gender, and emotion, which are crucial

for tasks like demographic analysis and sentiment detection. Each expert in the ensemble focuses

on a specific attribute, ensuring that the essential characteristics of the data are retained even after

identity obfuscation.

Evaluation and Impact. Extensive evaluations of Disguise have demonstrated its effec-

tiveness across multiple datasets. The algorithm not only achieves higher de-identification rates

but also ensures superior consistency in preserving non-identifying attributes compared to previ-

ous approaches. These results highlight Disguise’s potential to facilitate the broader adoption of
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privacy-preserving technologies in AI, particularly in fields like healthcare and social media where

user consent and data sensitivity are critical.

Furthermore, Disguise’s implementation of differential privacy principles enhances its

appeal, as it provides a quantifiable measure of privacy that complies with emerging regulations and

standards in data protection. This makes it an invaluable tool for organizations seeking to deploy AI

solutions that require robust privacy guarantees without sacrificing data utility.

Overall, the Disguise algorithm represents a significant advancement in the field of AI

privacy, offering a practical solution that carefully balances the needs for both robust data protection

and high-quality analytical outputs in deep learning systems. Its development not only addresses

critical ethical concerns but also opens up new possibilities for the responsible use of AI in sensitive

domains.

1.3 Enhancing deep networks: data driven signal processing

The enhancement of deep networks through sophisticated signal processing techniques

represents a pivotal advancement in improving the performance and applicability of artificial intel-

ligence systems. This section delves into the cutting-edge methodologies that leverage data-driven

approaches to optimize signal processing in two main areas: Fourier phase retrieval and coded

diffraction pattern recovery. These enhancements not only improve the accuracy and efficiency of

deep learning models but also broaden their application scope across various scientific and industrial

domains.

Fourier Phase Retrieval with Learned References Fourier phase retrieval is a funda-

mental problem in imaging and optics, where the goal is to reconstruct a signal from the magnitudes
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of its Fourier transform. Traditional approaches to this problem often rely on iterative algorithms

that can suffer from slow convergence and sensitivity to initialization. Our approach revolutionizes

this process by introducing learned references, which are integrated into the Fourier measurement

process to guide and accelerate convergence.

By embedding a learned reference in the Fourier amplitude measurements, our method

effectively constrains the solution space, reducing ambiguities and enhancing the recovery accuracy.

The reference signal is optimized through a data-driven process using backpropagation, adapting to

specific characteristics of the target data set. This method significantly simplifies the phase retrieval

process by reducing the number of required iterations, thus lowering computational costs while

maintaining high reconstruction fidelity.

Data-driven Illumination Patterns for Coded Diffraction Imaging. Expanding the

scope of signal processing to more complex scenarios, our work on signal recovery from nonlinear

measurements addresses the challenges posed by coded diffraction patterns. In practical applica-

tions, such as X-ray crystallography or diffraction imaging, the signal is modulated by a sequence

of codes before sensor measurement, complicating the recovery process.

Our novel framework optimizes the sensing parameters, particularly the illumination pat-

terns, to significantly improve the quality of the recovered signal. By representing the phase retrieval

process as an unrolled network with a fixed number of layers, we can directly optimize the measure-

ment parameters to minimize recovery errors. This approach ensures that each iteration, or layer,

contributes optimally to the recovery process, making efficient use of computational resources.

The optimization of illumination patterns is carried out using a data-driven methodology,

where a small number of training images can lead to near-perfect reconstruction capabilities. Ex-
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tensive simulation results demonstrate that our method outperforms existing approaches, providing

substantial improvements in both accuracy and speed.

Impact and Future Directions. The data-driven enhancements in signal processing de-

tailed here not only improve the technical capabilities of deep networks but also offer significant

practical benefits. For instance, in medical imaging, enhanced phase retrieval can lead to better

diagnostic capabilities, while in telecommunications, optimized signal recovery can increase the

efficiency and reliability of data transmission.

Looking forward, the integration of advanced machine learning techniques with tradi-

tional signal processing tasks opens up exciting avenues for research and application. Continued

advancements in this field are expected to drive further improvements in computational efficiency

and solution accuracy, paving the way for new innovations in AI-enabled technologies.

Overall, these enhancements in signal processing exemplify how data-driven approaches

can fundamentally transform the capabilities of deep networks, aligning with the broader goal of ad-

vancing the field of artificial intelligence towards more efficient, accurate, and applicable solutions

across a wide range of disciplines.

1.4 Glimpse of approaches in this thesis

My research agenda centers on exposing vulnerabilities in AI systems and meaning-

fully enhancing their trustworthiness. By systematically uncovering flaws, I raise awareness of

the precautions necessary for utilizing AI in high-stakes scenarios. My overarching mission is to

eliminate dangerous deficiencies and develop robust intelligent machines that the public can confi-

dently rely on. My methodology involves identifying vulnerabilities, quantifying worst-case perfor-
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mance via attacks, and generalizing insights to practical deployment settings. I further investigate

techniques to verifiably strengthen model resilience against common real-world manipulations. The

goal is rigorous AI safety research that steers progress towards responsible and beneficial systems.

For highly effective black-box attacks, we developed ensemble-based and context-aware

approaches. My method optimizes over ensemble model weight spaces [64, 65] to craft adversarial

examples with extreme efficiency - over 30 times faster than existing input space attacks. Through

multi-modal testing, I’ve shown that simultaneous attacks in this compact space can fool systems

on diverse tasks using outputs only. As ensembles incorporate diverse models, their universality

and attack potency increases, underscoring the need to evaluate deployment robustness against such

attacks. This offers a generalizable methodology to surface vulnerabilities. Furthermore, I’ve also

weaponized context to mount impactful attacks [66, 63], manipulating the statistical relationships

and invariants models implicitly rely on. By traversing contextual graphs encoding these depen-

dencies, I introduce physically plausible inconsistencies that profoundly mislead systems. Despite

divergence from training data, cross-dataset effectiveness arises from real-world underpinnings. My

approach boosts black-box attack success over 20 percentage points with few queries, spotlighting

reasoning vulnerabilities. As a defense mechanism, we harness context as a detection mechanism

[525]. Noting language models’ aptitude for encoding environmental plausibility, we developed

techniques to perform model-agnostic consistency checks. By estimating scene likelihood under a

language prior, incongruous object configurations crafted to deliberately mislead systems are identi-

fiable despite model divergences. Our methodology highlights that progressing intelligence implies

deeper reasoning interdependence; while contextual relationships empower inference, incoherencies

within can profoundly undermine systems.
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To protect user privacy, I developed an algorithm that can seamlessly de-identify facial

images while retaining utility for downstream tasks [60]. Unlike previous approaches, mine is

grounded in differential privacy and ensemble learning. I extract identity features then replace them

with synthesized disguises using variational methods, maximizing obfuscation and non-invertibility

to prevent re-identification. Additionally, I leverage supervision signals from an ensemble model to

disentangle identity attributes from utility attributes like expressions.

To enhance the robustness and efficiency of computational imaging pipelines, including

Fourier phase retrieval and coded diffraction imaging, I developed a framework that learns reference

signals or illumination patterns using a small number of training images. This framework employs

an unrolled network as a solver. Once learned, the reference signals or illumination patterns serve

as priors, significantly improving the efficiency of signal reconstruction [62, 213, 217, 61].

1.5 Thesis organization

In this chapter, i.e. chapter 1, I introduce the motivation of my research, the problem of

interests, how such problems are addressed in the literature, and a brief description of my solutions.

From chapter 2 to chapter 5, I will revealed the vulnerabilities of neural networks

[66, 64, 63, 65] by demonstrating several efficient blackbox attacks on diverse deep learning models

over different tasks. In chapter 6, I focus on enhancing user privacy [60] by innovating facial de-

identification methods. In chapter 7 and 8, I present methods [62, 213, 217, 61] to enhance the

robustness and efficiency of computational imaging systems.
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Chapter 2

Blackbox Attacks via Surrogate

Ensemble Search

2.1 Introduction

Deep neural network (DNN) models are known to be vulnerable to adversarial attacks

[438, 165, 372, 373]. Many methods have been proposed in recent years to generate adversarial

attacks [165, 261, 326, 131, 508, 300, 208, 319] (or to defend against such attacks [326, 455, 514,

178, 334, 308, 409, 507, 395, 25]). Attack methods for blackbox models can be divided into two

broad categories: transfer- and query-based methods. Transfer-based methods generate attacks for

some (whitebox) surrogate models via backpropagation and test if they fool the victim models [372,

373]. They are usually agnostic to victim models as they do not require or readily use any feedback;

and they often provide lower success rates compared to query-based methods. On the other hand,

query-based attacks achieve high success rate but at the expense of querying the victim model
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several times to find perturbation directions that reduce the victim model loss [92, 459, 177, 278,

219]. One possible way to achieve a high success rate while keeping the number of queries small,

is to combine the transfer and query attacks. While there has been impressive recent work along

this direction [101, 208, 445, 319], the state-of-the-art methods [445, 319] still require hundreds of

or more queries to be successful at targeted attacks. Such attacks are infeasible for limited-access

settings where a user cannot query a model that many times[163].

Given this premise, we design a new method for blackbox attacks via surrogate ensemble

search (BASES), combining transfer and query ideas, to fool a given victim model with higher

success rates and fewer queries compared to state-of-the-art methods. For example, our evaluation

shows that BASES (on average) only requires 3 queries per image to achieve over a 90% success

rate for targeted attacks, which is at least 30× fewer queries compared to state-of-the-art methods

[208, 319]. BASES consists of two key steps that can be viewed as bilevel optimization steps. 1)

A perturbation machine generates a query for the victim model based on weights assigned to the

surrogate models. 2) The victim model’s feedback is used to change weights of the perturbation

machine to refine the query. Figure 7.1 depicts these steps.

We first define a perturbation machine (PM) that generates a single perturbation to fool

all the (whitebox) models in the surrogate ensemble. We use a surrogate ensemble for two reasons:

1) It is known to provide better transfer attacks [309, 131]. The assumption is that if an adversarial

image can fool multiple surrogate models, then it is very likely to fool a victim model as well. For

the same reason, an ensemble with different and diverse surrogate models provides better attack

transfer. 2) Our main interest is in searching for perturbations that can fool the given victim model.

A single surrogate model provides a fixed perturbation; hence, it does not offer flexibility to search
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over perturbations. To facilitate search over perturbations, we define the adversarial loss for the PM

as a function of weights assigned to each model in the ensemble. By changing the weights of the

loss function, we can generate different perturbations and steer in a direction that fools the victim

model. It is worth noting that perturbations generated by a surrogate ensemble with an arbitrary set

of weights often fools all the surrogate models, but they do not guarantee success on unseen victim

models; therefore, searching over the weights space for surrogate models is necessary.

Since the number of models in the surrogate ensemble is small, the search space is low

dimensional and requires extremely small number of queries compared to other query-based ap-

proaches. In our method, we further simplify the search process by updating one weight element at

a time, which is equivalent to coordinate descent, which has been shown to be effective in query-

based attacks [92, 177]. Since it searches in orthogonal directions instead of estimating the full

gradients, it is query efficient. This strategy requires 2 queries per coordinate update but offers suc-

cess rates as good as that given by performing a full gradient update step (as shown in Section 2.4).

Reducing the dimension of the search space while maintaining high success rate for query-based

attacks is an active area of research [177, 208, 445, 319], and our proposed method pushes the

boundary in this area.

We perform extensive experiments for (score-based) blackbox attacks using a variety of

surrogate and blackbox victim models for both targeted and untargeted attacks. We select PyTorch

Torchvision [378] as our model zoo, which contains 56 image classification models trained on Im-

ageNet [120] that span a wide range of architectures. We demonstrate superior performance by a

large margin over state-of-the-art approaches, especially for targeted attacks. Furthermore, we tested
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the perturbations generated by our method for attacks on hard-label classifiers. Our results show that

the perturbations generated by our method are highly transferable.

The main contributions of this paper are as follows.

• We propose a novel, yet simple method, BASES, for effective and query-efficient blackbox at-

tacks. The method adjusts weights of the surrogate ensemble by querying the victim model and

achieves high fooling rate targeted attack with a very small number of queries.

• We perform extensive experiments to demonstrate that BASES outperforms state-of-the-art meth-

ods [101, 208, 445, 319] by a large margin; over 90% targeted success rate with less than 3

queries, which is at least 30× fewer than other method.

• We also demonstrate the effectiveness under a real-world blackbox setting by attacking Google

Cloud Vision API and achieve 91% untargeted fooling rate with 2.9 queries (3× less than [208]).

• The perturbations from BASES are highly transferable and can also be used for hard-label at-

tacks. In this challenging setting, we can achieve over 90% fooling rate for targeted and almost

perfect fooling rate for untargeted attacks on a variety of models using less than 3 and 2 queries,

respectively.

2.2 Related work

Ensemble-based transfer attacks. Transferable adversarial examples that can fool one model can

also fool a different model [372, 373, 309, 281] Transfer-based untargeted attacks are considered

‘easy’ since the adversarial examples can disrupt feature extractors into unrelated directions (e.g., in

MIM [131], the fooling rate for some models can be as high as 87.9%). In contrast, transfer-based

targeted attacks often suffer from low fooling rates (e.g., MIM shows a transfer rate of about 20%
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at best). To improve the transfer rate, several methods use ensemble based approach. To combine

the information from different surrogate models, [309] fuses probability scores, and [131] proposes

combining logits. While these methods have been effective, the most natural and generic approach

is to combine losses, which can be used for tasks beyond classification [86, 500]. MGAA [528]

iteratively selects a set of surrogate models from an ensemble, to perform meta train and meta

test steps to shrink the gap between whitebox and blackbox gradient directions. Previous ensemble

approaches typically assign equal weights for each surrogate model. In contrast, we update weights

for different surrogate models based on the victim model feedback.

Query-based attacks. Unlike transfer-based attacks, query-based attacks do not make assumptions

that surrogate models share similarity with the victim model. They can usually achieve high fooling

rates even for targeted attacks (but at the expense of queries) [92, 219, 459]. The query complexity

is proportional to the dimension of the search space. Queries over the entire image space can be

extremely expensive [92], requiring millions of queries for targeted attack [459]. To reduce the

query complexity, a number of approaches have attempted to reduce the search space dimension or

leverage transferable priors or surrogate models to generate queries. SimBA-DCT [177] searches

over the low DCT frequencies. P-RGF [101] utilizes surrogate gradients as a transfer-based prior,

and draws random vectors from a low-dimensional subspace for gradient estimation. TREMBA

[208] trains a perturbation generator and traverses over the low-dimensional latent space. ODS [445]

optimizes in the logit space to diversify perturbations for the output space. GFCS [319] searches

along the direction of surrogate gradients, and falls back to ODS if surrogate gradients fail. We

summarize the typical search space and average number of queries for some state-of-the-art methods

in Table 2.1. In our approach, we further shrink the search dimension to as low as the number of
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models in the ensemble. Since our search space is dense with adversarial perturbations, we show

that a moderate-size ensemble with 20 models can generate successful targeted attacks for a variety

of victim models while requiring only 3 queries (on average), which is at least 30 time fewer than

that of existing methods.

2.3 Method

2.3.1 Preliminaries

We use additive perturbation [438, 165, 326] to generate a perturbed image as x⋆ =

x + δ, where δ denotes the perturbation vector of same size as input image x. To ensure that the

perturbation is imperceptible to humans, we usually constrain its ℓp norm to be less than a threshold,

i.e., ∥δ∥p ≤ ε, where p is usually chosen from {2,∞}. Such adversarial attacks for a victim model

f can be generated by minimizing the so-called adversarial loss function L over δ such that the

output f(x + δ) is as close to the desired (adversarial) output as possible. Specifically, the attack

generator function maps the input image x to an adversarial image x⋆ such that the output f(x⋆) is

either far/different from the original output y for untargeted attacks, or close/identical to the desired

output y⋆ for targeted attacks.

Let us consider a multi-class classifier f(x) : x 7→ z, where z = [z1, . . . , zC ] rep-

resents a logit vector at the last layer. The logit vector can be converted to a probability vector

p = softmax(z). We refer to such a classifier as a “score-based” or “soft-label” classifier. In con-

trast, a “hard-label” classifier provides a single label index out of a total of C classes. We can derive

the hard label from the soft labels as y = argmaxc f(x)c. For untargeted attacks, the objective is
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to find x⋆ such that argmaxc f(x
⋆)c ̸= y. For targeted attacks, the objective is to find x⋆ such that

argmaxc f(x
⋆)c = y⋆, where y⋆ is the target label.

Many efforts on adversarial attacks use iterative variants of the fast signed gradient method

(FGSM) [165] because of their simplicity and effectiveness. Notable examples include I-FGSM

[261], PGD [326], and MIM [131]. We use PGD attack in our PM, which iteratively optimizes

perturbations as

δt+1 = Πε
(
δt − λ sign(∇δL(x+ δt, y⋆))

)
, (2.1)

where L is the loss function and Πε denotes a projection operator. There are many loss functions

suitable for crafting adversarial attacks. We mainly employ the following margin loss, which has

been shown to be effective in C&W attacks [79]:

L(f(x), y⋆) = max

(
max
j ̸=y⋆

f(x)j − f(x)y⋆ ,−κ
)
, (2.2)

where κ is the margin parameter that adjusts the extent to which the example is ‘adversarial.’ A

larger κ corresponds to a lower optimization loss. One advantage of C&W loss function is that its

sign directly indicates whether the attack is successful or not (+ve value indicates failure,−ve value

indicates success). Cross-entropy loss is also a popular loss function to consider, which has similar

performance as margin loss (comparison results provided in supplementary material).

2.3.2 Perturbation machine with surrogate ensemble

Controlled query generation with PM. We define a perturbation machine (PM) to generate queries

for the victim model as shown in Figure 7.1. The PM accepts an image and generates a perturbation

to fool all the surrogate models. Furthermore, we seek some control over the perturbations generated

by the PM to steer them in a direction that fools the victim model. To achieve these goals, we
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construct the PM such that it minimizes a weighted adversarial loss function over the surrogate

ensemble.

Adversarial loss functions for ensembles. Suppose our PM consists of N surrogate models given

asF = {f1, . . . , fN}, each of which is assigned a weight in w = [w1, . . . , wN ] such that
∑N

i=1wi =

1. For any given image x and w, we seek to find a perturbed image x⋆(w) that fools the surrogate

ensemble. Below we discuss three possible weighted ensemble loss functions-based optimization

problems for targeted attack. Loss functions for untargeted attack can be derived similarly.

weighted probabilities x⋆(w) = argmin
x

− log (1y⋆ ·
N∑
i=1

wi softmax(fi(x))), (2.3)

weighted logits x⋆(w) = argmin
x

L(
N∑
i=1

wifi(x), y
⋆), (2.4)

weighted loss x⋆(w) = argmin
x

N∑
i=1

wiL(fi(x), y⋆). (2.5)

y⋆ denotes the target label and 1y⋆ denotes its one-hot encoding. L represents some adversarial

loss function (e.g., C&W loss). The first problem in (2.3) is the minimization of the softmax cross-

entropy loss defined on the weighted combination of probability vectors from all ensemble models

[309]. The second problem in (2.4) uses adversarial loss on the weighted combination of logits

from the models [131], as the argument for the optimization. The third problem in (2.5) optimizes

a weighted combination of adversarial losses over all models. The weighted loss formulation is the

simplest and most generic ensemble approach that works not only for the classification task with

logit or probability vectors, but also other tasks (e.g., object detection, segmentation) as long as

the model losses can be aggregated [500]. Here, we focus on the weighted loss formulation, since

it shows superior performance compared to weighted probabilities and logits formulations in our

experiments (results in supplementary material).
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Algorithm 1 presents a pseudocode for the PM module for a fixed set of weights. The

PM accepts an image x and weights w along with the surrogate ensemble and returns the perturbed

image x⋆ = x+ δ after a fixed number of signed gradient descent steps for the ensemble loss.

Algorithm 1 Perturbation Machine: δ, x⋆(w) = PM(x,w, δinit)

Input:

Input x and the target class y⋆ (for untargeted attack y⋆ ̸= y );

Surrogate ensemble F = {f1, f2, ..., fN};

Ensemble weights w = {w1, w2, ..., wN};

Initial perturbation δinit; Step size λ; Perturbation norm (ℓ2/ℓ∞) and bound ε

Output: Adversarial perturbation δ, x⋆(w)

1: δ = δinit

2: for t = 1 to T do

3: Calculate Lens =
∑N

i=1wiLi(x+ δ, y⋆) ▷ Ensemble loss

4: Update δ ← δ − λ · sign(∇δLens) ▷ Gradient of ensemble via backpropagation

5: Project δ ← Πε(δ) ▷ Project to the feasible set of ℓ∞ or ℓ2 ball

6: end for

7: x⋆(w)← x+ δ

8: return δ, x⋆(w)

2.3.3 Surrogate ensemble search as bilevel optimization

Let us assume that we are given a blackbox victim model, fv, that we seek to fool using a

perturbed image generated by the PM (as illustrated in Figure 7.1). Suppose the adversarial loss for
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the victim model is defined as Lv. To generate a perturbed image that fools the victim model, we

want to solve the following optimization problem:

w = argmin
w

Lv(fv(x⋆(w)), y⋆). (2.6)

The problem in (2.6) is bilevel optimization that seeks to update the weight vector w for the PM so

that the generated x⋆(w) fools the victim model. The PM in Algorithm 1 can be viewed as a func-

tion that solves the inner optimization problem in our bilevel optimization. The outer optimization

problem searches over w to steer the PM towards a perturbation that fools the victim model.

BASES: blackbox attacks via surrogate ensemble search. Our objective is to maximize the at-

tack success rate and minimize the number of queries on the victim model; hence, we adopt a simple

yet effective iterative procedure to update the weights w and generate a sequence of queries. Pseu-

docode for our approach is shown in Algorithm 2. We initialize all entries in w to 1/N and generate

the initial perturbed image x⋆(w) for input x. We stop if the attack succeeds for the victim model;

otherwise, we update w and generate a new set of perturbed images. We follow [92] and update w

in a coordinate-wise manner, where at every outer iteration, we select nth index and generate two

instances of w as w+,w− by updating wn as wn+ η, wn− η, where η is a step size. We normalize

the weight vectors so that the entries are non-negative and add up to 1. We generate perturbations

x⋆(w+), x⋆(w−) using the PM and query the victim model. We compute the victim loss (or score)

for {w,w+,w−} and select the weights, the perturbation vector, and the perturbed images corre-

sponding to the smallest victim loss. We stop if the attack is successful with any query.
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2.4 Experiments on classification

2.4.1 Experiment setup

Surrogate and victim models. We present experiments for blackbox attacks using im-

age classification models from Pytorch Torchvision [378], which is a comprehensive and actively

updated package for computer vision tasks. At the time of writing this paper, Torchvision offers

56 classification models trained on ImageNet dataset [120]. These models have different archi-

tectures and include the family of VGG [428], ResNet [187], SqueezeNet [218], DenseNet[202],

ResNeXt [510], MobileNet [410, 197], EfficientNet [442], RegNet [387], Vision Transformer [134],

and ConvNeXt [315]. We choose different models as the victim blackbox models for our experi-

ments, as shown in Figures 2.2, 2.3, and 2.4. To construct an effective surrogate ensemble for the

PM, we sample 20 models from different families: {VGG-16-BN, ResNet-18,

SqueezeNet-1.1, GoogleNet, MNASNet-1.0, DenseNet-161,

EfficientNet-B0, RegNet-y-400, ResNeXt-101, Convnext-Small,

ResNet-50, VGG-13, DenseNet-201, Inception-v3, ShuffleNet-1.0,

MobileNet-v3-Small, Wide-ResNet-50, EfficientNet-B4, RegNet-x-400,

VIT-B-16}. We vary our ensemble sizeN ∈ {4, 10, 20} by picking the firstN model from the set.

In most of the experiments, our method uses N = 20 models in the PM, unless otherwise specified.

To validate the effectiveness of our methods in a practical blackbox setting, we also tested Google

Cloud Vision API.

Comparison with other methods. We compare our method with some of the state-of-

the-art methods for score-based blackbox attacks. TREMBA [208] is a powerful attack method that

searches for perturbations by changing the latent code of a generator trained using a set of surrogate
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models. GFCS [319] is a recently proposed surrogate-based attack method that probes the victim

model using the surrogate gradient directions. We use their original code repositories [320, 209].

For completeness, we also compare with two earlier methods, ODS [445] and P-RGF [101], that

leverage transferable priors, even though they have been shown to be less effective than GFCS

and TREMBA. Additional details about comparison with TREMBA and GFCS are provided in the

supplementary material.

Dataset. We evaluated all methods using 1000 ImageNet-like images from the NeurIPS-

17 challenge [55, 262], which provides the ground truth label and a target label for each image.

Query budget. In this paper, we move towards a limited-access setting, since for many

real-life applications, legitimate users will not be able to run many queries [163]. In contrast with

TREMBA and GFCS, which set the maximum query count to 10, 000 and 50, 000, respectively,

we set the maximum count to be 500 and only run our method for 50 queries in the worst case.

(TREMBA also uses only 500 queries for Google Cloud Vision API to cut down the cost.)

Perturbation budget. We evaluated our method under both ℓ∞ and ℓ2 norm bound, with

commonly used perturbation budgets of ℓ∞ ≤ 16 and ℓ2 ≤ 255
√
0.001D = 3128 on a 0–255 pixel

intensity scale, where D denotes the number of pixels in the image. For attacking Google Cloud

Vision API, we reduce the norm bound to ℓ∞ ≤ 12 to align with the setting in TREMBA. Results

for ℓ2 norm bound are provided in the supplementary material.

Targeted vs untargeted attacks. All the methods achieve near perfect fooling rates for

untargeted attacks in our experiments. This is because untargeted attack on image classifiers is

not challenging [319], especially when the number of classes is large. Thus, we primarily report
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experimental results on targeted attacks in the main text. Results for untargeted attacks are in the

supplementary material.

2.4.2 Score-based attacks

Targeted attacks. Figure 2.2 presents a performance comparison of five methods for targeted at-

tacks on three blackbox victim models. Our proposed method provides the highest fooling rate

with the least number of queries. P-RGF is found to be ineffective (almost 0% success) for tar-

geted attacks under low query budgets. TREMBA and GFCS are similar in performance; TREMBA

shows better performance when query count is small, but GFCS matches TREMBA after nearly 100

queries. Nevertheless, our method clearly outperforms these two powerful methods by a large mar-

gin at any level of query count. We summarize the search space dimension D and query counts vs

fooling rate of different methods under a limited (and realistic) query budget for both the targeted

and untargeted attacks in Table 2.1. Our method is the most effective in terms of fooling rate vs

number of queries (and has the smallest search dimension). Additional results and details about fair

comparison and fine tuning of TREMBA and GFCS are provided in the supplementary material.

Surrogate ensemble size (N). To evaluate the effect of surrogate ensemble size on the

performance of our method, we performed targeted blackbox attacks experiment on three different

victim models using three different sizes of surrogate ensemble: N ∈ {4, 10, 20}. The results are

presented in Figure 2.3 in terms of fooling success rate vs number of queries. As we increase the

ensemble size, the fooling rate also increases. With N = 20, the targeted attack fooling rate is

almost perfect within 50 queries. Specifically, for VGG-19 with N = 20, we improve from 54%

success rate at the first query (with equal ensemble weights) to 96% success rate at the end of 50
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Table 2.1: Number of queries vs fooling rate of different methods and the search space dimension

D.

Method D

Number of queries (mean± std) per image and fooling rate

VGG-19 DenseNet-121 ResNext-50

Targeted Untargeted Targeted Untargeted Targeted Untargeted

P-RGF [101] 7,500 -
156 ± 113

93.5%
-

164 ± 112

92.9%
-

166 ± 116

92.5%

TREMBA [208] 1,568
92 ± 107

89.2%

2.4 ± 14

99.7%

70 ± 104

90.5%

5.9 ± 28

99.5%

100 ± 109

85.1%

7.5 ± 38

98.9%

ODS [445] 1,000
261 ± 125

49.0%

38 ± 48

99.9%

266 ± 123

49.7%

52 ± 64

99.0%

270 ± 116

42.7%

54 ± 65

98.4%

GFCS [319] 1,000
101 ± 95

89.1%

14 ± 21

100.0%

76 ± 75

95.2%

16 ± 36

99.9%

86 ± 87

92.9%

15 ± 18

99.7%

Ours 20
3.0 ± 5.4

95.9%

1.2 ± 2.4

99.8%

1.8 ± 2.7

99.4%

1.2 ± 1.8

99.9%

1.8 ± 2.6

99.7%

1.2 ± 0.9

100.0%

queries; this equals 78% improvement. DenseNet-121 and ResNext-50 can achieve 100%

fooling rate with N = 20. With DenseNet-121, using 10 surrogate models, we can achieve a

fooling rate of 98%. While using 4 models is challenging with respect to all victim models, we can

see a rapid and significant improvement in fooling rates when the number of queries increases.

Comparison of whitebox (gradient) vs blackbox (queries). To check the effectiveness

of our coordinate descent approach for updating w, we compare its performance with the alternative

approach of calculating the exact gradient of victim loss under the whitebox setting. The results are
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presented in Figure 2.3 as dotted lines. We observe that our blackbox query approach provides

similar results as the whitebox version, which implies the coordinate-wise update of w is as good

as a complete gradient update.

2.4.3 Hard-label attacks

The queries generated by our PM are highly transferable and can be used to craft suc-

cessful attacks for hard-label classifiers. To generate a sequence of queries for hard-label classifiers,

we pick a ‘surrogate victim’ model and generate queries by updating w in the same manner as the

score-based attacks for Q iterations (without termination). We store the queries generated at every

iterations in a query set {δ1, . . . , δQ}. We test the victim hard-label blackbox model using x+ δ by

selecting δ from the set in a sequential order until either the attack succeeds or the queries finish.

In our experiments, we observed that this approach can achieve a high targeted attack

fooling rate on a variety of models. We present the results of our experiment in Figure 2.4, where

we report attack success rate vs query count for 6 models: {MobileNet-V2, ResNet-34,

ConvNeXt-Base, EfficientNet-B2, RegNet-x-8, VIT-L-16}. We used VGG-19

as the ‘surrogate victim’ model to generate the queries using the PM with 20 surrogate models. Us-

ing the saved surrogate perturbations, we can fool all models almost 100%, except for VIT-L-16

[134] that is a vision transformer and architecturally very different from the majority of surrogate en-

semble models (thus difficult to attack). Nevertheless, the fooling rate increases from 18%→ 63%,

which is a 250% improvement.
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2.4.4 Attack on commercial Google Cloud Vision API

We demonstrate the effectiveness of our approach under a practical blackbox setting by

attacking the Google Cloud Vision (GCV) label detection API. GCV detects and extracts informa-

tion about entities in an image, across a very broad group of categories containing general objects,

locations, activities, animal species, and products. Thus, the label set is very different from that of

ImageNet, and largely unknown to us. We have no knowledge about the detection models in this

API either. We randomly select 100 images from the aforementioned ImageNet dataset that are cor-

rectly classified by GCV, and perform untargeted attacks against GCV using 20 surrogate models

with perturbation budget of ℓ∞ ≤ 12 to align with the setting in TREMBA [208].

For each input image, GCV returns a list of labels, which are usually the top 10 labels

ranked by probability. Under the success metric of changing the top 1 label to any other label, same

as in [208], our attack can achieve a fooling rate of 91% with only 2.9 queries per image on average,

which is much lower than 8 queries TREMBA reported for similar experiment. We present some

successful examples in Figure 2.5. We present additional results in the supplementary material that

show our attacks from classification can transfer to object detection models.

Comparison with TREMBA. TREMBA [208] requires one trained generator for each

target class; thus, it is not feasible to test it for any arbitrary target label selected from 1000 classes

in ImageNet. For a fair comparison, we attack each image using one of the 6 target labels avail-

able in trained TREMBA model {0, 20, 40, 60, 80, 100} and average the query counts. Furthermore,

TREMBA generator was trained using an ensemble of 4 surrogate models; while it is possible to

train the generator with more surrogate models, training one generate per target label is expen-

sive and non-trivial in terms of hyper-parameter tuning. Therefore, in our experiments, we used the
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trained generator from the paper. It is worth pointing out that our method with 4 surrogate models

(as shown in Figure 2.3) is still better than TREMBA in the low query count regime. TREMBA can

provide better success rate at the expense of increased queries.

Why is our method better than TREMBA? TREMBA generates patterns by optimizing

over the latent code of a trained generator, which contributes to the high success rate. TREMBA

generator has a large enough range that it can generate adversarial perturbations that fool a vic-

tim model. Our experimental results suggests that the space of perturbations generated by our PM

(via weighted surrogate ensemble) is better (in terms of diversity and low dimensionality) than

TREMBA’s generator. That is the reason why we see a steep slope for the first few queries in our

success vs query curve.

Comparison with GFCS. To perform our experiments, we used the same set of N = 20

surrogate models for GFCS [319] that are used in our PM. GFCS used ℓ2 norm constraint and

did not compare with TREMBA. While our method can generate perturbations with ℓ2 and ℓ∞

constraints, TREMBA generates perturbations with ℓ∞ constraint. To perform a fair comparison,

we modified GFCS code to have ℓ∞ constraint and tuned the hyper-parameters to achieve the best

performance. The step-size is the key parameter that we choose as 0.005 after searching over a grid

of {0.2, 0.02, 0.01, 0.005, 0.001, 0.0005}. As shown in 2.6, the performance reported in Figure 2.2

for ℓ∞ attacks is on par with the performance achieved with original settings of ℓ2 norm constraint.

Why is our method better than GFCS? Our method is more query efficient because we

leverage all surrogate models for each query, whereas GFCS only uses one surrogate model per

query. We can see that our method has the steepest slope in Figure 2.6 and the highest success at the

starting point.
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Note about P-RGF. The original implementation of P-RGF is in Tensorflow, but to unify

the platform, we use the Pytorch implementation provided by GFCS [320].

Comparison with Simulator Attack. We use the same setting as in simulator attack [325]

that tests 3 victim blackbox models {DenseNet-121, ResNeXt-101 (32×4d), ResNeXt-101

(64×4d)} and uses 16 surrogate models {VGG-11/13/16/19, VGG-11/13/16/19 (BN),

ResNet-18/34/50/101/152, DenseNet-161/169/201}. All of these models are trained

on TinyImageNet [405] dataset and we obtain the pretrained weights from [325]. We randomly se-

lect 1000 tinyImageNet images and use incremental target label selection for targeted attacks. Target

label yadv = (y+1) mod C, where y is the original label and total number of classes is C = 200.

Perturbation budget for targeted attack is ℓ2 ≤ 4.6×255 = 1173, and for untargeted attack ℓ∞ ≤ 8.

As shown in Table 2.2, we achieve perfect fooling rates with less than two queries on average

for both targeted and untargeted attacks. Specifically, for ResNeXt-101 (32×4d), we achieve

100% targeted fooling rate with an average query count of 2.0, (min = 1, max = 26, median = 1).

In contrast, simulator attack achieves 84.9% fooling rate using 2558 queries, which is 1279× more

expensive than ours. For untargeted attack, the trend is similar that our method is 811–1445× more

query efficient than simulator attack.

Comparison with combining transfer and query-based attacks. Hybrid attack in [436]

is one of the earliest works that combines transfer and query-based attacks. It uses surrogate models

to generate the initial query, which is later updated using feedback from the blackbox victim model

via pure query-based methods. To verify that our proposed method is advantageous, we use the

perturbations generated by our ensemble models with equal weights as the initial query, and for

every failed query we deploy a powerful pure query-based method square attack [13]. Following the
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Table 2.2: Number of queries vs fooling rate of different methods on TinyImageNet dataset.

Method

Number of queries (mean/median) per image and fooling rate

DenseNet-121 ResNeXt-101 (32×4d) ResNeXt-101 (64×4d)

Targeted Untargeted Targeted Untargeted Targeted Untargeted

NES [219]
4625 / 4337

88.5%

1306 / 510

74.3%

4959 / 4703

88.0%

2104 / 765

45.3%

4758 / 4440

88.2%

2078 / 816

45.5%

Meta [135]
5420 / 5506

24.2%

3789 / 3202

71.1%

5440 / 5249

21.0%

4101 / 3712

33.8%

5661 / 5250

18.2%

4012 / 3649

36.0%

Bandits [220]
2724 / 1860

85.1%

964 / 520

99.2%

3550 / 2700

72.2%

1737 / 954

94.1%

3542 / 2854

72.4%

1662 / 1014

95.3%

Simulator [325]
1959 / 1399

89.8%

811 / 431

99.4%

2558 / 1966

84.9%

1380 / 850

96.8%

2488 / 1982

83.9%

1445 / 878

97.9%

Ours
1.5 / 1

100.0%

1.0 / 1

100.0%

2.0 / 1

100.0%

1.0 / 1

100.0%

2.0 / 1

100.0%

1.0 / 1

100.0%

same setting as in our Table 2.1 and Figure 2.2, we perform targeted attack on DenseNet-121

with a perturbation budget of ℓ∞ ≤ 16. The transfer rate of initial perturbed images is 75.5%. We

attack the remaining 24.5% failed perturbed images using square attack by allowing a maximum

query count of 500 (same setting as other baseline methods). On this subset of images, we observed

a 33.9% fooling rate with query count (mean± std): 238.2±127.4. Overall, including the images

that can initially transfer, the combination of [436] and [13] achieves a fooling rate of 83.8%, with

query count (mean± std): 24.5± 81.4. In comparison, our method achieves a 99.4% fooling rate

with a query count of 1.8 ± 2.7. Similar trends appear for other victim models, as shown in Table
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Table 2.3: Number of queries vs fooling rate for hybrid methods that combine transfer and query-

based attacks.

Models
Fooling rate and number of queries (mean± std) per image

Combine [436] and [13] Ours

VGG-19 64.7% ; 34.1 ± 99.2 95.9% ; 3.0 ± 5.4

DenseNet-121 83.8% ; 24.5 ± 81.4 99.4% ; 1.8 ± 2.7

ResNext-50 84.3% ; 24.7 ± 81.4 99.7% ; 1.8 ± 2.6

2.3. Our main takeaway is that even though the surrogate ensemble provides highly transferable

perturbation or perturbations that can be used as initialization for query-based optimization methods.

The query-based methods lose their advantage by querying over a high dimensional image space.

Our method searches over the weights of the ensemble loss, which is very low dimension and

provides query efficiency.

Untargeted attacks. Un-targeted attacks are ‘easy’ [319] in image classification, espe-

cially when the number of classes is large (e.g., in ImageNet that has 1000 categories). We show

that our method can readily achieve a fooling rate over 99% with only 1–2 queries (on average), as

depicted in Figure 2.7 below and Table 2.1 in the main text. The initial perturbations from the PM

(with all ensemble weights set to 1/N ) can already achieve a fooling rate of over 94%, close to that

of TREMBA. Other methods require tens or hundreds of queries to achieve near-perfect success

rate.
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2.4.5 Classification performance on clean images

To ensure that all the models provide reasonably correct classification results on clean

images, we calculate the classification accuracy of all ImageNet models on the 1000 test im-

ages. Our calculation shows that they have a Top-1 accuracy of (mean ± std): 89.1% ± 6.5%.

Among all the models tested, Convnext-Smal achieves the highest accuracy at 96.8%, and

SqueezeNet-1.1 gets the lowest at 68.8%.

2.5 Experiments on object detection

To demonstrate the generalizability of BASES beyond classification tasks, we also per-

formed experiments for vanishing attacks on object detectors. The results indicate that our proposed

method can be easily adopted for other tasks.

2.5.1 Experiment setup

Surrogate and victim models. We evaluate BASES using object detectors from MMDe-

tection [90, 89], which provides a diverse set of models form over fifty model families, including

Faster R-CNN [396], YOLOv3 [393], RetinaNet [301], FreeAnchor [539],

RepPoints [521], CenterNet [548], DETR [76], and Deformable DETR [552].

We choose different models {RetinaNet, RepPoints, Deformable DETR} as victim

blackbox models, as shown in Figure 2.9. For surrogate models in the PM, we select some pop-

ular models {Faster R-CNN, YOLOv3, FreeAnchor, DETR, CenterNet} and vary

our ensemble size N ∈ {2, 3, 4, 5} by choosing the first N models from the set.
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Dataset, attacks, query, and perturbation budgets. All models are trained on COCO

2017 train dataset [302]. We randomly sample 100 images of stop sign from COCO 2014 validation

dataset to perform blackbox vanishing attacks. The attack is considered successful if the victim

model fails to detect the stop sign in the adversarial image. The constraints on the query budget

Q ≤ 50 and perturbation budget ℓ∞ ≤ 16 are the same as the classification setting.

Loss functions and ensemble loss. For individual surrogate models, we use the original

loss function used for their training. We defined the ensemble loss as a weighted combination of

loss over all the surrogate models. The confidence score of stop sign detected by the victim model

is used as a feedback from the victim model.

2.5.2 Attacks on object detection

The results of attacking object detectors are shown in Figure 2.9 and Table 2.4. We observe

that our attack method is effective and query efficient in attacking object detectors. In particular, for

RetinaNet, a simple transfer attack (first iteration) has 27% fooling rate with N = 2 surrogate

models. The fooling rate improve from 27% → 81% with a small number of queries, which is a

300% improvement. Our attack gets stronger as the number of surrogate models increases. When

N = 5, we can get almost perfect (≥ 99%) fooling rate for all victim models with less than 3

queries on average.
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Table 2.4: Number of queries per image and fooling rate of attacks on three victim models using

different number N of surrogate models in PM.

N
Fooling rate and number of queries (mean± std) per image

RetinaNet RepPoints Deformable DETR

2 81% ; 8.5 ± 11 86% ; 8.0 ± 9.9 74% ; 8.5 ± 11

3 100% ; 3.9 ± 6.5 99% ; 2.8 ± 4.1 95% ; 5.4 ± 9.3

4 100% ; 2.2 ± 2.4 98% ; 2.2 ± 3.1 97% ; 2.1 ± 2.2

5 100% ; 2.0 ± 2.1 99% ; 2.1 ± 3.0 99% ; 2.1 ± 2.9

2.5.3 Attacks on Google Cloud Vision API

We also observe that the attacks generated by our method can also fool object detection

models, as shown in Figure 2.10.
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Figure 2.1: BASES for score-based attack. (Top-left) We define a perturbation machine (PM) using

a fixed set of N surrogate models, each of which is assigned a weight value as w = [w1, . . . , wN ].

The PM generates a perturbed image x⋆(w) for a given input image x by minimizing the pertur-

bation loss that is defined as a function of w. To fool a victim model, we update one coordinate

in w at a time while querying the victim model using x⋆(w) generated by the PM. We can view

this approach as a bi-level optimization or search procedure; the PM generates a perturbed image

with the given weights x⋆(w) in the inner level, while we update w in the outer level. (Bottom-left)

We visualize weights and perturbed images for a few iterations. We stop as soon as the attack is

successful (e.g. original label - ‘Butterfly’ is changed to target label - ‘Primate’ for targeted attack).

(Right) Victim loss values for different weights along the Barycentric coordinates on the triangle.

We start with equal weights (at the centroid) and traverse the space of w to reduce loss (concentrate

on model f3). Red color indicates large loss values (unsuccessful attack), and blue indicates low

loss (successful attack).
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Algorithm 2 BASES: Blackbox Attack via Surrogate Ensemble Search
Input:

Input x and the target class y⋆ (for untargeted attack y⋆ ̸= y ); Victim model fv; Maximum

number of queries Q; Learning rate η; Perturbation machine with surrogate ensemble

Output: Adversarial perturbation δ, x⋆

1: Initialize δ = 0; q = 0; w = { 1
N ,

1
N , ...,

1
N }

2: Generate perturbation via PM: δ, x⋆(w) = PM(x,w, δ) ▷ first query with equal weights

3: Query victim model: z = fv(x+ δ)

4: Update query count: q ← q + 1

5: if argmaxc zc = y⋆ then

6: break ▷ stop if attack is successful

7: end if

8: while q < Q do

9: Update surrogate ensemble weights as follows. ▷ outer level updates weights

10: Pick a surrogate index n ▷ cyclic or random order

11: Compute w+,w− by updating wn as wn + η, wn − η, respectively

12: Generate perturbation x⋆(w+), x⋆(w−) via PM ▷ inner level generates query

13: Query victim model: fv(x⋆(w+)), fv(x
⋆(w−)) ▷ 2 queries per coordinate

14: Calculate victim model loss for {w,w+,w−} as Lv(w),Lv(w+),Lv(w−)

15: Select w, δ, x⋆(w) for the weight vector with the smallest loss

16: Increment q after every query, and stop if the attack is successful for any query

17: end while

18: return δ
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Figure 2.2: Comparison of 5 attack methods on three victim models under perturbation budget

l∞ ≤ 16 for targeted attack. Our method achieves high success rate (over 90%) with few queries

(average of 3 per image).
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Figure 2.3: Comparison of targeted attack fooling rate with different number of ensemble models

N ∈ {4, 10, 20} in PM. Every experiment is performed with whitebox gradient (denoted as ‘WB’

with dotted lines) and blackbox score-based coordinate descent (denoted as ‘BB’ with solid lines).

Experiment was run on 100 images.
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Figure 2.4: Performance of blackbox attack on 6 hard-label classifiers. Our method generates a

sequence of queries for targeted attack using VGG-19 as a victim model while the PM has N = 20

models in the surrogate ensemble. Experiment performed on 100 images.

(a) Original Image - Bus (b) Attacked Image

(c) Original Image - Fly (d) Attacked Image

Figure 2.5: Visualization of some successful attacks on Google Cloud Vision.
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Figure 2.6: Adversarial attacks generated with ℓ2 constraint (equivalent to Figure 2.2 in main text

that uses ℓ∞ constraints). Comparison of our method with GFCS / ODS on three victim models

under perturbation budget ℓ2 ≤ 3128 for targeted attacks.
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Figure 2.7: Untargeted attacks (version of Figure 2.2 in the main text). Comparison of 5 attack

methods on three victim models under perturbation budget l∞ ≤ 16 for untargeted attack. All

methods can achieve near perfect success rate within 500 queries.
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Figure 2.8: Top 1 classification accuracies of different ImageNet models used in our experiments.
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Figure 2.9: Fooling rates for vanishing attacks on three victim object detectors using different num-

ber (N ∈ {2, 3, 4, 5}) of surrogate models in PM.
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(a) Original Image - Bus (b) Attacked Image

(c) Original Image - Fly (d) Attacked Image

Figure 2.10: Attacks generated by our PM can fool object detection models. Visualization of some

successful attacks on Google Cloud Vision object detection API. (Compare to Figure 2.5 in main

text.)
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2.6 Visualization of adversarial examples

Classifiers. We present some examples of adversarial images generated by different meth-

ods for targeted attack on VGG-19 classifier in Figure 2.11. We observe that even with the same

perturbation budget, ℓ∞ ≤ 16, perturbation from our method is less visible than TREMBA, and

is comparable with the ones from ODS and GFCS. TREMBA perturbs all images to ‘Tench’ and

has a very structured semantic pattern that becomes visible. ODS, GFCS, and our method perturb

‘Butterfly’ to ‘Dog’, ‘Coot’ to ‘Jacamar’, and ‘Parrot’ to ‘Fountain’.

Detectors. We visualize some example images of attacking different object detectors in

Figure 2.12. Our method effectively vanishes stop sign in the scene.
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Clean image ODS GFCS TREMBA Ours

(a) Original: Butterfly; Target: Dog for ODS, GFCS, and Ours; Target: ’Tench’ for

TREMBA.

Clean image ODS GFCS TREMBA Ours

(b) Original: Coot; Target: Jacamar for ODS, GFCS, and Ours; Target: ’Tench’ for

TREMBA.

Clean image ODS GFCS TREMBA Ours

(c) Original: Parrot; Target: Fountain for ODS, GFCS, and Ours; Target: ’Tench’ for

TREMBA.

Figure 2.11: Visualization of adversarial images generated by different methods for targeted attack.

(Corresponds to experiments in Figure 2.2 in main text.)
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Figure 2.12: Visualization of adversarial images generated by different methods for vanishing at-

tacks on ‘stop sign’. Top row is detection on clean images and bottom row is detection on adversarial

images. (Corresponds to results in Figure 2.9 with N = 5.)
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2.6.1 Loss landscape vs ensemble weights

Why does ensemble weights-based query update work? We visualize the loss landscape of

some victim models with respect to ensemble weights of three surrogate models in the PM. The plots

in Figure 2.13 illustrate the loss, where the vertices of each triangle represent the surrogates models

in the PM used for attacking a victim model on one image (as shown in sub-caption). The location

of each point inside the triangle corresponds to the weight vector w (in terms of Barycentric coor-

dinates). For instance, the centroid (marked by ×) has the barycentric coordinate w = [13, 13, 13],

which implies the losses for all the surrogate models in the ensemble are weighted equally. More

weight is given to a model if the weight vector moves closer to the vertex of that model. The color

of each point inside the triangle represents the victim loss value for the corresponding w. The attack

is more successful when the loss value is low (indicated by blue color) and less successful when the

loss value is high (indicated by red color). We created this figure using VGG-16, ResNet-18, and

SqueezeNet as Model 1,2, and 3, respectively. The main takeaway is that, in many cases, an arbi-

trary weight vector does not provide successful perturbation for a given victim model; therefore, we

need to adjust the weights to generate successful attacks.

2.7 Conclusion and discussion

We propose a novel and simple approach, BASES, to effectively perform blackbox attacks

in a query-efficient manner, by searching over the weight space of ensemble models. Our extensive

experiments demonstrate that a wide range of models are vulnerable to our attacks at the fooling rate

of over 90% with as few as 3 queries for targeted attacks. The attacks generated by our method are

43



Model1 Model2

Model3

(a) VGG-19, Image A

Model1 Model2

Model3

(b) ResNet-34, Image A

Model1 Model2

Model3

(c) ResNet-34, Image B

Figure 2.13: Illustration of the effect of weights of ensemble models on the attack loss for a victim

model. Red color indicates large loss values (unsuccessful attack), and blue indicates small loss

(successful attack).

highly transferable and can also be used to attack hard-label classifiers. Attacks on Google Cloud

Vision API further demonstrates that our attacks are generalizable beyond the surrogate and victim

models in our experiments.

Limitations. 1) Our method needs a diverse ensemble for attacks to be successful. Even

though the search space is low-dimensional, the generated queries should span a large space so that

they can fool any given victim model. This is not a major limitation for image classification task

as a large number of models are available, but it can be a limitation for other tasks. 2) Our method

relies on the PM to generate a perturbation query for every given set of weights. The perturbation

generation over surrogate ensemble is computationally expensive, especially as the ensemble size

becomes large. In our experiments, one query generation with {4, 10, 20} surrogate models requires

nearly {2.4s, 9.6s, 18s} per image on Nvidia GeForce RTX 2080 TI. Since our method requires a

small number of queries, the overall computation time of our method remains small.
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Societal impacts. We propose an effective and query efficient approach for blackbox

attacks. Such adversarial attacks can potentially be used for malicious purposes. Our work can help

further explain the vulnerabilities of DNN models and reduce technological surprise. We also hope

this work will motivate the community to develop more robust and reliable models, since DNNs are

widely used in real-life or even safety-critical applications.
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Chapter 3

Ensemble-based Blackbox Attacks on

Dense Prediction

3.1 Introduction

Computer vision models (e.g., classification, object detection, segmentation, and depth

estimation) are known to be vulnerable to carefully crafted adversarial examples [438, 165, 66, 172,

102]. Creating such adversarial attacks is easy for whitebox models, where the victim model is

completely known [165, 261, 326, 131, 508]. In contrast, creating adversarial attacks for blackbox

models, where the victim model is unknown, remains a challenging task [309, 506, 16]. Most of

the existing blackbox attack methods have been developed for classification models [319, 208, 101,

445]. Blackbox attacks for dense prediction models such as object detection and segmentation are

relatively less studied [66, 172, 297], and most of the existing ones mainly focus on untargeted

attacks [172]. Furthermore, a vast majority of these methods are based on transfer attacks, in which
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Figure 3.1: Illustration of the targeted ensemble-based blackbox attack. (Top) Attack generated by

a single surrogate model does not transfer on the victim blackbox model (person does not map to

car). (Bottom) Attack generated by weight balancing and optimization can transfer on a variety of

victim models (person is mapped to car).

a surrogate (whitebox) model is used to generate the adversarial example that is tested on the victim

model. However, the success rate of such transfer-based attacks is often low, especially for targeted

attacks [208, 101, 445].

In this paper, we propose and evaluate an ensemble-based blackbox attack method for

objection detection and segmentation. Our method is inspired by three key observations: 1) tar-

geted attacks generated by a single surrogate model are rarely successful; 2) attacks generated by

an ensemble of surrogate models are highly successful if the contribution from all the models is

properly normalized; and 3) attacks generated by an ensemble for a specific victim model can be

further improved by adjusting the contributions of different surrogate models. The overall idea of
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the proposed work is illustrated in fig:intro. Our proposed method can be viewed as a combination

of transfer- and query-based attacks, where we can adjust the contribution based on the feedback

from the victim model using a small number of queries (5–20 in our experiments). In contrast,

conventional query-based attacks require hundreds or thousands of queries from the victim model

[92, 219, 459, 177].

We conduct comprehensive experiments to validate our proposed method and achieve

state-of-the-art performance for both targeted and untargeted blackbox attacks on object detection.

Specifically, our proposed method attains 29–53% success rate using only 5 queries for targeted

attacks on object detectors, whereas the current state-of-the-art method [66] achieves 20–39% suc-

cess rate with the same number of queries. Furthermore, we extend our evaluation to untargeted and

targeted attacks on blackbox semantic segmentation models. Our method achieves 0.9–1.55% mIoU

for untargeted and 69–95% pixel-wise success for targeted attacks. By comparison, the current state-

of-the-art method [172] obtains 0.6–7.97% mIoU for untargeted attacks and does not report results

for targeted attacks. To the best of our knowledge, our work is the first approach for targeted and

query-based attacks for semantic segmentation.

Below we summarize main contributions of this work.

• We design a novel framework that can effectively attack blackbox dense prediction models based

on an ensemble of surrogate models.

• We propose two simple yet highly effective ideas, namely weight balancing and weight optimiza-

tion, with which we can achieve significantly better attack performance compared to existing

methods.
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• We extensively evaluate our method for targeted and untargeted attacks on object detection and

semantic segmentation models and achieve state-of-the-art results.

• We demonstrate that our proposed method can generate a single perturbation that can fool multi-

ple blackbox detection and segmentation models simultaneously.

3.2 Related work

Blackbox adversarial attacks. In the context of blackbox attacks, the attacker cannot access the

model parameters or compute the gradient via backpropagation. Blackbox attack methods can be

broadly divided into two groups: transfer-based [372, 373, 309, 281] and query-based attacks [92,

219, 459]. Transfer-based attacks rely on the assumption that surrogate models share similarities

with the victim model, such that an adversarial example generated for the surrogate model can also

fool the victim model. Query-based methods generate attacks by searching the adversarial examples

space based on the feedback obtained from the victim model through queries. They can often achieve

higher success rate but may require a large number of queries.

Ensemble-based attacks. Ensemble-based attacks leverage the idea of transfer attack and assume

that if an adversarial example can fool multiple models simultaneously, the chances of fooling an

unseen model are higher [309, 528, 131]. Recently, some methods have combined ensemble-based

transfer attacks with limited feedback from the victim models to improve the overall success rate

[177, 208, 445, 436, 284, 319]. These methods have mainly focused on classification models, and

ensemble attacks on dense prediction tasks such as object detection and semantic segmentation are

relatively less studied, especially for targeted attacks [500].
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Attacks against object detectors and segmentation. Dense (pixel-level) prediction tasks such as

object detection and semantic segmentation have higher task complexities[483] compared to classi-

fication tasks. Existing attacks on object detectors mainly focus on whitebox setting, although there

are a few exceptions [490, 64]. A recent study [66] generates blackbox attacks on object detectors by

using a surrogate ensemble and context-aware attack-based queries. Another approach [490] trains

a generative model to generate transferable attacks. While some patch-based attacks [307, 406] are

effective, the patches are easily noticeable. Recent works [173, 172] have investigated adversarial

robustness for semantic segmentation and proposed a transferable untargeted attack using a single

surrogate model. While most existing methods are based on a single surrogate model, we demon-

strate that using multiple surrogates with weight balancing/search in the attack generation process,

we can generate more effective adversarial examples for both untargeted and targeted scenarios, as

well as for various types of dense prediction tasks.

3.3 Method

3.3.1 Preliminaries

We consider a per-instance attack scenario in which we generate adversarial perturbation

δ for a given image x. To keep the perturbation imperceptible, we bound its ℓp norm as ∥δ∥p ≤ ε. In

our experiments, we mainly use ℓ∞ or max norm that limits the maximum level of perturbation. Our

goal is to find δ such that the perturbed image, x⋆ = x+ δ, can disrupt a victim image recognition

system fv to make wrong predictions. Suppose the original prediction for the clean image x is

y = fv(x). The attack goal is f(x⋆) ̸= y for untargeted attack, and f(x⋆) = y⋆ for targeted attack,

where y⋆ is the desired output (e.g., label or bounding box or segmentation map).
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For classification models, the label y ∈ R is a scalar. However, dense prediction models

can have more complex output space. For object detection, the variable-length output y ∈ RK×6,

where K is the number of detected objects, and each object label and position are encoded in a

vector of length 6 that include the object category, bounding box coordinates, and confidence score.

Some other tasks like keypoint detection and OCR are similar to object detection. For semantic

segmentation, the prediction y ∈ RH×W is per-pixel classification, where H and W are the height

and width of the input image, respectively. Depth and optical flow estimation tasks have similar

output structure.

The adversarial loss functions for object detection and semantic segmentation can be de-

fined using their respective training or prediction loss functions. Let us consider a whitebox model f

and an input image x with output y = f(x). For untargeted attack, we can search for the adversarial

example x⋆ by solving the following maximization problem:

x⋆ = argmax
x

L(f(x), y), (3.1)

where L(f(x), y) represents the training loss of the model with input x and output y. For targeted

attacks, with a target output y⋆, we solve the following minimization problem:

x⋆ = argmin
x

L(f(x), y⋆). (3.2)

Different from classification, which mostly use cross-entropy loss across different models,

dense predictions have different loss functions for different models due to the complexity of the

output space and diversity of the architectures. For example, two-stage object detector, including

Faster RCNN [396], has losses for object classification, bounding box regression, and losses on the

region proposal network (RPN). But for one-stage object detectors like YOLO [391, 393], they do
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not have losses corresponding to RPN. Due to the large variability of the loss functions used in

different dense prediction models, we use the corresponding training loss L for each model as the

optimization loss to guide the backpropagation.

We employ PGD[326] to optimize the perturbation as

δt+1 = Πε
(
δt − λ sign(∇δL(f(x+ δt), y⋆))

)
, (3.3)

for targeted attack and

δt+1 = Πε
(
δt + λ sign(∇δL(f(x+ δt), y))

)
, (3.4)

for untargeted attack. Here t indicates the attack step, λ is the step size, and Πε projects the pertur-

bation into a ℓp norm ball with radius ε. In the rest of the paper, we focus on targeted attacks without

loss of generalization.

3.3.2 Ensemble-based attacks

In an ensemble-based transfer attack, we use an ensemble of N surrogate (whitebox)

models: F = {f1, . . . , fN} to generate perturbations to attack the victim model fv. Note that

if the ensemble has a single model, then such an attack becomes a simple transfer attack with a

single surrogate model. Let us denote the training loss function for ith model as Li(fi(x), y∗). A

natural approach to combine the loss functions of all surrogate models is to compute an average

or weighted average of the individual loss functions. For instance, we can generate the adversarial

image by solving the following optimization problem:

x⋆(α) = argmin
x

N∑
i=1

αiLi(fi(x), y⋆), (3.5)
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Figure 3.2: Distribution of losses for different object detection models. P(Li(fi(x), y⋆)). Calcu-

lated on 500 images from VOC dataset.

where x⋆(α) is a function of the weights of the ensemble α = {α1, . . . , αN}. One of our key

observations is that the choice of weights plays a critical role in the transfer attack success rate of

the ensemble models.

Weight balancing (victim model agnostic). In ensemble-based transfer attacks, we build on the

intuition that if an adversarial example can fool all models simultaneously, it would potentially be

more transferable to any unseen victim model. This concept has been empirically corroborated by

numerous works [309, 131]. However, most attack methods have only been verified on classification

models, all of which use the same cross-entropy loss and yield similar loss values. In contrast, the

loss functions for object detectors in an ensemble can differ significantly and cover a large range

of values (as shown in fig:obj-loss-imbalance). In such cases, models with large loss terms heavily

influence the optimization procedure, reducing the attack success rate for models with small losses

(see tab:obj-ablation). To overcome this issue, we propose a simple yet effective solution to balance

the weights assigned to each model in the ensemble as follows. For each input image x and target
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output y⋆, we adjust the weight for ith surrogate model loss as

αi =

∑N
i=1 Li(fi(x), y⋆)
NLi(fi(x), y⋆)

. (3.6)

The weights are adjusted in a whitebox setting as it allows us to measure the loss of each whitebox

model accurately. The purpose of weight balancing is to ensure that all surrogate models can be

successfully attacked, making the generated example more adversarial for blackbox victim models.

Weight optimization (victim model specific). Note that the weight normalization, as discussed

above, is agnostic to the victim model. We further observe that such transfer-based attacks can be

further improved by optimizing the weights of the ensemble according to the victim model, input

image, and target output. In particular, we can change the individual αi to create the perturbations

that reduce the victim model loss Lv. To achieve this goal, we need to solve the following optimiza-

tion problem with respect to α:

α⋆ = argmin
α

Lv(fv(x⋆(α)), y⋆). (3.7)

The optimization problem in (3.7) is a nested optimization that we can solve as an alternating mini-

mization routine.

Step 0. Given input x, output y⋆, and surrogate ensemble F , we initialize α using (3.6).

Step 1. Solve (3.5) to generate an adversarial example x⋆(α).

Step 2. Test the victim model. Stop if attack is successful; otherwise, change one of the αi and

repeat Step 1.

In our experiments, we update the αi in a cyclic manner (one coordinate at a time) as

αi±γ in Step 2, where γ denotes a step size. In every round, we select the value of αi that provides

smallest value of the victim loss. We count the number of queries as the number of times we test the

generated adversarial example on the victim model and denote it as Q in our experiments.
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3.4 Experiments

To evaluate the effectiveness of our method, we performed extensive experiments on at-

tacking various object detection and semantic segmentation models. We first show that the attacks

generated by a single surrogate model fail to transfer to arbitrary victim models. Then we show that

the attack transfer rate can be increased by using an ensemble with weight balancing. Additional

optimization of the weights surrogates for each victim model can further improve the attack per-

formance. Finally, we show that we can generate single perturbations to fool object detectors and

semantic segmentation models simultaneously.

3.4.1 Experiment setup

Object detection

Models and datasets. We utilize MMDetection [90] toolbox to select various model architec-

tures and weights pre-trained on COCO 2017 dataset [302]. To construct the surrogate ensemble,

we start with two widely used models, Faster R-CNN [396] and YOLO [391, 393], and expand

the ensemble by appending models with different architectures, including {FCOS [450], Grid

R-CNN [323], SSD [305]}. We select different victim models, including {RetinaNet [301],

Libra R-CNN [370], FoveaBox [257], FreeAnchor [539], DETR [76]}. We evaluate attack

performance on COCO 2017 [302] and Pascal VOC 2007 [140] datasets. Since the models from this

repository are trained on COCO, which contains 80 object categories (a superset of VOC dataset’s

20 categories), while testing on VOC dataset, we only return the objects that exist in VOC. We fol-

low the setup in [66] and randomly select 500 images containing multiple (2–6) objects from VOC

2007 test and COCO 2017 validation sets.
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Evaluation metrics. We mainly focus on targeted attacks for object detection since they are more

challenging than untargeted or vanishing attacks. We measure the performance of the attack using

attack success rate (ASR), which equals the number of successfully attacked images over the total

number of attacks. We follow the setting in [66], where if the target label is detected within the

victim object region with IOU > 0.3, the attack is determined a success.

Perturbation and query budget. We tested different perturbation levels with ℓ∞ = {10, 20, 30}

out of 255. We use at most 10 queries for attacking object detectors, and we show the trends of how

ASR increases with the number of queries. To align with [66] that uses 5 attack plans, we set the

maximum query budget to Q = 5 in tab:obj-ablation.

Comparing methods. We compare with [66], which is a state-of-the-art transfer-based approach

that leverages context information to design attack plans to iteratively attack the victim object. The

method generates different perturbations by iterating over a set of predefined attacks, and the total

number of queries is the number of attempted attacks. BASES [64] is a recent work on ensemble-

based blackbox attacks, which mainly focused on classification tasks and did not consider the loss

distributions of different surrogate models. In our experiments, the ensemble with weight optimiza-

tion and without balancing is equivalent to BASES [64].

Semantic segmentation

Models and datasets. We use MMSegmentation [109] toolbox to select different model archi-

tectures and weights pre-trained on Cityscapes [111] (x ∈ R512×1024×3) and Pascal VOC (x ∈

R512×512×3) datasets. We select PSPNet [542] and DeepLabV3 [91] with ResNet50 and ResNet101

[187] backbones as our blackbox victim models. For the surrogate ensemble, we start with the pri-
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Table 3.1: Targeted attack success rate (%) of different methods at different perturbation budgets

on VOC dataset. For each perturbation level, the first 4 rows correspond to different settings of our

attacks, i.e. with (✓) or without (✗) weight balancing and weight optimization. We show comparison

with context-aware attack [66], the state-of-the-art method for query-based blackbox attacks.

Perturbation

Budget

Weight

Balancing

Weight

Optimization

Surrogate Ensemble Blackbox Victim Models (ASR ↑)

FRCNN YOLOv3 Retina Libra Fovea Free DETR

ℓ∞ = 10

✗ ✗ 27.9 91.5 11.6 9.2 9.0 13.4 5.6

✗ ✓ 61.4 99.4 24.3 28.0 22.4 31.0 15.4

✓ ✗ 71.1 85.7 30.9 33.4 27.2 36.0 12.2

✓ ✓ 86.0 96.9 53.2 56.6 47.2 57.4 29.0

Context-aware Attack [66] 55.8 75.6 22.6 20.4 33.6 39.2 20.2

ℓ∞ = 20

✗ ✗ 40.1 92.2 16.9 20.4 15.4 23.2 9.7

✗ ✓ 77.7 99.8 41.0 45.4 37.8 47.0 22.5

✓ ✗ 82.7 89.8 41.0 50.4 44.8 57.0 21.6

✓ ✓ 94.6 98.0 66.9 74.4 68.0 79.4 48.0

Context-aware Attack [66] 78.6 87.2 35.2 38.4 51.6 56.6 34.0

ℓ∞ = 30

✗ ✗ 43.4 91.1 17.1 22.6 17.4 27.2 11.4

✗ ✓ 82.7 99.6 47.2 54.8 47.0 57.4 33.4

✓ ✗ 85.3 90.2 48.8 56.8 45.6 59.6 29.2

✓ ✓ 96.0 98.1 78.9 82.8 76.8 83.0 58.8

Context-aware Attack [66] 80.6 88.0 42.0 44.2 56.8 63.6 40.2

57



0 2 4 6 8
Queries

10

20

30

40

50

60
Fo

ol
in

g 
Ra

te
 (%

)

RetinaNet
Libra R-CNN
FoveaBox

FreeAnchor
DETR

(a) ℓ∞ ≤ 10

0 2 4 6 8
Queries

20

30

40

50

60

70

80

Fo
ol

in
g 

Ra
te

 (%
)

RetinaNet
Libra R-CNN
FoveaBox

FreeAnchor
DETR

(b) ℓ∞ ≤ 20

0 2 4 6 8
Queries

30

40

50

60

70

80

90

Fo
ol

in
g 

Ra
te

 (%
)

RetinaNet
Libra R-CNN
FoveaBox

FreeAnchor
DETR

(c) ℓ∞ ≤ 30

Figure 3.3: Attack success rate (or fooling rate) vs number of queries (Q). The maximum value of

Q is set to 10 for these results.

mary semantic segmentation model FCN [317], and expand the ensemble with {UPerNet [504],

PSANet [543], GCNet [75], ANN [555], EncNet [532]}. All models are built on ResNet50 [187]

backbone trained with the cross-entropy loss. The loss values across all surrogate models have simi-

lar range; therefore, the effect of weight balancing for semantic segmentation is not as significant as

it is for object detection. We use validation datasets from Cityscapes [111] and Pascal VOC 2012,

which contains 500 and 1499 images with 19 and 21 classes, respectively.

Evaluation metrics. We use different metrics for untargeted and targeted attack performance eval-

uation. In untargeted experiments, the attack performance is evaluated using the mIoU score (in

percentage %), the lower mIoU score the better attack performance. For targeted experiments, we

report the pixel success ratio (PSR), which indicates the percentage of pixels successfully assigned

the desired label in the target region, the higher the better attack performance.

Perturbation and query budget. We use the perturbation budget ℓ∞ ≤ 8 out of 255 and query

budget Q = 20.
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Table 3.2: Targeted ASR (%) for blackbox victim models and whitebox surrogate models with

different ensemble sizes (N ). On VOC dataset, ℓ∞ ≤ 10.

N
Surrogate Ensemble Blackbox Victim Models (ASR ↑)

FRCNN YOLOv3 FCOS Grid R-CNN SSD Retina Libra Fovea Free DETR

1 74.7 - - - - 31.3 31.2 29.8 40.4 10.6

2 86.0 96.9 - - - 53.2 56.6 47.2 57.4 29.0

3 87.9 96.1 74.2 - - 63.1 62.0 57.3 66.6 38.0

4 89.6 94.7 75.2 87.9 - 68.7 71.0 67.6 74.4 49.6

5 89.7 91.8 73.5 86.1 82.4 68.9 70.2 68.4 77.6 53.2

Comparing methods. We compare with dynamic scale (DS) attack [172] which is the most recent

method that achieves the highest attack transfer rate on semantic segmentation untargeted attacks.

3.4.2 Attacks against object detection

Following settings in [66], we randomly select one object from the output of victim model

as the victim object and perturb it into a target object that does not exist in the original detection.

This approach rules out the possibility of mis-counting existing objects as the target object.

We report our main results in tab:obj-ablation. The baseline method uses a surrogate en-

semble without weight balancing and models are assigned weight of 1. Such a baseline method is

same a transfer-based method and results in highly imbalanced success rate for different surrogate

models. For instance, at ℓ∞ ≤ 10, the success rate for YOLOv3 is above 90% while the success rate

for Faster R-CNN is less than 30%. Low success rate on surrogate side translates to low success
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Table 3.3: Untargeted attack mIoU scores (%) of ensemble sizes N = 2, 4, 6 on Cityscapes dataset.

We compare Q = 0 (i.e. direct transfer attack) with Q = 20 ensemble attack performance. DS uses

DeepLabV3-Res50 (DL3-50) as the surrogate model for attack generation; thus the DS on DL3-50

is a whitebox attack. While our method used an ensemble that does not include any victim models

for attack generation, we still achieved comparable mIoU scores to DS on DL3-50. Blue numbers

represent whitebox attacks.

Blackbox Victim Models (mIoU ↓)
Method Whitebox Surrogate

PSPNet-Res50 PSPNet-Res101 DeepLabV3-Res50 DeepLabV3-Res101

Clean Images - 77.92 78.28 79.12 77.12

PSPNet-Res50 3.43 24.18 5.05 25.74
Baseline

DeepLabV3-Res50 4.76 21.72 3.92 22.23

PSPNet-Res50 0.82 8.04 1.36 9.00
DS[172]

DeepLabV3-Res50 1.23 7.97 0.61 7.11

N = 2 5.07 8.32 5.19 8.74

N = 4 4.33 6.26 4.32 6.33Ours (Q = 0)

N = 6 3.62 4.91 4.02 4.84

N = 2 1.38 2.88 1.15 3.50

N = 4 0.79 2.04 0.73 1.80Ours (Q = 20)

N = 6 0.90 1.55 0.94 1.09

rate on blackbox victim side. The main reason for such imbalance is that the loss of different object

detectors can be highly unbalanced (e.g., the loss value for YOLOv3 is nearly 60× larger than the

loss of Faster RCNN for targeted attacks, c.f . fig:obj-loss-imbalance). With weight balancing,

the success rate increases for surrogate and blackbox victim models. The success rate is further

increased on surrogate and victim blackbox models if we optimize the weights, same as BASES

[64]. Our method (with weight balancing and optimization) achieves a significantly higher ASR
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Table 3.4: Targeted attack performance on Cityscapes as pixel success rate (higher the better). The

attack performance increases as we increase ensemble size (N ) and number of queries for weight

optimization (Q). N = 1 has zero query. We note PSPNet-Res50 as PSP-r50, and DeepLabV3-

Res50 as DL3-r50, similar abbreviations apply to Res101.

Blackbox Victim Models (PSR ↑)
Q N

PSP-r50 PSP-r101 DL3-r50 DL3-r101

1 39.15 10.21 35.02 7.58

2 52.15 12.28 47.99 10.59

3 43.17 11.34 42.10 9.87

4 51.44 26.13 49.14 17.42

0

5 52.24 23.88 51.75 16.08

2 83.97 51.80 82.70 46.95

3 88.88 64.63 85.55 60.88

4 91.51 64.28 87.19 63.88

20

5 92.91 69.09 88.95 69.65
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compared to context-aware attack across different datasets and different perturbation budgets. On

average, our ASR on blackbox victim models is over 4× better than baseline method and over 1.5×

better than context-aware attack. On whitebox surrogate models, weight balancing and optimiza-

tion also achieves the highest ASR. Context-aware attack fixes weight ratio for surrogate models,

αFRCNNαYOLO = 4, which is sub-optimal according to our analyses. Even though it achieves much

higher performance than baseline, it still largely under-performs our method. Similar trend is ob-

served for COCO dataset (see tab:obj-ablation-coco).

fig:obj-trend shows the effect of the number of queries on the ASR that gradually improves

as we optimize the weights. We observe the largest increase in the first two steps and then the

improvement plateaus as Q→ 10.

We also conducted an experiment to test our method with varying ensemble sizes. The

results for ℓ∞ ≤ 10, Q = 5 are presented in tab:obj-ensemble-size. As we increase the number

of models in the ensemble from N = 1 to N = 5, we observe an increased ASR on all blackbox

victim models.

3.4.3 Attacks against semantic segmentation

We evaluate the effectiveness of our attack on semantic segmentation in both untargeted

and targeted settings. For the sake of consistency and a fair comparison, we adopt adversarial attack

settings in DS attack [172].

Untargeted attacks. We generate adversarial attacks using different ensemble sizes and report

mIoU scores on Cityscapes in tab:seg-untar-cs and fig:seg-trend (and Pascal VOC in supplemen-

tary material). In the untargeted setting, semantic segmentation models are attacked to maximize
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Figure 3.4: mIoU vs number of queries (Q) for different ensemble sizes (N).

the loss between clean and modified annotation; hence, the lower mIoU implies better attack perfor-

mance. All of the victim models achieve high performance on clean images. The baseline method

(direct transfer attack with one surrogate model using PGD) performs well in the whitebox set-

ting but suffers when the victim uses another backbone. For example, the attacks generated on

PSPNet-Res50 achieves 3.43% mIoU on PSPNet-Res50 but only attains 24.18% mIoU on

PSPNet-Res101. DS attack achieves better results than the baseline method but still suffers from

cross-backbone transfers. On the other hand, our method, without weight optimization (i.e., Q = 0)

and using a surrogate ensemble of N = 2 models, can achieve results comparable to DS attack,

particularly for attacks on Res101 models. As we increase the number of surrogate models to 4

or 6, our attack performance further improves. Furthermore, when we apply weight optimization

(e.g., Q = 20), the attack improves by updating the weights of the surrogate models, allowing us

to outperform DS attack for all victim models. fig:seg-trend shows how the mIoU changes with the

number of queries. We observe that the mIoU gradually reduces as we query the victim model and

optimize the weights. The largest decrease happens in the first 3–4 steps and then the reduction

plateaus as Q→ 20.
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(a) Attacks generated for ob-

ject detection only, ℓ∞ ≤ 10
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(b) Attacks generated for

semantic segmentation only,

ℓ∞ ≤ 10
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(c) Attacks generated jointly

for object detection and se-

mantic segmentation, ℓ∞ ≤

{10, 20}

Figure 3.5: Comparison between task-specific attacks and joint attack performance on blackbox

object detector (RetinaNet) and segmentation model (PSPNet). Green curves denote attack suc-

cess rate for object detectors, and blue curves denote pixel success rate for semantic segmentation.

(a) Attacks generated with an object detector surrogate do not transfer for semantic segmentation.

(b) Attacks generated with semantic segmentation models surrogate do not transfer for object de-

tectors. (c) Attacks generated by a surrogate of object detectors and semantic segmentation (along

with weight balancing and optimization) provide successful attacks for blackbox object detectors

and semantic segmentation models.

Targeted attack. To evaluate our method in a more challenging setting, we consider a targeted

attack scenario, where instead of changing every pixel in the segmentation to some arbitrary label,

we focus on attacking a dominant class (i.e., the class occupying the largest area) in the scene to its

least likely class y⋆. For each clean image, we first select a region with the dominant class y (e.g.,

“road” or “building” for most of the Cityscapes images. See fig:seg-tgt-explain as an example).
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(a) Our method can generate attacks to fool multiple blackbox object detector and

blackbox semantic segmentation models jointly. First row shows a clean image from

Cityscapes dataset, detection with RetinaNet and segmentation with PSPNet. Second

row shows the perturbed image using ensemble surrogates {Faster RCNN, YOLOv3,

FCN, UPerNet}, and detection and segmentation results on the perturbed image.

We generate perturbation to map the Car in the middle to Traffic Light. Image id:

lindau 000026 000019

(b) Color encoding for segmentation maps in CityScapes dataset

Figure 3.6: Visual adversarial examples of our method that generates successful attacks to fool

a blackbox object detector and a blackbox semantic segmentation model using a single perturbed

image.

Then based on the least-likely class of each pixel in that region, we select the class that appears

most frequently as the target label y⋆ of the entire region. We use PSR as our evaluation metric,

which represents the percentage of pixels in the selected region that are successfully assigned to y⋆.

The higher percentage indicates more pixels are successfully attacked to the desired class, which
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indicates better attack performance. Our targeted attack results are reported in tab:seg-targeted.

Results show that as we increase the number of surrogate models (N), the ASR improves for most

instances without any weight optimization step (i.e., Q = 0). If we perform weight optimization for

Q = 20 steps, then the success rate increases for all the models. For instance, with N = 4, the ASR

for Res101 models increases from 17–26% to 63-64%.

3.4.4 Joint attack for multiple models and tasks

We first show that generally adversarial examples generated for object detection do not

transfer to semantic segmentation, and vice versa. Then we show that we can generate single per-

turbations to fool object detectors and semantic segmentation models simultaneously, by using a

surrogate ensemble including both detection and segmentation models. We choose targeted attacks

in our experiments because they are more challenging than untargeted attacks.

Experiment setup. On the blackbox (victim) side, we tested RetinaNet as the victim object

detector and PSPNet-Res50 as the victim semantic segmentation model. On the whitebox (surro-

gate) side, we used Faster RCNN, YOLOv3 as the surrogate object detectors and FCN, UPerNet

as the surrogate semantic segmentation models. We performed targeted attacks on 500 test images

selected from the validation set of CityScapes dataset.

Results. We present the ASRs for task-specific and joint attacks in fig:obj-joint-curves. Green curves

denote ASR for object detectors, and blue curves denote PSR for semantic segmentation. fig:sub-

joint-det presents the results when we generate attacks using an object detector surrogate ensem-

ble. Note that success rate for victim object detector (RetinaNet) increases as we optimize the

weights but the success rate for the semantic segmentation model (PSPNet) remains small. Simi-

larly, fig:sub-joint-seg presents the results when we generate attacks using a segmentation surrogate
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ensemble. The success rate for the victim semantic segmentation model increases, but the success

rate for the object dector remains close to zero. fig:sub-joint-all presents the results when we perform

a joint attack using an ensemble that consists of both object detectors and segmentation models. The

blackbox ASR is high on both detection and segmentation fig:sub-joint-all, and the attack perfor-

mance improves as we update the weights of the surrogate models. In fig:sub-joint-all, we show

the results for different perturbation budgets, with ℓ∞ ≤ 10, the success rates on detection and

segmentation are between 60% − 70%, which are close to in-domain detection attacks in fig:sub-

joint-det and in-domain segmentation attacks fig:sub-joint-seg. When we increase the perturbation

to ℓ∞ ≤ 20, the success rate for both detection and segmentation can surpass 80%.

Visualization of adversarial examples. In this example, our goal is to perturb the car in the middle

to a traffic light. We assign the target label for car region to traffic light. fig:obj-joint-attack shows

the results where a single adversarial image generated by the surrogate model can successfully fool

the blackbox models RetinaNet and PSPNet.

3.4.5 Joint attack for multiple blackbox models

In this section, we provide additional visualization results for joint (targeted) blackbox

attacks against object detection and semantic segmentation models.

More Visualization of adversarial examples. We visualize some adversarial examples in fig:obj-

joint-examples. In fig:joint-example1, we show an example where our method generates a single

perturbed image to map the bicycle on the right-hand-side to train. In object detection results we see

the label for the Bicycle bounding box has been changed to Train, and for the segmentation map, the

corresponding region has changed to teal color encoding for Train as well. In fig:joint-example2,
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(a) Generate perturbation to map the Bicycle on the right-hand-side to Train. Image id:

munster 000140 000019

(b) Generate perturbation to map the Pedestrian to Potted Plant. Image id:

munster 000006 000019

(c) Color encoding for segmentation maps in CityScapes dataset

Figure 3.7: Visual adversarial examples of our method that generates successful attacks to fool

a blackbox object detector and a blackbox semantic segmentation model using a single perturbed

image.
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Table 3.5: Targeted attack success rate (%) for different methods on COCO dataset. Similar setting

as in tab:obj-ablation.

Perturbation

Budget

Weight

Balancing

Weight

Optimization

Surrogate Ensemble Blackbox Victim Models (ASR ↑)

FRCNN YOLOv3 RetinaNet Libra Fovea Free DETR

ℓ∞ = 10

✗ ✗ 19.6 79.7 4.6 5.0 4.4 6.6 2.6

✗ ✓ 49.8 97.8 13.5 16.2 14.4 22.6 8.4

✓ ✗ 57.2 65.3 16.2 17.6 16.6 24.0 5.4

✓ ✓ 78.0 86.1 31.7 32.0 32.3 41.6 15.4

Context-aware Attack [66] 41.2 54.4 12.0 11.2 18.6 25.0 10.8

ℓ∞ = 20

✗ ✗ 25.8 82.2 8.9 9.8 8.4 13.2 5.6

✗ ✓ 62.4 98.2 23.0 32.2 22.4 32.2 13.2

✓ ✗ 68.8 75.8 25.5 28.0 27.1 38.0 13.8

✓ ✓ 88.9 94.5 48.5 53.8 49.5 65.6 31.0

Context-aware Attack [66] 64.4 70.0 20.8 22.2 35.4 40.8 20.0

ℓ∞ = 30

✗ ✗ 29.0 82.2 8.8 9.4 13.3 14.6 6.4

✗ ✓ 69.0 99.3 27.9 34.6 31.2 43.6 17.6

✓ ✗ 72.7 78.6 32.5 33.8 34.1 41.6 14.8

✓ ✓ 91.7 95.5 57.6 64.4 58.3 71.2 36.6

Context-aware Attack [66] 68.6 75.4 27.2 27.2 39.2 46.2 21.2

the generated perturbed image maps the car in the middle to traffic light. Note that the bounding

box for the Car in the middle changed to Traffic Light for the object detector and the same area in

the semantic segmentation map changed the color to orange (corresponding to Traffic Light label).

3.4.6 Attacks against object detection

Attacks using different surrogate models. In our previous experiments (tab:obj-ablation and tab:obj-

ablation-coco), we follow the model selection in [66] for a fair comparison. We can easily replace
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the surrogate models with different ones and expect its effectiveness across different settings. For

example, we can replace YOLOv3 with Deformable DETR (denoted as Deform) and get similar

results, as shown in tab:obj-replaceYOLO below. The experiment setup and victim models are same

as reported in tab:obj-replaceYOLO for ℓ∞ = 20.

Table 3.6: Replacing YOLOv3 with Deformable DETR. Correspond to tab:obj-ablation, perturba-

tion budget ℓ∞ = 20.

Weight

Balancing

Weight

Optimization

Surrogate Ensemble Blackbox Victim Models (ASR ↑)

FRCNN Deform Retina Libra Fovea Free DETR

✗ ✗ 8.5 69.5 10.6 4.0 8.0 10.5 12.0

✗ ✓ 34.6 94.3 36.7 25.0 33.5 53.0 38.5

✓ ✗ 68.0 80.5 47.2 38.5 37.5 57.5 26.5

✓ ✓ 88.1 95.0 74.9 70.5 73.0 84.0 56.0

ZQA [63] 88.2 - 44.0 51.4 53.4 - -

Comparisons with zero-query attacks. Zero-Query attack (ZQA) [63] does not rely on any feed-

back from the victim. It assesses the attack success probability on the surrogate model before launch-

ing a single and most promising attack against the victim. Due to these differences in problem set-

ting, we do not directly compare with this method in the main paper. Here we compare the numbers

reported from corresponding manuscripts in tab:obj-replaceYOLO. ZQA uses a single surrogate

model without any feedback from the victim model. It performs worse than the few-query attacks

[66] with 3–5 queries, and our method clearly outperforms both of them.

Comparison with conventional query-based attacks. Existing query-based methods, including

GARSDC [297] and PRFA [298], require thousands of queries (which is prohibitive) and they are
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only applicable for untargeted attacks. Furthermore, their perturbations are clearly visible, see Fig.

5 in [297], while our perturbations remain imperceptible. For these key differences, we did not

Table 3.7: Comparison with conventional query-based attacks.

Method
ATSS[538]

mAP ↓ Q ↓

Clean 0.54 N/A

PRFA [298] 0.20 3500

GARSDC [297] 0.04 1837

Ours 0.00 10

include their comparison in the main paper, but here we provide a mAP score comparison with

them. We use 5 surrogate models from tab:obj-ensemble-size and perform vanishing attacks on

ATSS [538] model, we show in tab:compare-conventional that our method can achieve a near-zero

mAP within just a few queries (Q).

3.4.7 Attacks against semantic segmentation

Attacks on Pascal VOC dataset. We generate adversarial attacks using different sizes of ensemble

and report mIoU scores on the Pascal VOC dataset in tab:seg-untar-voc. Similar to the results on

the Cityscapes dataset in Tab. tab:seg-untar-cs, as we increase the number of surrogate models from

2 to 6, the attack performance improves (indicated by smaller mIoU scores). Attack performance

of our method further improves with weight optimization (with Q = 20). These results show that

by adjusting the weights of the surrogate ensemble, we can improve the attack performance. Our

attack method with N = 6 surrogate models provides 27–29% improvement in mIoU scores com-
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pared to DS attack for the victim models PSPNet-Res50 and DeepLabV3-Res50. Note that

DS attack uses these two models as the whitebox surrogates as well victim models. In contrast,

we keep all four victim models PSPNet-Res50, DeepLabV3-Res50, PSPNet-Res101,

DeepLabV3-Res101 out of our ensemble. Our surrogate ensemble consists of FCN, UPerNet,

PSANet, GCNe, ANN, EncNet with ResNet50 backbones, which reflects a more realistic

setting where the victim blackbox model is different from any of the surrogate models.

Effect of backbones on attack performance. We note that for VOC dataset results in tab:seg-

untar-voc, our method provides high attack success for blackbox victim models with ResNet50

backbone. However, the attack performance on victim models with ResNet101 backbone de-

grades (as reflected by large mIoU values). To further demonstrate the effectiveness of our attack,

we replace the backbones of the surrogate models with the ResNet101 backbones while keeping

the rest of model architectures same as the original ensemble. Results reported in tab:seg-untar-voc-

r101 show that if we replace surrogate models with ResNet101 backbones (same backbone as the

victim blackbox models), then our attack method provides significantly better results.

Attack performance on different backbones. We performed additional experiments using FCN

and PSPNet methods and MobileNetV2 and ResNeSt (denoted as -mv2 and -s101 in tab:seg-

backbones) backbones for victim models. The attack setting corresponds to Tab. tab:seg-targeted.

Due to the great difference in backbones across surrogate and victim, the attack performance drops.

Nevertheless, the attack performance improves significantly as we increase the ensemble size and

optimize ensemble weights. Results are reported in tab:seg-backbones.

Attack performance on surrogate models. For the sake of completeness, we also report attack

performance on the whitebox surrogate models for both untargeted and targeted attacks in tab:seg-
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Table 3.8: Semantic segmentation targeted pixel success ratio (PSR) (%) for blackbox victim mod-

els with different backbones.

Q N
Blackbox Victim Models (PSR ↑)

FCN-mv2 FCN-s101 PSP-mv2 PSP-s101

0

1 33.26 1.01 3.96 2.71

3 30.39 1.39 5.82 6.94

5 38.92 3.12 7.84 8.32

20
3 50.31 22.79 24.09 54.06

5 53.09 34.57 30.20 60.43

ensemble-size-untar and tab:seg-ensemble-size-tar. We observe that as we increase the number of

models in the ensemble from N = 1 to N = 5, we can achieve better attack performance on all

the whitebox and blackbox victim models we tested. Attacks that are successful on blackbox victim

models are almost always successful on all surrogate models.

Visualization of adversarial examples. We present some visual examples of untargeted attacks

in fig:seg-untar-examples and targeted attacks in fig:seg-tar-examples. We observe that the attacks

generated by surrogate model do not transfer to the victim model for untargeted or targeted cases

(i.e., Q = 0). The attacks generated after weight optimization (i.e., Q = 20) succeed for untargeted

and targeted attacks. Our targeted attack setup is visually explained in fig:seg-tgt-explain. Instead

of mapping every pixel prediction to an arbitrary target label, we focus on attacking a single object

y in the original prediction (e.g.“road” in fig:tgt-original with white bounding-box). We select the
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Table 3.9: mIoU scores (%) for untargeted attacks on semantic segmentation models with Pascal

VOC dataset. The lower value indicates better attack performance. Surrogate of ensemble sizesN =

2, 4, 6. We compare Q = 0 (i.e. direct transfer attack) with Q = 20 ensemble attack performance.

Results show enabling the ensemble query introduced attack performance increments. Blue numbers

represent whitebox attacks.

Blackbox Victim Models (mIoU ↓)
Method Whitebox Surrogate

PSPNet-Res50 PSPNet-Res101 DeepLabV3-Res50 DeepLabV3-Res101

Clean Images - 76.78 78.47 76.17 78.70

PSPNet-Res50 5.09 37.06 6.57 38.98
Baseline

DeepLabV3-Res50 3.63 22.01 3.14 22.58

PSPNet-Res50 2.07 16.10 2.56 18.57
DS

DeepLabV3-Res50 2.31 12.32 2.15 13.64

N = 2 14.33 35.47 12.31 35.31

N = 4 8.74 29.41 7.92 28.01Ours (Q = 0)

N = 6 7.28 24.28 6.75 24.63

N = 2 5.56 27.49 4.43 28.46

N = 4 2.23 22.24 2.09 20.34Ours (Q = 20)

N = 6 1.69 18.07 1.53 17.61

target label y⋆ as the class that appears most frequently as the least-likely label of the pixels in the

selected region. For example, fig:tgt-ll shows class “building” in grey color as the least likely class

in the target region. Finally, we generate attack to replace the entire selected region in the original

prediction to its target label (fig:tgt-target).
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(a) Generate perturbation to maximize prediction error. We use the N = 2 surrogate

ensemble to generate this attack against blackbox victim PSPNet-Res50. Image id:

frankfurt 000001 005703

(b) Generate perturbation to maximize prediction error. We use the N = 2 surrogate

ensemble to generate this attack against blackbox victim DeepLabV3-Res101. Image

id: frankfurt 000000 022797

Figure 3.8: Visual adversarial examples of our method for untargeted attacks to fool a blackbox

semantic segmentation model.
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Table 3.10: mIoU scores (%) for untargeted attacks on semantic segmentation models with Pascal

VOC dataset. The lower value indicates better attack performance. Surrogate of ensemble sizes

N = 1 to 6. We compare the performance of ResNet50 and ResNet101 backbones in the

ensemble. The attack performance on ResNet101 backbone victim models increases if we use the

surrogate models with ResNet101 backbone. Note there is no weight optimization for N = 1.

Blackbox Victim: PSPNet-Res101 (mIoU ↓) Blackbox Victim: DeeplabV3-Res101 (mIoU ↓)
Q N

Backbone: Res50 Backbone: Res101 Backbone: Res50 Backbone: Res101

1 38.51 24.76 38.66 25.98

2 35.47 21.50 35.31 21.54

3 31.95 17.65 32.39 18.02

4 29.41 14.53 28.01 14.32

5 25.82 13.67 24.79 12.28

0

6 24.28 12.49 24.63 12.35

2 27.49 8.78 28.46 8.80

3 24.80 5.15 22.55 5.69

4 22.24 5.49 20.34 4.49

5 19.62 3.27 18.31 3.13

20

6 18.07 4.04 17.61 3.32
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Table 3.11: Semantic segmentation untargeted attack mIoU scores (%) for blackbox victim models

and whitebox surrogate models with different ensemble sizes (N ). The lower value indicates better

attack performance. Experiment with CityScapes dataset, ℓ∞ ≤ 8. PSP-r50, PSP-r101, DL3-r50,

DL3-r101 stands for PSPNet and DeepLabV3 built on ResNet50, ResNet101 backbone re-

spectively.

N
Surrogate Ensemble Blackbox Victim Models (mIoU ↓)

FCN UPerNet PSANet GCNet ANN EncNet PSP-r50 PSP-r101 DL3-r50 DL3-r101

1 2.42 - - - - - 2.68 6.92 5.16 10.13

2 1.28 1.06 - - - - 1.38 2.88 1.15 3.50

3 1.45 1.06 1.05 - - - 1.13 2.39 0.95 2.67

4 1.25 0.97 0.87 0.91 - - 0.79 2.04 0.73 1.80

5 1.18 0.96 0.93 0.91 1.14 - 0.78 1.69 0.89 2.09

6 1.26 1.08 1.08 1.05 1.25 1.16 0.90 1.55 0.94 1.09

(a) Original Prediction (b) Least-likely Prediction (c) Attack Target

Figure 3.9: Our segmentation targeted attack setup. We select an object region y in the original

prediction from surrogate FCN (Figure 3.9a). Identify the targeted label y⋆ from Figure 3.9b and

craft the attack target Figure 3.9c. Image id: frankfurt 000001 007857
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Table 3.12: Semantic segmentation targeted pixel success ratio (PSR) (%) for blackbox victim mod-

els and whitebox surrogate models with different ensemble sizes (N ). The higher value indicates

better attack performance. Experiment with CityScapes dataset, ℓ∞ ≤ 8. PSP-r50, PSP-r101, DL3-

r50, DL3-r101 stands for PSPNet and DeepLabV3 built on ResNet50, ResNet101 backbone

respectively.

N
Surrogate Ensemble Blackbox Victim Models (PSR ↑)

FCN UPerNet PSANet GCNet ANN PSP-r50 PSP-r101 DL3-r50 DL3-r101

1 69.51 - - - - 39.15 10.21 35.02 7.58

2 84.62 89.30 - - - 83.97 51.80 82.70 46.95

3 79.64 85.48 82.89 - - 88.88 64.63 85.55 60.88

4 83.82 88.50 87.00 88.12 - 91.51 64.28 87.19 63.88

5 86.55 91.10 89.75 90.00 87.82 92.91 69.09 88.95 69.65
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(a) Generate perturbation to map the Road region to Building. We use theN = 2 surrogate

ensemble to generate this attack against blackbox victim PSPNet-Res50. For the direct

transfer attack (at Q = 0), only 67.08% of the pixels of the target region are successfully

mapped to the desired class. After weight optimization (with Q = 20), pixel success rate

increases to 99.77%. Image id: frankfurt 000001 007857

(b) Generate perturbation to map the Road region to Building. We use the N = 6 surro-

gate ensemble to generate this attack against blackbox victim DeepLabV3-Res50. For

the direct transfer attack (at Q = 0), only 63.06% of the pixels of the target region are

successfully mapped to the desired class. After weight optimization (with Q = 20), pixel

success rate increases to 99.98%. Image id: munster 000003 000019

Figure 3.10: (Caption next page.)
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Figure 3.10: Visual adversarial examples of our method for targeted attacks to fool a blackbox

semantic segmentation model.
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3.4.8 Runtime and resource usage

We performed experiments on a single RTX 3090 GPU. Average time per query to attack

an object detector for a 375×500 image with ensemble sizeN = {2, 5} is {0.5, 1}sec. Average time

per query to attack a segmentation model for a 512 × 1024 image with ensemble size N = {2, 5}

is {2.5, 5.5}sec.

3.5 Conclusion

We presented a new method to generate targeted attacks for dense prediction task (e.g., ob-

ject detectors and semantic segmentation) using an ensemble of surrogate models. We demonstrate

that (victim model-agnostic) weight balancing and (victim model-specific) weight optimization play

a critical role in the success of attacks. We present an extensive set of experiments to demonstrate the

performance of our method with different models and datasets. Finally, we show that our approach

can create adversarial examples to fool multiple blackbox models and tasks jointly.

Limitations. Our method employs an ensemble of surrogate models to generate attacks, which

inevitably incurs higher memory and computational overhead. Moreover, the success of our method

hinges on the availability of a diverse set of surrogate models, which could potentially limit its

efficacy if such models are not readily obtainable.
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Chapter 4

Context-Aware Transfer Attacks for

Object Detection

4.1 Introduction

Generating adversarial attacks (and defending against such attacks) has recently gained

a lot of attention. An overwhelming majority of work in these areas have considered cases when

images contain one predominant object (e.g., ImageNet [120] data), and the goal is to perturb an

image to change its label. In real-life situations, we usually encounter images with many objects.

Object detectors take a holistic view of the image and the detection of one object (or lack thereof)

depends on other objects in the scene. This is why object detectors are inherently context-aware and

adversarial attacks are more challenging than those targeting image classifiers [165, 347, 79, 309].

In this paper, we focus on the problem of generating context-aware adversarial attacks on

images to affect the performance of object detectors. Our approach is to craft an attack plan for
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each object, which not only perturbs a specific victim object to the target class, but also perturbs

other objects in the image to specific labels or inserts phantom objects to enhance the holistic context

consistency; these associated objects are called helper objects. The helpers are selected based on

the context graphs, which capture the co-occurrence relationships and relative location and size of

objects in the image. The context graphs can be learned empirically from natural image datasets.

The nodes of a context graph are object classes, and each edge weight captures the co-occurrence,

relative distance, and size likelihood of one object conditioned on the other. The intuition is that

each class is often associated with certain classes, and unlikely to be associated with certain others.

Our interest lies in blackbox attacks where the perturbations generated for an image are

effective on a variety of detectors that may not be known during the perturbation generation process.

The conceptual idea of our proposed approach is to generate perturbations with an ensemble of

detectors and subsequently test them on an unknown detector. Such attacks are referred to as transfer

attacks, and we refer to the unknown detector we seek to fool as the victim blackbox model. To

achieve this goal, we propose a novel sequential strategy to generate these attacks. We sequentially

add perturbations to cause the modification of the labels of the victim and helper objects, based on

the co-occurrence object relation graph of the victim object. This strategy is the first to use explicit

context information of an image to generate a blackbox attack plan. Note that the sequential strategy

makes a small number of queries (2–6 in our experiments) to the blackbox detector as new helper

objects are added in the attack plan. The blackbox detector provides hard labels and locations of

detected objects. We use this information only as a stopping criterion for the attack generation,

unlike query-based approaches [485] that often need to use thousands of queries to estimate local

gradients. The framework is illustrated in Figure 7.1.
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The main contributions of this paper are as follows.

• This is the first work that considers co-occurrence between different object classes in complex

images with multiple objects to generate transferable adversarial attacks on blackbox object de-

tectors.

• We show how to generate context-aware attack plans for targeted mis-categorization attacks. The

attacks generated using context-aware attack plans provide significantly better transfer success

rates on blackbox detectors than those generated by methods that are agnostic to context infor-

mation (an average improvement of more than 10 percentage points in fooling rate, see Table 4.1).

• Our comprehensive evaluations also include context-aware adversarial attacks on multiple datasets

using multiple object detectors. We also provide analysis on the effect of helper objects in gener-

ating successful attacks and the generalizability of contexts.

4.2 Related Work

Context in object detection. The importance of context has been studied extensively to enhance

visual recognition technologies [433, 454, 128, 155, 329, 522, 351]. Modern object detectors [396,

393, 76] consider holistic information in the image to locate and detect different objects, and several

works explicitly utilize context information to improve the performance of object detectors [37, 535,

100, 311, 33, 474]. Some recent papers have considered context consistency to detect adversarial

attacks [288, 525], but the attack generation uses existing whitebox attack schemes that do not

consider context information explicitly. To the best of our knowledge, we are the first to use context

information of objects explicitly for generating attacks on object detectors for images with multiple

objects.
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Blackbox adversarial attacks. Blackbox attacks is a practical setting where the attacker can only

query the model and get the output instead of having access to the model’s internal parameters. Two

common strategies targeting this challenging problem are transfer-based attacks and query-based

attacks. Query-based attacks have high success rates but require an overwhelmingly large number

(often hundreds or thousands) of queries [56, 92, 177, 208, 101, 88, 278, 485]. In this paper, we

explore a more stringent case where only a very small number of model calls is allowed. Several

papers [373, 309, 131, 281] have examined the phenomenon of transfer attacks where the adversarial

examples generated using a surrogate network can fool an unknown network. The previous works

studying transfer attacks focus on image classifiers. In this paper, we focus on object detectors,

which is considered to be a much harder problem [506, 500].

Attacking object detectors. Almost all existing attacks on object detectors focus on whitebox

setting. Some patch-based attacks [307, 406] are very effective but the patches are obviously visible

to observers. Some attacks such as DAG [506], RAP [294], and CAP [533] rely on region proposal

network (RPN), thus only work for proposal-based (two-stage) object detectors. Some attacks are

more generic such as UAE [490] and TOG [106] that work for both one-stage and two-stage models.

Among them TOG is the most generic approach that can attack all different kinds of models regard-

less of their architectures as long as backpropagation on training loss is feasible. Even though some

of these works have reported transfer attack results on a small set of blackbox models, since they

are mainly designed for whitebox attacks, they fail to provide systematic evaluation in a realistic

blackbox settings.
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4.3 Context-Aware Sequential Attacks

While algorithms in prior approaches search for adversarial examples that misclassify

the victim objects only, we propose to formulate the optimization problem towards perturbing both

the victim object and the “context” associated with the victim object. The context of an object is

determined by the objects that co-exist with it. We hypothesize that the context not only plays an

important role in improving classification/detection performance, but can also boost the ability to

realize efficient adversarial attacks against object detectors.

Next, we show how we compose context-aware attack plans and search for adversar-

ial examples by sequentially solving optimization problems that are defined for a context-aware

attack plan. The context-aware attack plans utilize the contextual information with regard to the

co-existence of instances of different categories and their relative locations and sizes. We first de-

scribe how we represent the contextual information. Then we discuss how to compose the so-defined

context-aware attack plan. Finally, we describe how we generate the adversarial examples by solving

relevant optimization problems sequentially. The framework is explained in detail in Figure 7.1.

4.3.1 Context Modeling

We represent a natural scene image as I and the distribution of all natural images as D.

Each I ∈ D could contain one or multiple object instances. We denote the possible object categories

in the distribution D by C = {c1, c2, ..., ck}, where k is the total number of object categories. We

define the context graph (an example shown in Figure 7.1 b) as a fully connected directed graph, in

which each node is associated with an object category ci and the weight on the edge ei,j encodes
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different properties relating two nodes such as their co-occurrence probability, distance, and relative

size. The number of nodes in the context graph is same as the number of object categories k.

Co-occurrence graph. We aim to model the co-occurrence probability of each pair of instances

in a natural image. To be more specific, we seek to determine the probability of the event that an

instance of category cj appears in the image given that an instance of category ci also appears in

the image. Co-occurrence graph inherits the structure of the aforementioned context graph, and the

directed edge ei,j represents the probability that an instance of category cj appears in the image

given an instance ci already exists. This probability is denoted by poccur
i,j = p(cj |ci). Note that

for each node, we also have an edge pointing to itself (i.e., ei,i). According to the definition of

probability we have 0 ≤ poccur
i,j ≤ 1 and

∑
j=1,...,k p

occur
i,j = 1 for all i.

To compose such a co-occurrence graph, we can calculate a matrix P = {poccur
i,j |i, j =

1, . . . , k} using a large-scale natural scene image dataset D′, whose distribution is deemed to be

similar to D. We approximate co-occurrence probabilities using the relative co-occurrence frequen-

cies of objects from D′.

Distance graph. Suppose the bounding box of an object is given as [xc, yc, h, w], where (xc, yc)

denote the center pixel location of the box and (h,w) denote the height and width in pixels. In

distance graph, the edge ei,j captures the distribution of the ℓ2 distance between center points of cj

and ci. The bilateral edges are equivalent. Considering the fact that the image size (H,W ) varies in

the dataset, which will also influence the distance between two objects, thus to minimize this scaling

effect, we normalize the distance by image diagonal L =
√
H2 +W 2. The distance distribution is

denoted as pdist
i,j (ℓ2([x

c
i , y

c
i ], [x

c
j , y

c
j ])/L|ci).
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Size graph. Similarly, size graph models the 2D distributions of object height and width, where

edge ei,j represents psize
i,j (hj/L,wj/L|ci), which is the distribution of height and width of cj given

ci is also present in the image.

4.3.2 Context-Aware Attack Plan

Given an image I , we denote the instance categories in the image asX = [x1, x2, ..., xm],

where m is the total number of detected objects in the image. Note that different xi could be the

same because two instances of the same category can co-occur in a scene.

For the miscategorization attack, the goal is to miscategorize xi to x′i for i ∈ {1, . . . ,m}.

We call the object associated with xi as the victim object or the victim instance. To simplify our

discussion, let us assume that our goal is to miscategorize x1 to x′1. Note here that methods that

focus on miscategorizing the victim object/instance only will search for a perturbation so that the

labels for all the objects become X ′ = [x′1, x2, ..., xm]. We call X ′ the attack plan, since it yields

the target labels for attackers.

In our proposed context-aware attack method, in addition to miscategorizing x1 into x′1,

we may also want to miscategorize one or more helper objects that can provide important context

information for x1. We create a context-aware attack plan as X ′
c = [x′1, x

′
2, ..., x

′
n]. We will use

subscript c with context-aware attack plans to distinguish them from the context-agnostic attack

plans. The x′i could be the same as xi when we do not seek to miscategorize the instance associated

with xi. All the xi (except the victim object) that change to a different label x′i in X ′
c are called

helper instances. Note that in the context-aware attack plan,X ′
c, n could be greater thanm in cases

where we decide to insert new instances as helper objects. We illustrate an example attack plan in

Figure 7.1(c), where the bird at the bottom is the victim object that we want to mis-categorize to a
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table; the bird at the top (to be mis-categorized as chair) and the additional appearing chair are the

two helper instances.

The number of helper instances is a hyper-parameter that we tune. We use the co-occurrence

graph, defined previously, to decide which existing instances (xi) should serve as helper instances,

and what category labels (x′i) should be assigned to these instances. From the co-occurrence graph,

we obtain the co-occurrence probability with respect to every possible instance pair category. Given

the goal of miscategorizing victim object from x1 to x′1, we choose the label for every helper in-

stance (x′i) by sampling the label space C according to the co-occurrence probability p(x′i = c|x′1)

for all c ∈ C. Note that
∑

c∈C p(x
′
i = c|x′1) = 1. We could model the joint probability of all

helper instances given the target label, but that would require a large amount of data. Our sampling

approach assumes conditional independence of helper instances (akin to naı̈ve Bayes), in which

we draw the most probable labels for our helper labels by sampling one row of the co-occurrence

probability matrix. By random sampling the label space in this manner, we expect that objects that

occur more frequently will be selected as labels for the helper objects. We first select the helper

objects from among the m objects present in the scene. In case we need to add new helper instances

(> m), we choose their locations and sizes according to the mean values of the distributions given

by distance and size graphs.

4.3.3 Sequential Attack Generation

We propose a sequential perturbation generation strategy, where we start with zero helper

objects in the attack plan and sequentially add one helper object until the attack succeeds on the

blackbox, as shown in Figure 7.1. We generate adversarial attacks using a single or multiple surro-

gate model(s) in our perturbation machine. As we sequentially add the helper objects in the attack
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plan, we query the black-box model to see if our attack succeeds. In our experiments, we make up

to 6 queries to the blackbox detector, which provides hard labels for the detected objects. We use

this information only as a stopping criterion for the attack generation. We stop the sequential attack

process if the adversarial example fools the black-box model or we run out of the budget of helper

objects. Note that our strategy is orthogonal to query-based methods that aim to generate adversar-

ial examples or estimate gradients of the blackbox models (often using hundreds or thousands of

queries) [485, 101, 208].

Our attack generation method with a single surrogate detector is based on targeted ad-

versarial objectness gradient attacks (TOG) [106], which can be viewed as training the detector for

modified labels given in the attack plan X ′. The weights of the detector network remain fixed but a

perturbation image δ is added to the clean image as I + δ at every iteration to minimize the training

loss L(clip(I + δ);O′) for a desired output O′. The value of I + δ is clipped at each iteration to

make sure it is legally bounded. We generate the desired outputO′ based on our attack planX ′. The

attack plan in X ′ only contains label information, but we also assign location and confidence score

information in O′. At every iteration, we update the perturbation using the iterative fast gradient

signed method (I-FGSM),

δ ← δ − ϵ · sign[∇δL(clip(I + δ);O′)], (4.1)

where ϵ is the step size at each iteration. We can also use an ensemble of detectors as the surro-

gate models in perturbation machine, where we generate perturbation by minimizing the joint loss

function over all detectors:

L = α1L1 + α2L2 + ...+ αNLN, (4.2)
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while keeping
∑N

i=1 αi = 1 and αi > 0 for all i. We can easily modify our method to use other

perturbation generation methods and loss functions [326, 79, 131, 508, 300, 484].

4.4 Experiments

We perform comprehensive experiments on two large-scale object detection datasets to

evaluate the proposed context-aware sequential attack strategy. We mainly show that the context-

aware sequential attack strategy can help with mis-categorization attacks in blackbox setting. We

also present results with whitebox setting, for completeness, even though this is not our primary

objective.

4.4.1 Implementation Details

Object detection models. We evaluate our attack plans on a diverse set of object detectors, in-

cluding

• Two-stage detectors. Faster R-CNN [396], Libra R-CNN [370, 369];

• One-stage detectors. YOLOv3 [393], RetinaNet [301];

• Anchor-free detectors. FoveaBox [257], FreeAnchor [539];

• Transformer-based detectors. DETR [76], Deformable DETR [552].

We use MMDetection [90] code repository for the aforementioned models. Inspired by

[309, 500], we use an ensemble of locally trained object detection models as the surrogate model.
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Perturbation

Budget
Method

Whitebox Blackbox

FRCNN YOLOv3 Retina Libra Fovea Free DETR D-DETR

Results on PASCAL VOC

L∞ ≤ 10

Baseline 40.0 53.8 13.8 9.2 22.2 27.4 9.6 23.2

Random 52.4 69.2 19.4 17.4 31.6 37.8 17.4 36.8

Ours 55.8 75.6 22.6 20.4 33.6 39.2 20.2 39.2

L∞ ≤ 20

Baseline 65.2 67.8 24.0 21.4 34.4 41.8 14.4 37.6

Random 74.4 83.8 31.0 29.6 46.2 54.4 28.0 52.6

Ours 78.6 87.2 35.2 38.4 51.6 56.6 34.0 58.4

L∞ ≤ 30

Baseline 70.6 70.4 29.8 28.6 41.6 48.0 20.4 38.6

Random 79.2 82.6 37.8 36.8 53.4 59.8 34.4 52.8

Ours 80.6 88.0 42.0 44.2 56.8 63.6 40.2 59.0

Results on MS COCO

L∞ ≤ 10

Baseline 29.0 32.2 7.4 4.8 11.6 16.6 3.4 19.0

Random 40.2 48.4 11.2 8.0 14.6 20.0 6.2 23.6

Ours 41.2 54.4 12.0 11.2 18.6 25.0 10.8 27.8

L∞ ≤ 20

Baseline 51.8 49.2 13.4 11.8 22.0 28.6 8.8 26.8

Random 60.6 66.4 20.6 18.8 31.4 37.2 20.2 39.2

Ours 64.4 70.0 20.8 22.2 35.4 40.8 20.0 43.2

L∞ ≤ 30

Baseline 57.6 54.4 18.2 15.4 25.6 34.8 8.0 28.8

Random 65.8 73.6 23.8 21.8 34.8 47.8 18.4 42.0

Ours 68.6 75.4 27.2 27.2 39.2 46.2 21.2 48.6

Table 4.1: (Caption next page.)
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Table 4.1: White-box and black-box mis-categorization attack fooling rate on different models with

different perturbation budgets (L∞ ≤ {10, 20, 30}) using VOC and COCO dataset. Baseline only

perturbs the victim object, while ours also perturbs other objects conforming to context. Random

perturbs other objects but assign random labels. Abbreviation: Faster R-CNN (FRCNN), Reti-

naNet (Retina), Libra R-CNN (Libra), FoveaBox (Fovea), FreeAnchor (Free), Deformable DETR

(D-DETR).

Selecting a good surrogate ensemble is an interesting question, where the number and type of sur-

rogate models will influence the attack success rate. We tested different single and multiple models

as surrogates in our preliminary tests and observed a similar trend that the context-aware attacks

significantly outperform the baseline attacks that are context-agnostic. Therefore, we selected two

most commonly-used models, Faster R-CNN and YOLOv3, as the surrogate ensemble in our exper-

iments. The weighting factor α is chosen such that the individual loss terms are balanced. On the

blackbox victim side, we choose the leftover models that have a variety of different architectures.

Datasets. We use images from both PASCAL VOC [140] and MS COCO [302] datasets in our

experiments. VOC contains 20 object categories which commonly appear in natural environment,

and COCO contains 80 categories which is a super-set of the categories in VOC. We randomly se-

lected 500 images that contain multiple (2− 6) objects from voc2007test and coco2017val.

Since all models in MMDetection are trained on coco2017train, while testing the detectors

on VOC images, we only return the objects that also exist in VOC categories.
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Context graph construction. For VOC and COCO images, we extract context from voc2007trainval

and coco2017train respectively. For each dataset, we build three N ×N arrays (N is number

of labels) that contain co-occurrence probability, distance distribution, and size distributions. The

(i, j) cell in the co-occurrence array stores the number of co-occurrences of object ci and object cj

normalized by the summation of that row; each cell in the distance array is a 1D distribution of the

distances between ci and cj found in the images; each cell in the size table is a 2D distribution of h

and w of cj given ci. These three arrays can be easily computed form the datasets.

Attack generation. We use I-FGSM-based method to generate a perturbation on the whole image

(as discussed in Eqn. (4.1)), and we limit the maximum perturbation level to be L∞ ≤ {10, 20, 30}.

The number of helper objects is empirically chosen to be 5. We present an analysis study on how

the attack performance changes with the number of helper objects in Section 4.4.3 of analysis study.

Baseline and comparisons. TOG [106] shows better performance compared to UEA [490] and

RAP [294]; therefore, to understand the performance of the proposed context-aware attack plan

strategy, we use the current state-the-art attack strategy based on TOG [106]. The attack plan gen-

erated by the baseline (labeled as Baseline in Table 4.1) is context-agnostic and only associated

with the victim object. To validate that our proposed context-aware attack really benefits from co-

occurrence, location and size information, we also present results for a setting (labeled as Random

in Table 4.1) in which we choose helper objects label and location at random.

Evaluation metric We use attack success rate (or fooling rate) to evaluate the adversarial attack

performance on any victim object detector. Since we perform targeted mis-categorization attack,
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instead of using mAP which takes account of all existing objects, we only focus on the victim

object and define our attack success rate as the percentage of attacks in which the victim object was

successfully mis-classified to the target label. In experiments, we check if the target object exists in

the detection with an intersection over union (IOU) greater than 0.3. If yes, the attack is successful

(or the detector is fooled); otherwise, the attack fails. For the selection of target objects, we randomly

selected one target label that is not present in the original image to mimic the out-of-context attack

as well as eliminating the chance of miscounting the existing objects as success.

4.4.2 Evaluation of Attack Performance

Whitebox attack performance. We observe that the attack success rate suffers even in whitebox

setting, especially when the perturbation budget is small. As shown in Table 4.1, the baseline white-

box attack with L∞ ≤ 10 on COCO can only achieve around 30% fooling rate. This is because we

simultaneously attack multiple objects in the image and also use an ensemble loss to fool multiple

models jointly, the targeted mis-categorization attack is challenging. Even in this difficult setting,

our context-aware attack can successfully improve the fooling rate by 10 − 20 percentage points.

Besides this, we can observe that our method provides significant improvement (by at least 10 per-

centage points) over the baseline method at all perturbation levels on both VOC and COCO dataset.

Our performance is not only better than baseline method, but also has clear advantage over sequen-

tial attacks with random context. This validates the effectiveness of the proposed context-aware

sequential attack strategy in the whitebox settings.

Blackbox attack performance. We test the performance of the attacks generated by the surro-

gate detectors in the perturbation machine on different blackbox detectors. Our hypothesis is that
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the context-aware adversarial examples transfer better to the unseen models, and thus have bet-

ter attack performance compared to context-agnostic (baseline) attacks in the blackbox setting. We

use the same baseline and evaluation metrics as in the evaluation of the whitebox attack. Our re-

sults corroborate our hypothesis as we observe that even though the blackbox attack success rate

is significantly lower compared to the whitebox attack success rate, our proposed context-aware

sequential attack strategy still provides significantly better transfer success rate compared to the

context-agnostic (baseline) attacks. For both VOC and COCO datasets, for all levels of perturba-

tion. Overall, for every test setting, our method improves the success rate over baseline method by

5–20 percentage points (average improvement is beyond 10 percentage points). This is a significant

improvement for the notoriously difficult problem of transfer attacks on object detectors in black-

box settings by using just 2–6 queries. Our proposed context-aware attack strategy has better transfer

rates than the context-agnostic baseline and random assignment of labels, which further shows the

benefits of utilizing co-occurrence relationships, location and size information to generate the attack

plans.

Visualization. We show three attack examples in Figure 4.2. In the first example, we aim to mis-

categorize a TV monitor to sofa. We observe that the baseline attack fails to transfer to the blackbox

model, RetinaNet (middle row). In comparison, the context-aware adversarial example from our

method fools the victim blackbox model to detect the TV monitor as a sofa by introducing a pot-

tedplant as the helper object, which frequently co-occurs with the target label, sofa. In the second

example, we aim to miscategorize a person into a bird. The baseline attack fails since the person is

still detected. However, our method succeeds by introducing another bird as the helper object. In

the third example, we seek to mis-categorize a cow as a sofa. The baseline attack fails as no object
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is detected near the victim object. Our context-aware attack plan succeeds by assigning the person

and other cow in the image to chairs (helper objects).

4.4.3 Analysis Study

Number of helper objects. Even though helper objects boost the adversarial attack success, we

do not need a large number of them. Since the perturbation budget is fixed, using too many helper

instances may reduce the effect for the victim instance. On the other hand, not using any helper

instances would completely eliminate the benefits of context-aware attacks. To investigate how the

number of helper objects affects the attack performance, we plot the mis-categorization attack suc-

cess rate with respect to the number of helper objects in Figure 4.3. We observe that adding more

objects improves attack success rate both for the whitebox and blackbox attacks. The improvement

is profound for some blackbox attacks that have low baseline attack success rates. We also observe

that the first few helper objects boost the attack performance significantly and the improvement

gradually plateaus as we add 4–5 helper objects.

Context graphs of different datasets. To demonstrate that the context graphs are generic enough

to be used across different natural scene datasets, we evaluate the similarity of the co-occurrence

matrices extracted from the two large-scale datasets (VOC and COCO). The average Perason cor-

relation coefficient of each corresponding row of VOC matrix and COCO matrix is 0.90, which

signifies strong positive correlation between co-occurrence relationships encoded by these two con-

text graphs. We can visually see the similarities of these two co-occurrence matrices in Figure 4.4.

One of the salient patterns common in these two matrices is that the column of person is colored

in dark green, showing that person generally has a high probability to co-occur with other objects.
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This is a notable feature of natural scene images. Because of the high similarity of the contexts in

the two datasets, we can use their context graphs interchangeably. It is indeed possible that if the

original context of objects in the given image is very different from the context graph we use to

build the attack plan, the transfer attack success rate will suffer. This can be corroborated by the

comparison of Random and Ours in Table 4.1.

4.4.4 Analysis on Number of Helper Objects

We present additional results for perturbation levels L∞ ≤ 10, 30. We observe a similar

trend as in Figure 4.3 that success of mis-categorization attacks increases as we add helper objects

in our attack plans. In some cases, the success rate almost doubles compared to baseline as we add

5 helper objects.

4.4.5 Visualization Examples

We present some additional images to show comparison between our context-aware at-

tack method with baseline method. We show examples where the perturbations generated by our

method can successfully transfer to the blackbox model while the perturbations generated by base-

line method fail. The experiment settings are the same as Figure 2 in the main paper.
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4.5 Conclusion

In this paper, we propose a novel context-aware adversarial attack method that exploits

rich object co-occurrence relationships plus location and size information to effectively improve

mis-categorization attack fooling rate against blackbox object detectors. Our experimental results

on two large-scale datasets show that our attack success rate is significantly higher than baseline and

comparing methods, which validates the effectiveness of our methods. The contextual relationships

modeled by our method holds true in different datasets within natural image domain, thus implying

the wide applicability of our methods.
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Figure 4.1: Overview of our framework for generating the context-aware sequential attack. a) Given

a natural image, our goal is to trick an object detector to assign the victim object a given target label

(e.g., bird to table). b) We construct a context graph that encodes the co-occurrence probability,

distance, and relative size distribution relating pairs of objects (e.g., the edge from table to chair

represents they co-occur with probability 0.46). c) Given the attack goal and context graph, we

generate a context-aware attack plan that has a small number of steps. In each step, we assign target

labels for existing objects and introduce new helper objects if needed. For example, co-occurrence

of chair with table is most probable, we change the bird to a chair for stronger context consistency

(depicted in Attack Plan Step 1). We may need to add a phantom chair around the table (as depicted

in Attack Plan Step 2). d) Given the attack plan and the victim image, we generate perturbations

using I-FGSM on the surrogate whitebox models in our perturbation machine. We test the perturbed

image with the given blackbox model and based on the hard-label feedback, we either stop (when

the attack is successful or when we exhaust our budget of the helper objects) or craft new attack

based on the next steps and repeat the process.

100



Attack Goal Clean Image Adversarial Example 
(Baseline)

Adversarial Example 
(Ours)

Mis-categorize
monitor

(in the middle)
into sofa ❌ ✔

Mis-categorize
person

(in the middle)
into bird

Mis-categorize
cow

(on the right)
into sofa

❌

❌

✔

✔

Helper 
Instances

Helper 
Instance

Victim 
Instance 

Victim 
Instance

Victim 
Instance

Victim 
Instance

Victim 
Instance 

Victim 
Instance 

Helper 
Instance

Figure 4.2: Examples where baseline attack fails but context-aware method succeeds by introduc-

ing helper objects in the attack. The perturbation (L∞ ≤ 10) is generated from our perturbation

machine (whitebox ensemble of FRCNN and YOLOv3) and tested on the blackbox model (Reti-

naNet). The detection results on original image, image perturbed by baseline attack, and image

perturbed by our context-aware method are shown in the subfigures from left to right. In these ex-

amples, we introduce pottedplant as a helper object to mis-categorize the victim monitor to

sofa, introduce another bird to mis-categorize the person to a bird, and add a few chairs

to mis-categorize the cow to a sofa. Visualization of perturbation level L∞ <= 20, 30 can be

found in supplementary materials.
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(a) PASCAL VOC, L∞ ≤ 20
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(b) MS COCO, L∞ ≤ 20

Figure 4.3: Mis-categorization attack fooling rate of white-box and black-box models at pertur-

bation level L∞ ≤ 20 w.r.t. number of helper objects allowed (changed or added). Circles denote

white-box models (FRCNN and YOLO3) and squares denote black-box models (FreeAnchor, Libra

R-CNN, and DETR). Plots of perturbation level L∞ ≤ 10, 30 can be found in supplementary mate-

rial.
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Figure 4.4: Co-occurrence matrices for VOC (left) and COCO (right) for 20 object categories that

are common in both datasets.
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Number of Helper Objects Allowed

Fo
ol

in
g 

R
at

e 
(%

)

0

25

50

75

100

0 1 2 3 4 5

YOLO3 FRCNN FreeAnchor Libra R-CNN
DETR

(c) PASCAL VOC, L∞ ≤ 30
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(d) MS COCO, L∞ ≤ 30

Figure 4.5: Mis-categorization attack fooling rate of white-box and black-box models at pertur-

bation level L∞ ≤ 10, 30 w.r.t. number of helper objects allowed (changed or added). In the leg-

end, circle denotes white-box models (FRCNN and YOLO3) and square denotes black-box models

(FreeAnchor, Libra R-CNN, and DETR). Baseline is where no helper objects is allowed.
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Figure 4.6: (Caption next page.)
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Figure 4.6: Supplement to Figure 2, here we visualize four more examples under different pertur-

bation budgets (L∞ ≤ 20, 30) where baseline attack fails but our context-aware method succeeds

by introducing helper objects in the attack. The perturbation is generated from our perturbation ma-

chine (whitebox ensemble of FRCNN and YOLOv3) and tested on the blackbox model (RetinaNet).

The detection results on original image, image perturbed by baseline attack, and image perturbed by

our context-aware method are shown in the subfigures from left to right. In these examples, we in-

troduce car as a helper object to mis-categorize the victim monitor to motorbike, introduce a potted

plant to mis-categorize the cow to a chair, add a few persons and a car to mis-categorize the chair to

a car, and change the bottle to a person in order to mis-categorize the dining table to a horse.
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Figure 4.7: (Caption next page.)
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Figure 4.7: Correspond to the previous visualizations on VOC dataset, here we also visualize ex-

amples for COCO dataset, where baseline attack fails but our context-aware method succeeds by

introducing helper objects in the attack. The perturbation (L∞ ≤ 10, 20, 30) is generated from our

perturbation machine (whitebox ensemble of FRCNN and YOLOv3) and tested on the blackbox

model (RetinaNet). The detection results on original image, image perturbed by baseline attack,

and image perturbed by our context-aware method are shown in the subfigures from left to right. In

(a), we introduce a person as a helper object to mis-categorize the victim elephant to a dog, introduce

a chair to mis-categorize the tie to a laptop; in (b), we add a few cows in the scene to mis-categorize

the car to a cow, added an other donut to mis-categorize the stop sign to a donut; in (c), we perturb

the airplane a bird and add a few persons to mis-categorize the airplane to an elephant, introduce a

car to mis-categorize the person to a traffic light.
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Chapter 5

Zero-Query Transfer Attacks on

Context-Aware Object Detectors

5.1 Introduction

Despite achieving significant performance gains on a variety of vision and language tasks,

deep neural networks (DNNs) are vulnerable to adversarial attacks [438]. One of the most popu-

lar adversarial approaches is the class of perturbation-bounded evasion attacks [165, 373, 79, 326].

Here, an attacker can make a model yield arbitrarily wrong classification results by adding imper-

ceptible perturbations to the input image. These attacks are quite practical and can be performed

at test time without needing access to the training data. The vast majority of work in this area has

focused on attacking classifiers trained on datasets like ImageNet, MNIST, CIFAR-10, and CIFAR-

100, where the classifier attempts to recognize one dominant object in a given image. In contrast, we

are primarily concerned with object detectors [396, 391, 301, 257, 370] that localize and recognize
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Figure 5.1: For natural scenes containing multiple objects, applying an evasion attack on an in-

dividual object (e.g., crosswalk → boat) violates the context: A boat and a stop-sign rarely occur

together. A context-aware detector can detect this attack. In this work, we perturb multiple objects

in a context-consistent way (e.g., crosswalk → boat, stop-sign → water) in a single attempt. The

combination (person, boat, water) does not violate context and thus fools even a context-aware de-

tector.

multiple objects in an image, which is the case in most natural images. Such detectors often take a

holistic view of an image, rather than considering it as a collection of arbitrary objects [506, 500].

The objects in natural scene images form a context that can help identify the scene or given the

scene we are likely to find the objects that conform to the scene context. For instance, a boat is

unlikely to co-occur with a stop sign, and much more likely to co-occur with water. Leveraging this

observation, some recent attack [66] and defense [288, 525] mechanisms have been proposed that
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take image context into account. Context-aware defense methods in [288, 525] can detect attacks

that are inconsistent with the scene context, as shown in fig:consistency-check. To evade these de-

fenses, changing one object in the image is insufficient. The context-aware attack method in [66]

uses the knowledge of co-occurrence between different object classes in complex images to gener-

ate a sequence of transferable attacks for black-box object detectors; however, this method needs a

few queries to test which attack plan is successful. We present, for the first time, a zero-query at-

tack algorithm that changes multiple objects simultaneously in a context-consistent manner thereby

creating a holistic adversarial scene that can overcome context-aware defenses.

In this work, we consider “zero-query” attacks (ZQA) that refer to a setting in which the

attacker has no feedback channel to access the classification decisions of the victim system. This

setting is extremely useful in practice because in many applications the victim system is inacces-

sible to the attacker; even if the victim system is accessible, the attacker’s communications can be

monitored, and thus draw suspicion. ZQA, on the other hand, is a truly stealthy attack. The attacker

can only implement an attack plan once by perturbing multiple objects in a given scene and sub-

mitting the perturbed image to the victim system. Furthermore, we assume that the victim system is

explicitly context-aware; that is, it will examine the list of detected objects and determine whether

that list is “context-consistent” or not. If yes, then the detector will not suspect an attack. If not, it

will suspect that the image has been perturbed by an attacker. Our ZQA approach is able to sub-

vert more sophisticated multi-label object detectors that either implicitly or explicitly take context

relationships across objects into account while performing their inference. In fact, accounting for

context is what makes it possible to achieve high success rates in a single attempt.
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Several approaches exist for scene context modeling [194, 367, 453, 137, 33]. In this pa-

per, we restrict our attention to object co-occurrence, which is the most fundamental approach to

modeling semantic context. The context model is represented by a co-occurrence graph (or equiv-

alently the co-occurrence matrix) that is computed for a given set of images. We consider a list

of objects as context-consistent only if the corresponding labels form a fully connected sub-graph

within the co-occurrence graph.

The main contributions of this paper are as follows.

• We develop an architecture for designing attacks on multi-object scenes that fool context-aware

object detectors. Our detectors explicitly use object co-occurrence to model scene context.

• We propose an approach for zero-query context-aware attacks that generate adversarial scenes to

fool a context-aware detector in a single step.

• We introduce the concept of a perturbation success probability matrix (PSPM) that models the

probability of successfully perturbing a given target object to a given victim object in the white

box setting. We use the PSPM to refine our attack plans, essentially choosing the one which is

most likely to succeed. We show that the PSPM-guided attacks improve the fooling rate even in

a black-box setting.

• We show experimentally that the fooling rate of ZQA is significantly higher than that achieved

by a context-agnostic black-box attack. Furthermore, we compare our results against a possible

“few-query” strategy [66] that repeatedly enhances the attack plan, while observing the detector

output, until the detector is fooled. For the Pascal VOC dataset [140], the ZQA attacks provide

fooling rates comparable to 5-query and 3-query attacks in the white-box and black-box settings,

respectively.
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5.2 Background and Preliminaries

5.2.1 Context in Object Detection

The role of context in improving visual recognition tasks has been well studied [350, 408,

522]. The state-of-the-art object detectors locate and detect several objects in the scene based on

holistic information in the image [396, 391]. Many of these methods explicitly utilize context infor-

mation to improve the performance of object detectors [38, 100, 312, 34, 36, 473]. Co-occurrence-

based contextual information derived from image pixels [288], object labels [66], and language

models [525] have also been used to build a context-aware object detector. Different from the above

contributions, to the best of our knowledge, this is the first paper that proposes a context-aware

attack to fool a context-aware detector with zero queries.

5.2.2 Black-Box Attacks

In a black-box attack, the attacker has no access to the internal parameters of the model;

thus, instead of generating the perturbed image by backpropagation, the attacker can only test a per-

turbed image on the victim model. In some cases, the attacker can observe the output but in many

cases even that is not possible [283]. This renders query-based attacks inapplicable, which usually

take an overwhelmingly large number (often hundreds or thousands) of queries [56, 92, 177, 88,

278, 485]. In this paper, we explore the most stringent case where no model queries are allowed.

Such attacks will be extremely hard to detect, free from suspicion of repeated queries, and thus will

be a more viable option for subversion. Several papers [373, 309, 131, 281] have examined the phe-

nomenon of transfer attacks where the adversarial examples generated using a surrogate network can

fool a black-box victim network. A large body of work exists on designing (perturbation-bounded)
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evasion attacks for images containing one predominant object and evaluating how well they transfer

in a black-box setting [165, 78, 372, 81, 426]. In this work, our goal is to fool object detectors for

general scenes. This is considered a harder problem because of the need to perturb multiple ob-

jects [506, 500]. This difficulty is exacerbated by the need to preserve contextual consistency during

the attack [288]. A “few-query” strategy for context-aware attacks was proposed in [66] that repeat-

edly enhances the attack plan, while observing the detector output, until the detector is fooled. Our

goal in this paper is to develop context-aware attacks with zero queries.

5.2.3 Attacks against Object Detectors

Attacking object detectors is harder than attacking classifiers, since the attack must ob-

fuscate the category as well as the location of one or more objects [506, 500]. Object detec-

tors [396, 391] implicitly use contextual information – for instance, relationships between object

pixels and background pixels – to increase the speed of inference. Researchers have exploited this

fact by developing various kinds of adversarial patches [307, 407, 199] which do not overlap with the

victim objects, but can still fool the detectors. Some other attacks [506, 533, 490, 106], perturbing

the image globally, are also successful in fooling object detectors in a white-box setting. A recently

proposed method has demonstrated the ability to transfer attack black-box object detectors by ex-

ploiting context information, but the victim models do not explicitly check for context-consistency

and also the attack needs multiple queries [66].

5.2.4 Defense methods

Some representative defense mechanisms [395] for mitigating adversarial attacks include

enhancing adversarial robustness of the model intrinsically through adversarial training [326, 455,
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25] or strengthening model architectures [308, 507]; and destroy adversary externally through in-

put transformation [178, 505] or denoising [514, 409, 334]. These defenses are context-agnostic.

Some recent papers consider context-aware object detectors operating on natural multi-object scenes

[288, 525]. Although these works use different notions of context from our work, they confirm that

attacking a context-aware detector is more difficult.

5.3 Context-Aware Zero-Query Attacks

We describe ZQA for natural scenes. A high-level diagram of zero-query context-aware

black-box attacks is shown in fig:overview. We first present a high-level description and later elab-

orate on the building blocks. The attacker determines a list of objects detected in the scene and uses

the co-occurrence-based context model to derive several context-aware attack plans that perturb one

or more target objects to their respective victim labels. Then, given the perturbation budget, the at-

tacker refines the list using a pre-computed PSPM, which we will discuss in detail later. The result

is an attack plan that consists of a list of (victim label, target label) pairs that are most likely to

succeed in fooling the victim object detector. The attacker then uses an evasion attack algorithm to

generate the perturbed scene according to the refined attack plan. The perturbed image is sent to a

black-box classification / detection machine equipped with an explicit context-consistency detection

mechanism. The attack is considered successful only if the victim object is successfully perturbed

to the target label and the victim system’s object detector does not find any context inconsistency in

its list of detected objects. We now describe the building blocks of the attack in detail.
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Figure 5.2: High-level diagram of zero-query context-aware black-box attacks. Given a victim im-

age to be attacked, the attacker first finds a list of detected objects in the image and then consults

the semantic context associated with the detector to design a context-aware attack plan that perturbs

a victim object to a target label. To improve attack success rate, the attacker checks the PSPM cor-

responding to the perturbation machine with a certain perturbation budget ϵ and refines the original

attack plan. With the refined attack plan, the attacker perturbs the image within bound ϵ, using the

perturbation machine. The attacker’s action is now complete. The perturbed image is then sent to a

black-box classification / detection machine equipped with an explicit context-consistency detection

mechanism. The attack is considered successful only if the victim object is successfully perturbed

to the target object and the context-inconsistency detector does not find any inconsistency in the list

of all detected objects.
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5.3.1 Context Model

The context model is used by the attacker and the victim system’s object detector to deter-

mine whether a given list of objects is context-consistent or not. Let us first define what is considered

as context-consistent and what is context-inconsistent. Intuitively, combinations of objects detected

in natural images from the training data should be considered as context-consistent, since these

objects appear together in such scenes. On the other hand, combinations of objects should be con-

sidered as context-inconsistent if some of the objects have never appeared together in the training

data. Thus, object co-occurrence is a fundamental cue in determining context-consistency.

Co-occurrence matrix/graph. We build a matrix, called the co-occurrence matrix G, to model the

co-occurrence relationships between objects as follows. Given a training data set with N labels and

a label setN = {ℓ1, . . . , ℓN}, a co-occurrence matrix G is an N ×N matrix whose entries G(i, j)

represent the number of unique pairs of objects with labels ℓi, ℓj ∈ N appearing together in the

images. This matrix is symmetric before normalization. After normalizing each entry in G with the

sum of elements in its row, we obtain G, where G(i, j) indicates the conditional probability pj|i

which is the probability of observing label ℓj if label ℓi is observed. In general, G is not symmetric.

An example of G for the Pascal VOC Dataset is illustrated in fig:co-occurrence-matrix. The co-

occurrence matrix can also be interpreted as a context graph (which we will also denote by G) with

N nodes, where the weight of the edge between nodes i and j represents the number of times that

those two labels appear together in the training data.

Context consistency. If two nodes in a context graph do not have an edge connecting them, then

these two labels never appear together in an image. Using this notion of co-occurrence-based con-
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Figure 5.3: Co-occurrence matrix (conditional probability form) for the Pascal VOC07 training data

set. Each cell indicates the probability as a quantized integer percentage (%).

text, we can define context-consistency and context-inconsistency as follows. A list of objects is

considered as context-consistent if all the nodes representing the labels of those objects form a

fully connected subgraph of the context graph G. All the natural images in the data set satisfy this

condition. A list of objects is considered as context-inconsistent if there are at least two nodes,

representing the labels of two objects, that do not have an edge between them in the context graph.

Generalized context-consistency. Suppose we threshold the entries of G to obtain a matrix Hη,

where Hη(i, j) = G(i, j) if G(i, j) > η, for some threshold η. Otherwise Hη(i, j) = 0. Build a

context graph using Hη, which we will also denote by the same symbol Hη. Then the co-occurrence

based notion of context consistency can be readily generalized as follows. A list of objects is consid-

ered as context-consistent up to a threshold η if all the nodes representing the labels of those objects

form a fully connected subgraph of the context graph Hη. Generalized context-inconsistency is

defined similarly.
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We describe the notion of context consistency for a list of object labels in fig:consistency-

check. Let us take a clean image containing three objects as an example. Suppose we have a person,

a crosswalk and a stop-sign in the image as indicated by the dark blue nodes. These three nodes

form a fully connected subgraph indicating that these three objects are context consistent. Suppose

we want to perturb the crosswalk in the image to a boat. An example of a context-inconsistent

attack involves just perturbing the victim object (crosswalk) to the target label (boat denoted as a

red node). The perturbed object list (person, boat, stop-sign) is no longer context-consistent because

these three nodes of boat, person and stop-sign do not form a fully connected graph, indicating that

the combination never appears in the training data. Intuitively, it would be unlikely to see a boat

with a stop-sign in the natural images. An example of a context-consistent attack is to perturb the

crosswalk to a boat but also perturb the stop-sign to water. That combination (person, water, boat)

does appear in the training data, as seen from the fact that the label nodes form a fully connected

sub-graph.

5.3.2 Perturbation Success Probability Matrix

Perturbation Success Probability Matrix (PSPM) is an N ×N matrix denoted as MC,ϵ,α

that is defined for an ensemble of classification models C, perturbation budget ϵ, and an object pertur-

bation algorithm α. PSPM is defined for a specific training data set with labels N = {ℓ1, . . . , ℓN}.

MC,ϵ,α(i, j) encodes the probability that an object with label ℓi can be successfully perturbed to

label ℓj by the perturbation algorithm α using the perturbation budget ϵ.

The PSPM expresses an attacker’s ability to perturb individual objects in a scene. The

utility of the PSPM can be explained as follows. Suppose the list of objects in the given scene is

A = {A1, . . . , AS}. Suppose the list A is perturbed to a list B using an evasion attack algorithm
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Figure 5.4: PSPM of Pascal VOC07 data set for C = {“Faster R-CNN”}, ϵ = 10, α = {“PGD′′}.

Each cell indicates the probability as a quantized integer percentage (%).

α with perturbation budget ϵ. A context-agnostic attack would choose the labels in B at random

from the label set N . A context-aware attack would make sure that the labels in B are context-

consistent as determined by the co-occurrence matrix G. Then, there are in general one or more

possible perturbation assignments A → B that are context-consistent. Depending upon the training

set (e.g., the presence of objects in different poses, sizes, illuminations) some object perturbations,

Ai → Bj , are likely to be more successful than others, even in a white-box setting. Thus, each

perturbation assignment A → B suggested by an examination of the co-occurrence matrix has a

different likelihood of success. The PSPM enables us to select the assignment that is most likely to

succeed. An example of a PSPM for the Pascal VOC07 dataset is shown in fig:pspm.

Some ways to choose an assignment amongst many assignments permitted by the co-

occurrence matrix include

1. Choose the assignment A → B that maximizes each MC,ϵ,α(i, j) with i ∈ A, j ∈ B.
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2. Choose the assignmentA → B that maximizes the average of all MC,ϵ,α(i, j) with i ∈ A, j ∈

B.

3. Choose the assignment A → B that maximizes the minimum of all MC,ϵ,α(i, j) with i ∈

A, j ∈ B.

For simplicity, we use the first approach in the ensuing development. Admittedly, the

PSPM considers the success of perturbing some Ai ∈ A to Bj ∈ B in a white-box setting; that is,

for one or more classification models specified in the given ensemble C. In a black-box setting, the

attacker does not know which model is being used at the victim side. Thus, attack plans based on the

PSPM are, at best, approximations. We hypothesize that these approximations are still better than

choosing, at random, one of many possible assignments A → B suggested by the co-occurrence

matrix. Our experiments, described in Section 5.4, indicate that refining the attack plan using the

PSPM indeed improves the fooling rate compared to choosing an attack plan at random from the

context-consistent candidate attacks suggested by the co-occurrence matrix.

5.3.3 Context-Consistent Attack Plan Generation

We now describe the zero-query method for deriving context-consistent attack plans using

the co-occurrence matrix G and the PSPM matrix MC,ϵ,α. The overall procedure is described in

alg:oneshot. We assume that there is a desired target assignment for one object in the scene (e.g.,

change one of the horses to a bicycle). As discussed, just perturbing one object can result in a

context-inconsistent list of objects in the perturbed scene. Thus, other objects in the scene may

need to be perturbed so that the resulting list is context-consistent. The procedure described below

ensures not only the attack plan is context-consistent, but it is also the plan that is most likely to

120



succeed in a white-box setting. As we mentioned earlier, for a black-box setting this plan may not

always be the most likely to succeed. Experimentally, we found that the attack plan guided by PSPM

also increases the fooling rate for black-box models.

5.3.4 Implementation of Attack Plan

To generate the adversarial scene, evasion attacks can be implemented using a single or

multiple surrogate model(s). Our attack generation method with a single surrogate detector is based

on projected gradient descent (PGD) [326] within a ℓ∞ ball, which can be considered as a powerful

multi-step variant of FGSM [165]. We initialize a zero perturbation δ0 = 0, and update it in each

iteration as

δt+1 = ΠS
(
δt − λ sgn(∇δL(x+ δt, y))

)
, (5.1)

where L is the loss function, x ∈ Rd is the input image and y is the target label. We generate the

desired output y based on our attack plan, which includes object categories, locations, and confi-

dence scores. We take a step size λ at each iteration t, and project (clip) ΠS the perturbation δt to

the feasible set S which satisfies the following two criteria
∥δt∥∞ ≤ ϵ,

x+ δt ∈ [0, 255]d.

(5.2)

We use PGD for its simplicity in our experiments, but we can easily modify our method

to use other (more advanced) perturbation methods such as MIM [131] and DIM [508] etc. without

losing generalizability.
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5.4 Experiments

We performed extensive experiments on two large-scale object detection datasets to eval-

uate the proposed context-aware zero-query attack strategy. We construct a query-based baseline

scheme and evaluate the fooling rate of our proposed zero-query approach against it.

Datasets: We conduct our experiments using images from both PASCAL VOC [140] and MS

COCO [302] datasets. VOC contains 20 common classes of objects, and COCO contains 80 classes

which is a super-set of the categories in VOC. We randomly selected 500 images from voc2007test

and coco2017val respectively, which contain multiple (2− 6) objects. This manuscript contains

results for various models on the voc2007test. The results for the coco2017val are in the

supplementary.

Attack models: To mimic a realistic black-box setting, we pick a variety of object detectors,

including two-stage detectors: Faster RCNN [396] and Libra R-CNN [370]; one-stage detector:

RetinaNet [301]; and anchor-free detector: FoveaBox [257]. We use implementations of the afore-

mentioned models from the MMDetection [90] code repository. The models in MMDetection

are trained on coco2017train; therefore, while testing the detectors on VOC images, we only

return the object labels available in VOC. The models under such adaptation still get good detection

performance, as shown in tab:map.

Zero-Query attacks (ZQA and ZQA-PSPM): We evaluate two variants of our zero-query at-

tack. The first variant (ZQA) ensures that the attack plan is chosen at random from the available

set of context-consistent attacks and is determined using eq:osa. The second variant (ZQA-PSPM)
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Table 5.1: Mean average precision (mAP) at IOU (intersection over union) threshold 0.5 of different

detectors used in our experiments. Models are evaluated on VOC07 test set. Legend: Faster R-CNN

(FRCNN), RetinaNet (Retina), Libra R-CNN (Libra), FoveaBox (Fovea).

Model FRCNN Retina Libra Fovea

mAP@.50 78.30% 78.51% 79.01% 77.68%

generates a context-consistent attack plan based on the PSPM matrix that was pre-computed for

the given classification model, perturbation budget and evasion attack algorithm. See eq:osa-pspm.

ZQA-PSPM is the key contribution of this paper, and our results demonstrate that that ZQA-PSPM

provides better fooling success rate compared to ZQA and baselines.

Baselines and comparisons: We compare the ZQA and ZQA-PSPM schemes against two rele-

vant baselines. The first is the context-agnostic zero-query attack, which we call “Context-Agnostic”.

In this attack, the attack plan that drives the scene perturbation is chosen randomly (i.e., without ex-

plicitly enforcing co-occurrence-based context). This means that some attack plans in the Context-

Agnostic scheme may be context-consistent by accident, while others are context-inconsistent.

Comparison against Context-Agnostic is performed with the aim of investigating the benefits of

exploiting context while designing the attack plan.

We also compare with a second, more powerful baseline, which we refer to as the “Few-

Query” approach [66]. In this scheme, the attacker is equipped with the co-occurrence matrix G

but doesn’t have the PSPM matrix. More importantly, the few-query attacker can query the victim

system to find out whether the attack succeeded. Because of this, they don’t need to perturb all the

objects in the scene in one step. The few-query attacker proceeds as described in Algorithm 4. The
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few-query attack is denoted as “Few-Query q” in tab:compare-frcnn and tab:compare-libra where

q is the number of previous queries that the current attack is built on, q ∈ {0, 1, 2, 3, 4, 5}, thus

“Few-Query 0” is identical to ZQA in terms of queries.

Attack generation: We use the PGD-based method to generate a perturbation on the whole image

(as discussed in eq:PGD). We experiment with L∞ perturbation budget ϵ ∈ {10, 20, 30, 40, 50}.

The step size λ = 2, and maximum number of iterations is 50. We observe that when an object

is very close to or overlaps with the victim object, perturbing that object to any label different

from the victim’s target label reduces the success rate; thus, we map all objects whose regions have

IOU ≥ 0.3 with the victim object to the victim’s target label.

Evaluation metrics: We use the metric “context-consistent attack success rate” (or fooling rate)

to evaluate the attack performance on a victim object detector. For an attack to be regarded as a

successful context-consistent attack, it must (1) successfully perturb the victim object to the target

label, and (2) pass the context-consistency check described in fig:consistency-check. We define the

fooling rate as the percentage of the number of test cases for which the above two conditions are

satisfied.

5.4.1 Experimental results on VOC dataset

Comparing zero-query attacks with few-query attacks: The fooling rates of the few-query

attacks with different numbers of queries (Few-Query 0 to Few-Query 5) and the zero-query attack

under white-box and black-box settings at different perturbation budgets are shown in tab:compare-
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frcnn and tab:compare-libra. The settings for both tables are detailed in the captions. The fooling

rates for the few-query attacks are cumulative; that is, the values reported for few-query-k accounts

for successful attacks with 0, 1, . . . , k queries.

We observe that ZQA can achieve higher fooling rates than the few-query attack for up to

4 queries in the white-box setting and up to 2 queries in the black-box setting. When PSPM is used

to refine the zero-query attack plan (ZQA-PSPM), the fooling rate increases, outperforming up to 5

queries of the few-query attack in the white-box setting and up to 3 queries in the black-box setting.

These results are consistent across several detector models tested. As ϵ reduces, the perturbation is

not always enough to carry out the evasion attacks, and thus the fooling rates fall from ϵ = 50 to

ϵ = 10.

The results clearly demonstrate the advantage of simultaneous context-aware perturbation

of all objects in the scene. In many cases, using the PSPM to refine the context-aware attack further

improves the fooling rate. While the few-query approach eventually outperforms the ZQA attack,

recall that the former requires the attacker to communicate with the detector, which is either not

always possible, or might expose the attacker.

5.4.2 Experimental results on COCO dataset

In this section, we repeat the object detection evaluation experiments for the COCO

dataset. The models obtained from MMDetection are well trained on COCO2017 training set,

and the evaluation results on COCO2017 validation set can be found in tab:map-coco. While the

Mean Average Precision (mAP) scores are much lower than those observed for the VOC dataset (Ta-

ble 5.1), these values are similar to the officially reported numbers in MMDetection repository.

This confirms that the object detection algorithm for the COCO dataset – a more challenging dataset
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than VOC – performs at a level close to the state of the art. The comparison of ZQA and ZQA-PSPM

acting on the COCO dataset against our two baseline schemes is shown in tab:compare-frcnn-coco.

As for the VOC dataset, the ZQA attack for the COCO dataset outperforms up to 3 attempts of the

Few-Query attack (2 rounds of feedback) in the black-box transfer attack setting.

5.4.3 Evading context-agnostic defense

We tested against the commonly used context-agnostic JPEG defense and found that our

attack is resilient. Our attack can still outperform up to 5 rounds of few-query attacks under the JPEG

compression quality of 95, as shown in tab:compare-frcnn-jpeg95, corresponding to the setting in

tab:compare-frcnn.

5.4.4 Visualization of sample images

In this section, we provide visual examples of scenes before and after perturbation. In do-

ing so, we compare the zero-query scheme, the context-agnostic attack, and the few-query scheme

that we developed to benchmark performance. All the results are for a transfer setting, i.e., the at-

tacker creates the perturbations on a surrogate model which is different from the classification model

used by the victim system. All the images are generated for the case in which the attacker’s pertur-

bation is made using a Faster R-CNN network, while the victim system system uses a RetinaNet

model. The perturbation budget used to implement the evasion attack is ϵ = 10.

fig:supp-fig1 provides an example in which the context-agnostic attack successfully per-

turbs the individual objects: chair→ dog, chair→ bus and chair→ bird. However, the resulting list
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of detected objects (dog, bus, bird) is context-inconsistent according to the co-occurrence matrix.

Thus, the attack is detected. In contrast, the ZQA attack perturbs the objects as follows: chair→ dog,

second chair→ second dog, dining table→ person. The list of detected objects (dog, dog, person)

is context-consistent, which fools the detector. This shows the basic use case of our context-aware

approach.

Victim SuccessFailure

Victim Failure Success

Original Image Context-Agnostic ZQA

Original Image Few-Query 2 ZQAFigure 5.5: Detections on one original image and images perturbed by the context-agnostic attack

and ZQA attack. The goal is to perturb the victim object, which is a chair on the top-left, to a dog. In

the transfer attack, both the context-agnostic attack and ZQA attack successfully perturbs the chair

to dog, along with some perturbations of surrounding objects. Even though context-agnostic attack

is successful in perturbing victim to target, the attack still fails because the surrounding objects (bus

and bird) are not context consistent according to the co-occurrence graph.

fig:supp-fig2 provides an example in which the few-query attack has perturbed the main

victim object (sofa → bicycle), as well as one other helper object (chair → bicycle) in the scene.

However, the attack fails because the victim system’s detector does not detect the main victim object

and relegates it to the background. In contrast, the ZQA attack, with the help of the perturbation

success probability matrix (PSPM), chooses object perturbations that are most likely to succeed in

a single attempt, i.e., sofa→ bicycle, chair→ person, and leaves the TV monitor unchanged. The
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Victim SuccessFailure

Victim Failure

Original Image Context-Agnostic ZQA

Original Image Few-Query 2 ZQA

Success

Figure 5.6: Detections on one original image and images perturbed by the few-query attack and the

ZQA attack. The goal is to perturb the victim sofa to a target bicycle. Few-Query attack, building on

2 previous queries, perturbs the sofa to bicycle and the chair to bicycle as well. The TV monitor is

not perturbed as it is context consistent. However, the attack failed to transfer to the victim model, in

face, not detecting the sofa as a foreground object. Thus, the few-query attack fails. The ZQA attack

additionally perturbs the chair to person. Since bicycle, person and TV monitor are all detected and

are context-consistent, the attack successfully transfers.

perturbation applied to the sofa object is sufficient for it to be detected and misclassified as a bicycle.

This attack is context-consistent by construction, and successfully fools the detector. We remark here

that the vanishing effect scene above is not unique to the few-query attack. Indeed, evasion attacks

which involve perturbing the entire scene while attempting to attack individual objects in the scene

are susceptible to the vanishing effect. This occurs when the scene perturbation, constrained by the

budget ϵ, is such that it causes one or more objects in the scene to not be detected. As expected, we

observe this effect more often at lower perturbation budgets.

fig:supp-fig3 shows that, given more rounds of feedback, the few-query detector eventu-

ally gets enough information about the detector’s decisions, and is able to perturb a large number

of objects, thereby fooling the detector. The attack attempts to make the following changes: dog→
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boat, sofa→ boat, cat→ boat, person→ boat. The victim system misclassifies the dog and the sofa

as boats, but does not detect the person and the cat. Even with the vanishing artifact, we deem the

few-query attack successful because it has successfully perturbed the victim object (dog → boat)

and it has ensured that the detected objects form a context-consistent list. On the other hand, the

ZQA attack intends to leave the person unchanged, while changing the other objects to boats. This

attack fails because, at the given perturbation level ϵ = 10, the attack left the person unchanged,

altered the sofa to the boat, but caused the cat and the dog vanish into the background. This is a

failed attack because the main objective of misclassifying the victim object, i.e., dog→ boat, was

not fulfilled. This shows that the few-query approach – given multiple attempts to enhance the at-

tack – will eventually overwhelm the proposed ZQA attack which is only allowed a single attempt.

One disadvantage of the few query-attack, as noted earlier, is that it requires access to the victim

system’s communication, thus exposing the attacker to the risk of being discovered. The ZQA attack

does not have this limitation.

fig:supp-fig4 shows one of the failure modes of our approach. (This type of failure is also

observed in general perturbation bounded evasion attacks, and in our case, it is also seen in some

cases of the few-query attack, and the context-agnostic attack). The goal of the attacker is to perturb

the horse to a cat. However, the attack made with the surrogate model does not correctly transfer to

the black-box victim model. The detector recognizes the horse as a sheep, which is unintended for

our targeted attack.
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Victim Success Failure

Original Image Few-Query 3 ZQA

Original Image Few-Query 3 ZQA

Victim Success Failure

Figure 5.7: Detections on one original image and images perturbed by few-query attack and ZQA

attack. The goal is to perturb the dog to a boat. The few-query attack, building on 3 previous queries,

perturbs two objects to boats, and causes the person and the cat to vanish. The result is context-

consistent and meets the desired goal. On the other hand, the ZQA attack leaves the person un-

changed, perturbs the sofa to a boat, but causes the intended victim object (dog) and another object

(cat) to vanish. Even though person and boat are context-consistent in the perturbed scene, the ZQA

attack has failed because the intended victim object has vanished.

Victim Success Failure

Victim Failure

Original Image Few-Query 3 ZQA

ZQAOriginal Image

Figure 5.8: A failure case of ZQA attack. We observe that the perturbation of the victim object

(horse→ cat) does not succeed. Instead, the victim model classifies the perturbed horse as a sheep.

130



5.5 Discussion

Limitations and Future Work: We have assumed that the data distribution at the victim system

is known. We also assume that the context is consistent across surrogate and victim systems. In

practice, this is rarely the case. The attacker and the victim system may have different data distri-

butions, overlapping but non-identical label sets, and thus similar but non-identical context models.

A useful avenue for future work is to introduce controlled discrepancies between the distributions,

context models, and label sets and examine their effect on the fooling rate of the ZQA attack.

While co-occurrence is a fundamental notion of context, it does not capture key proper-

ties such as relative size and location of the objects or the relationship between the object and the

background. Extending the ZQA attack to more sophisticated context models is a topic for future

research. Furthermore, evaluating the ZQA in situations where the attacker uses a different notion of

context than the victim system – e.g., attacker uses semantic context, detector uses context learned

from pixels – would help researchers understand the broader applicability of this work.

Another limitation is that it is expensive to precompute the PSPM. Unlike the context

graph, which only depends on the dataset, PSPM is a function of the dataset, attack model and

perturbation level. We need to measure the attack success rate for each surrogate model at each

perturbation level, and for all possible perturbations of a given object.

Potential negative societal impact and mitigation: This paper, as any other work that investi-

gates an attack method, may be used maliciously to generate attacks against victim systems. Our

goal with this work is to reduce technical surprise, and to fuel the development of defenses against

powerful attacks. This work already makes the case for using a context-aware detector to thwart sim-
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ple attacks. To thwart ZQA attacks described in this paper, the detector can attempt to constantly

update its training data and label sets, and to develop increasingly sophisticated context models.

5.6 Conclusions

In this paper, we craft a novel zero-query attack by exploiting “a context graph” that

captures co-occurrence relations of objects in a natural image. Against context-aware detectors,

the fooling rate is significantly higher than that achieved by a context-agnostic attack. Unlike prior

query-based attacks, our attack is extremely hard to detect since it hinges on using a single attempt.

It achieves fairly good fooling rates by choosing an attack plan (i.e., perturbing multiple objects

simultaneously to ensure context consistency) which is likely to succeed. The key innovation is

a PSPM that provides this information offline. We observe that the use of PSPM not only boosts

fooling rates in white-box settings, but also carries over to the black-box setting (i.e., when the

detector model is different from that of the attacker) consistently for different attacker-defender

pairs.

Acknowledgments. This material is based upon work supported by the Defense Advanced Research

Projects Agency (DARPA) under agreement number HR00112090096. Approved for public release;

distribution is unlimited.
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Algorithm 3 Zero-Query Context-Consistent Attack Plan
Input:

A list of objects in the scene A = A1 = ℓv, A2, . . . , AS where S denotes the total number of

objects in the scene;

The desired target assignment consisting of (victim label ℓv ∈ A, target label ℓt) pair for one

object;

Co-occurrence matrix G computed over the training data;

Co-occurrence threshold η;

Perturbation budget ϵ;

Perturbation success probability matrix MC,ϵ,α generated in advance from the training data

Output: Attack plan B that is context-consistent with G and most likely to succeed in a white-box

setting

1: Initialize attack plan: B = {ℓt}

2: Obtain a set of labels that co-occur with ℓt, denoted as T ⊂ N such that G(j, t) > η for all

ℓj ∈ T ▷ find co-occurring labels

3: Set running counter: k = 2

4: while k ≤ S do

5: Compute ℓ∗ = argmax
ℓb∈T

MC,ϵ,α(a, b), where a is the index of label Ak

▷ find the best label to add

6: Update attack plan: B ← B ∪ ℓ∗ ▷ add the selected label to the attack plan

7: Increment counter: k ← k + 1

8: end while

9: return B
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Algorithm 4 Few-Query Context-Consistent Attack Plans
Input:

A list of objects in the sceneA = {A1 = ℓv, A2, . . . , AS}where S denotes the number of objects

in the scene;

The desired target assignment consisting of (victim label ℓv ∈ A, target label ℓt) pair for one

object;

Co-occurrence matrix G computed over the training data;

Co-occurrence threshold η;

Number of victim system queries allowed q ≤ S

Output: A sequence of attack plans Dk consistent with G, where k = 1, 2, ..., q

Initialize attack plan: D1 = {ℓt}

Obtain the label set T ⊂ N such that G(j, t) > η for all ℓj ∈ T ▷ find co-occurring labels

Set running counter: k = 2

while k ≤ q do

Uniformly sample from T : ℓ̂ iid∼ U(T ) ▷ sample a label from T

Update attack plan: Dk ← Dk−1 ∪ ℓ̂ ▷ add the sampled label to the attack plan

Increment counter: k ← k + 1

end while

return Dk
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Table 5.2: Fooling rates (%) of different attack strategies under different L∞ perturbation ≤ ϵ ∈

{50, 40, 30, 20, 10}. We compare ZQA and ZQA-PSPM with Context-Agnostic ZQA, and Few-

Query attacks where feedback from blackbox (BB) models is allowed. The white-box (WB) is

Faster R-CNN and three black-box models (BB1, BB2, BB3) are RetinaNet, Libra R-CNN and

FoveaBox respectively. Fooling rate is counted as the percentage of attacks where victim is per-

turbed to a target label and all detected labels satisfy context consistency. Tested on 500 images

from VOC 2007 test set which contain multiple (2-6) objects. Shaded cell indicates up to which

few-query step, ZQA or ZQA-PSPM has better performance than few-query attack. Lighter shades

are for ZQA, and darker shades are for ZQA-PSPM.

ϵ = 50 ϵ = 40 ϵ = 30 ϵ = 20 ϵ = 10
Method

WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3

Context-Agnostic 34.0 29.0 30.0 25.4 36.8 26.2 30.0 29.6 35.4 27.4 31.2 27.8 35.2 24.4 30.8 27.6 30.4 13.8 15.6 17.8

ZQA 90.0 46.6 52.2 54.0 92.0 48.0 55.0 51.8 91.6 46.0 57.0 52.2 87.4 39.6 50.4 51.0 65.2 21.0 23.8 24.2

ZQA-PSPM 92.6 51.2 61.6 56.8 92.0 51.8 55.4 54.4 93.0 49.2 57.2 54.0 88.2 44.0 51.4 53.4 70.6 23.2 27.4 28.2

Few-Query 0 60.0 29.8 29.8 34.8 64.2 34.6 34.2 39.8 66.2 34.2 35.0 37.8 61.2 29.2 30.8 35.8 48.2 14.8 14.0 20.2

Few-Query 1 64.4 35.8 40.4 43.0 68.0 41.0 44.2 49.4 69.6 41.8 45.2 47.6 68.2 36.0 40.2 43.4 58.4 21.6 23.8 27.8

Few-Query 2 77.6 48.0 56.2 59.0 80.0 50.0 52.6 57.2 78.4 47.0 54.2 54.6 77.6 43.8 50.0 49.8 70.4 27.0 29.6 34.2

Few-Query 3 86.8 55.4 65.0 65.8 89.6 55.4 58.6 62.0 86.2 54.8 62.0 61.2 86.4 49.6 57.2 55.4 77.0 31.4 34.0 39.8

Few-Query 4 91.6 60.0 71.8 69.4 95.2 61.4 63.8 66.0 91.2 58.0 68.2 67.2 89.6 53.2 60.6 59.8 81.4 34.2 37.8 43.2

Few-Query 5 95.0 61.8 75.0 73.4 97.2 62.8 68.0 69.4 96.2 61.2 71.0 70.6 93.0 56.6 65.2 63.4 85.2 35.8 40.2 46.2
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Table 5.3: Follow the setting in tab:compare-frcnn but use Libra R-CNN as WB and use Faster

R-CNN, RetinaNet and FoveaBox as BB1, BB2, BB3 respectively. Fooling rates (%) of different

attack strategies under different L∞ perturbation ≤ ϵ ∈ {50, 40, 30, 20, 10} are as follows.

ϵ = 50 ϵ = 40 ϵ = 30 ϵ = 20 ϵ = 10
Method

WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3

Context-Agnostic 30.6 26.2 18.2 21.4 34.6 29.4 24.2 24.4 34.8 28.8 20.4 23.4 37.6 24.8 16.8 19.4 29.2 15.8 10.2 13.0

ZQA 90.4 47.8 33.0 43.4 91.8 48.4 32.2 40.0 88.6 48.6 33.0 41.8 86.6 39.4 25.6 35.0 64.4 23.8 13.4 21.6

ZQA-PSPM 92.2 51.0 34.2 45.0 92.4 52.8 34.4 44.0 92.8 48.8 35.2 42.0 86.2 42.8 27.2 37.6 67.2 25.4 14.8 23.4

Few-Query 0 63.0 35.6 25.8 34.0 64.2 37.0 27.0 32.2 63.2 37.0 25.2 33.0 62.2 33.2 23.2 32.2 44.0 19.0 11.0 19.6

Few-Query 1 66.8 43.6 32.4 41.0 68.2 43.6 32.4 39.2 67.8 43.8 32.0 39.4 68.0 42.8 28.8 38.2 58.6 28.0 17.8 27.4

Few-Query 2 77.4 51.8 38.2 47.8 76.8 51.4 37.6 47.2 78.2 51.4 37.4 45.6 76.6 47.4 33.2 43.0 67.6 33.8 21.4 33.0

Few-Query 3 87.8 57.8 45.0 55.2 87.4 59.4 43.0 54.0 85.4 56.4 42.8 50.4 85.8 53.0 36.8 50.2 75.4 36.4 24.0 34.6

Few-Query 4 93.4 61.0 47.4 59.4 93.4 63.6 47.0 58.8 91.4 60.6 45.4 55.8 92.4 57.4 39.8 54.0 80.8 40.2 25.8 37.6

Few-Query 5 96.8 64.8 49.6 61.8 97.0 67.0 49.6 61.0 95.8 63.2 47.0 58.0 95.2 59.6 41.8 57.0 84.6 41.6 27.2 39.6

Table 5.4: Mean average precision (mAP) at IOU (intersection over union) threshold 0.5 of different

detectors used in our experiments. Models are evaluated on COCO2017 val set. Legend: Faster R-

CNN (FRCNN), RetinaNet (Retina), Libra R-CNN (Libra), FoveaBox (Fovea).

Model FRCNN Retina Libra Fovea

mAP@.50 38.99% 35.13% 40.14% 45.78%
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Table 5.5: Follow the setting in tab:compare-frcnn but use 500 images from COCO 2017 test

set. Fooling rates (%) of different attack strategies under different L∞ perturbation ≤ ϵ ∈

{50, 40, 30, 20, 10} are as follows.

ϵ = 50 ϵ = 40 ϵ = 30 ϵ = 20 ϵ = 10
Method

WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3

Context-Agnostic 55.2 23.8 27.2 35.2 60.0 25.8 28.0 31.2 55.4 23.4 21.6 31.8 52.2 18.8 18.6 28.6 39.6 14.2 12.4 15.8

ZQA 82.2 29.8 35.4 43.6 82.8 30.2 35.8 43.2 81.0 30.4 31.0 40.0 76.0 23.8 26.4 37.4 52.0 14.2 15.6 21.8

ZQA-PSPM 85.0 34.0 38.0 48.0 85.8 32.0 39.6 43.8 82.8 29.8 32.6 46.0 79.0 27.2 29.8 36.8 58.2 15.6 17.6 25.0

Few-Query 0 71.4 27.0 24.0 37.8 73.4 25.6 24.0 35.0 68.4 21.8 18.2 34.0 63.8 21.2 17.6 28.4 47.2 13.2 9.6 18.4

Few-Query 1 80.0 34.2 34.2 46.6 80.0 33.6 34.2 44.0 79.0 29.8 27.2 44.4 72.6 26.0 24.6 36.8 56.4 19.2 15.4 26.0

Few-Query 2 83.4 37.8 41.4 51.4 84.0 39.4 39.0 50.4 84.2 34.2 33.2 49.8 79.2 31.4 30.2 43.6 62.4 21.8 19.0 30.6

Few-Query 3 86.2 40.6 46.2 55.2 86.8 41.8 42.2 54.6 86.2 36.6 39.2 53.6 81.6 33.2 34.8 46.6 66.8 23.6 21.2 34.0

Few-Query 4 88.0 42.8 48.0 57.8 89.8 42.8 45.4 56.6 87.8 37.8 42.0 55.4 84.4 35.2 38.0 49.2 69.0 24.2 23.0 36.2

Few-Query 5 89.2 45.0 52.4 59.2 92.0 44.4 48.0 57.8 89.8 39.6 45.0 57.6 85.8 36.0 40.6 51.6 71.4 25.6 25.4 38.2

Table 5.6: Follow the setting in tab:compare-frcnn but under the JPEG compression quality

of 95. Fooling rates (%) of different attack strategies under different L∞ perturbation ≤ ϵ ∈

{50, 40, 30, 20, 10} are as follows.

ϵ = 50 ϵ = 40 ϵ = 30 ϵ = 20 ϵ = 10
Method

WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3 WB BB1 BB2 BB3

Context-Agnostic 34.6 26.4 30.0 25.6 33.4 23.6 25.0 26.0 34.4 26.4 28.8 27.0 38.4 24.0 23.6 25.8 28.2 9.4 11.0 14.8

ZQA 88.2 41.4 49.4 51.4 86.8 40.0 47.8 47.0 88.2 41.4 49.6 47.4 82.4 35.6 40.6 42.2 49.6 14.2 16.8 20.0

ZQA-PSPM 89.2 42.8 50.2 53.8 90.2 41.2 48.6 49.8 92.8 44.2 52.2 51.2 83.6 36.4 42.0 44.2 55.8 15.6 15.2 21.4

Few-Query 0 62.2 28.2 28.6 36.0 62.8 26.8 28.6 33.6 64.4 28.8 30.6 33.0 60.6 23.6 24.8 31.2 39.0 10.8 10.8 16.6

Few-Query 1 68.0 37.2 39.6 45.6 70.4 33.2 37.8 41.8 68.8 35.6 39.6 42.8 66.8 31.4 32.4 40.0 46.2 16.6 15.2 22.6

Few-Query 2 78.8 44.0 50.2 55.8 78.2 40.8 49.6 52.2 76.8 42.0 48.0 50.8 76.0 40.0 42.4 47.2 56.2 20.8 19.6 28.4

Few-Query 3 87.4 48.8 57.8 61.6 85.8 48.6 57.4 57.6 84.4 49.8 55.8 58.6 82.8 45.6 49.4 53.4 62.8 23.6 23.6 30.2

Few-Query 4 91.0 52.6 62.4 64.4 90.2 50.8 61.6 61.8 88.8 52.4 61.0 62.8 88.2 48.8 53.0 57.6 68.2 25.8 26.8 33.0

Few-Query 5 93.8 55.8 66.4 66.4 94.6 53.0 65.4 65.8 94.8 55.2 64.4 67.0 90.8 50.6 55.4 60.6 71.2 28.0 28.8 34.8

137



Chapter 6

Disguise without Disruption:

Utility-Preserving Face De-Identification

6.1 Introduction

Global privacy laws safeguard personal data, including regulations like GDPR [471] in

Europe, HIPPA [1] and CCPA [2] in the US, and PIPL [3] in China. Particularly stringent for med-

ical information and data from medical settings, these rules tightly control storage and distribution

of patient images to ensure confidentiality. Yet, this data holds valuable potential, such as automat-

ing medical procedures and new AI-driven diagnoses. To tap into these datasets, scientists explore

techniques for using sensitive images without compromising identity. Most methods focus on face

obfuscation [362], blurring [154], pixelation [547], warping [258]), affecting image saliency. Face-

swapping [212, 331, 93, 175, 72, 383, 8] is emerging as a promising solution.
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Popularized through the notion of deepfakes [496], these deep-learning models are trained

to replace any face in an image or video by another one (user-provided or AI-generated), while try-

ing to preserve the overall saliency or specific facial attributes, such as perceived gender, expression,

or hair color. While recent solutions can generate convincing results, they are not suitable for the

targeted use cases as they lack formal privacy and utility guarantees for the resulting images. Face-

swapping methods evade the confidentiality of the ID provider since the swapped face leaks the

source ID. In addition, they lack proper mechanisms to maximize de-identification and minimize

identity leakage of the target ID. Furthermore, they do not emphasize on maintaining the utility of

resulting images, i.e., they do not guarantee that the altered images can have the same function as

the original ones for various downstream tasks. For example, a dataset would become useless for

analysis if relevant non-biometric features are corrupted (e.g., facial expressions have changed for

sentiment analysis tasks) or for training recognition models if the altered images no longer match

their annotations (e.g., facial landmarks, gaze directions, head-pose orientations, etc.).

In this work, we aim to address the challenge of anonymizing images of individuals while

ensuring privacy and maintaining high data utility. To this end, we propose Disguise (Deep Identity

Swapper Guaranteeing Utility with Implicit Supervision from Experts), a de-identification method

built upon face-swapping technology that offers formal guarantees regarding identity obfuscation

and utility retention. Our main contributions are as follows:

• We propose a simple yet effective framework for face de-identification which generates nat-

ural faces with distinct identities from the original ones, while maintaining non-biometric

attributes unchanged. unchanged.
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• Unlike existing methods that pre-discard original face IDs, we condition the synthetic faces

on the original ID vectors and maximize the distance to the original identities while ensuring

differential privacy [138, 6], with randomization to prevent re-identification.

• We demonstrate superior results than state-of-the-art methods through extensive evaluation

regarding the de-identification rate, utility preservation, and image quality of the resulting

data over a large number of metrics.

6.2 Related work

Face Swapping. The topic of face swapping has received significant attention in research and is

highly relevant, as evidenced by the large body of works dedicated to it [363, 280, 380, 93, 554,

515]. However, it presents inherent and important differences compared to face anonymization/de-

identification. Face swapping aims to change the original identity to a specified target identity,

whereas face anonymization shall not rely on actual identities, as it would otherwise compromise

both target and source individuals. Moreover, the two domains consider different performance in-

dicators and evaluation metrics. Anonymization aims at providing privacy-preserving guarantees,

including face anonymization rate and non-re-identifiability [168, 303, 113, 452], which implies

additional mechanisms compared to the face-swapping methods that prioritize preserving facial at-

tributes while reckoning the visual quality of the injected identity [363, 515].

Face Anonymization. Although traditional methods such as blacking out, pixelation, and Gaussian

blur [54, 170, 169, 361, 362] are effective in removing privacy-sensitive information, they dras-

tically alter the original data distribution, resulting in a significant loss in utility. In other words,

these methods generate anonymized images that are not suitable for downstream tasks such as gaze
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estimation [248, 540], head-pose prediction [549, 190], facial-landmarks regression [121, 252], and

expression estimation [495, 412] due to the lack of necessary visual information.

A significant amount of research on face anonymization approaches the problem as an

image inpainting task, where the face region is first erased and then replaced with another. Early

methods [168, 368] use a database of real faces to aggregate the new identity, while more recent

methods [212, 331, 303] use generative models to synthesize fake identities based on the learned

distribution. DeepPrivacy [212] is one of the pioneering works in this field, which reconstructs the

missing face by taking the masked face and facial landmarks as inputs. However, the reconstructed

face distribution suffers from bias as it is solely conditioned on its training data, leading to a ten-

dency to generate smiling, young-looking faces. CIAGAN [331] is another work that uses facial

masks and landmarks to generate new faces. However, it tends to generate faces with duplicated

identities due to the length limitation of the one-hot vector. RePaint [324], a recent method based on

diffusion models, generates photo-realistic faces with large facial variances, but it fails to maintain

the utility of the faces and is sensitive to input distributions.

Some methods [175, 72, 383] have focused on making the anonymization process re-

versible, such as Password [175] and RiDDLE [276], which generate anonymized faces conditioned

on a password that can be used to de-anonymize them. While such a feature can be desirable in

some scenarios, it violates privacy regulations like GDPR [471] that protects pseudonymous data

(data that has been de-identified from the data’s subject but can be re-identified as needed by the

use of additional information). In this work, we propose to anonymize faces in an irreversible man-

ner. Other solutions [290, 87, 289, 303] incorporate notions of differential privacy [136, 138, 6] by

adding adequately-calibrated random noise either at training or inference time, ensuring privacy lev-
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els linked to their parameter ϵ. Or directly optimize in the latent space of StyleGAN [31]. However,

they often neglect utility preservation (e.g., they edit image background and utility attributes) and

require complex post-processing, making them not readily applicable to anonymization tasks.

6.3 Methodology

In this section, we formalize our objectives, theoretically ground our work, and finally

describe our proposed solution.

6.3.1 Problem Formulation

Privacy Utility Dual Optimization. Let X ⊂ R3×H×W be the image space, with x ∈ X an image

depicting an individual. Let (Z, dZ) be a metric space, with Z ⊂ RnZ space of identity-distilled

facial features (i.e., facial features that uniquely identify an individual) and dZ : Z × Z → R

a distance function attached to space Z . Let (Y, dY) be another metric space, with Y ⊂ RnY

containing utility-distilled facial features (i.e., features that are useful to downstream tasks) and

dY : Y × Y → R a distance function relating to Y . We note fZ : X → Z and fY : X → Y the

objective labeling functions respective to each domain.

We define a conditional generative function G : X → X parameterized by θ, that takes

x ∈ X as input and returns an edited version G(x) = x̃. Our goal is to learn a G such that utility

is maximized (i.e., fY(x) = fY(x̃)) and privacy is maximized (i.e., fZ(x) is distant from fZ(x̃)).

In other terms, the output of G should contain the same utility attributes as the input and contain

identity attributes different from the input beyond recognition. Formally, we want G to achieve

Pareto optimality [415, 344] w.r.t. the aforementioned multiple objectives (i.e., identity obfuscation
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and utility preservation), accounting for their possible competition (depending on downstream tasks,

utility and identity attributes may overlap), thus minimizing the following objective:

min
θ

(
−Ex∈X

[
dZ

(
fZ (x) , fZ ◦Gθ (x)

)]
,

Ex∈X
[
dY

(
fY (x) , fY ◦Gθ (x)

)])⊺
(6.1)

Before tackling the challenges of multi-objective optimization that such a task brings, one has to

consider how to model the unknown objective distance and labeling functions dZ , fZ and dY , fY

for the identity and utility space respectively. We argue that identity and utility are conceptually

subjective, i.e., different authoritative entities have different definitions and target features assigned

to each concept. e.g., given a picture of a person, each human or algorithmic agent will rely on

different features (facial landmarks, eye color, etc.) and their own subjective judgment to certify the

person’s identity, as there is no absolute objective function to perform the ill-posed mapping of a

facial picture to an identity. Similarly, the concept of utility is conditioned by a set of target tasks

or the agents in charge of said tasks. e.g., an image with the person’s face completely blurred could

still be used by a person-detection algorithm, but would be useless for facial landmark regression.

Therefore, we propose to rely on predefined agents (experts) to provide the identity and

utility definitions to guide the optimization of our model [168]. We thus consider some parameter-

ized models hZ and hY pre-optimized to approximate their respective objective labeling functions

fZ and fY . Note that we make no assumption on the architecture or training of each of these models

(we demonstrate with various state-of-the-art identity extraction and recognition models). Without

loss of generality and to account for individual bias, we defineHZ =
{
hiZ

}kZ
i=1

andHY =
{
hiY

}kY
i=1

as sets of kZ and kY unique models which differ in terms of architecture and/or training regime,

c.f . mixture-of-experts theory [342, 330, 116]. We demonstrate in this paper how these identifica-
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tion/utilization experts can be leveraged in an adversarial/collaborative framework to train g towards

a satisfying optimum.

Identity Obfuscation Guarantees. To provide formal de-identification guarantees, we ground our

work in the extensive theory on ϵ-differential privacy (ϵ-DP) and ϵ-local-differential privacy (ϵ-LDP,

relevant when obfuscation should be performed without global knowledge) applied to identity-

swapping functions [136, 138, 6, 526, 303, 113, 452, 384]. Let ψ : Z → Z be a function that

performs ID obfuscation, i.e., taking an identity vector z and returning a new one z̃ that maxi-

mizes dZ(z, z̃). We consider that an approximate but randomized function ψϵ : Z → Z satisfies

ϵ-LDP if, for any two adjacent inputs z, z′ ∈ Z and for any subset of outputs Zs ⊆ range(ψϵ), it

holds that P (ψϵ(z)) ≤ eϵP (ψϵ(z′)). Given ∆ψ = supz,z′∈Z ∥ψ(z)− ψ(z′)∥1 the sensitivity of ψ,

Laplace noise is commonly leveraged to define an ϵ-DP version of the function: ψϵ(z) ≜ ψ(z) +

(Lap (∆ψ/ϵ))nZ [136, 138, 6, 303]. We demonstrate that to ensure ϵ-LDP, the dZ -maximization

property of the identity-obfuscation function has to be relaxed. The manifold of identity vectors

generated by an identification function hZ is bounded by the range of said function. In such a space

and for any Euclidean distance dZ , a non-relaxed version of ψ would be the bijective (and thus

non-private) function ψopp mapping an ID vector to its opposite. No other function (e.g., ψϵ) could

ensure dZ -maximization. Therefore, in this work, we consider the inherent trade-off between max-

imizing swapping-based identity obfuscation and ensuring differential privacy, and we propose a

variety of solutions ψϵ tailored to different needs (as illustrated in Figure 6.3, and more details in

Proposed Solution Section).

Non Re-identifiability. Another important aspect to consider in privacy-preserving applications is

non-invertibility. If the de-identified data can be re-identified with additional information, then the
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operation is not truly anonymization but pseudonymization. For example, with the correct password

for Password [175] and RiDDLE [276], or using the opposite ID for ψopp, the original ID is compro-

mized. We empirically demonstrate that the proposed obfuscation solutions achieve varying degrees

of robustness to such re-identification efforts.

In the remaining of the section, we explain how we define and train g to ensure privacy-

preserving non-invertible identity swapping in images and utility preservation.

6.3.2 Proposed Solution

The proposed architecture can be defined as the composition of a face-swapping model g :

X ×Z → X , an identity extractor hZ : X → Z , and an identity obfuscation function ψϵ : Z → Z ,

such that G(x) = g (x, ψϵ ◦ hZ(x)). Given a facial image x, hZ extracts the vector z encoding the

identity of the depicted person. This vector z is passed to the privacy-enabling function ψϵ, which

returns a synthetic identity z̃ that maximizes obfuscation. Finally, the face-swapper model g edits

the original image x to inject the fake identity z̃, resulting in an image x̃ where the original visual

identifying attributes are replaced by those encoded in z̃. Additionally, during its training, g relies

on the feedback of tasks-specific models hiY : X → Y to ensure that the utility of x̃ is maintained

compared to x. We expand on each block in the following paragraphs.

Identity Extraction. As mentioned in Section 6.3.1, we propose to extract the identity information

from facial images via model ensembling [342, 330, 116], to ensure generalizability as well as to

limit the impact of models’ bias (as we assume no control over the architecture or training regimen

of selected identity-expert models). Therefore, given a set HZ =
{
hiZ

}kZ
i=1

of ID extractors, we

define hZ as the ensemble method hZ(x) = MLPθz
( ∥∥kZ

i=1
hiZ(x)

)
, i.e., concatenating (symbol ∥)
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the kZ predicted vectors together and merging them into z ∈ Z via a multilayer perceptron (MLP)

with parameters θz and tanh as final activation.

Identity Transformation. A variety of techniques can be considered to perform the identity trans-

formation ψ, as shown in Figure 6.3. If we were to maximize the distance between the original and

obfuscating IDs, the optimal function would be ψopp(z) = −z since argmaxz′ dZ(z, z
′) = −z

in our normalized Euclidean identity space. However, such a function is reversible, making it easy

to re-identify the original individual by taking the opposite of the pseudonymized ID. A more se-

cure solution would be a parametric function, e.g., ψmlp(z) = MLPθψ(z), trained to optimally

fool hZ . As a non-explicit function, ψmlp is more challenging to invert, though not impossible

with the access to the model or its parameters θψ (c.f . gradient-based attacks [153, 486]). To in-

crease robustness and ensure ϵ-LDP, we can add dimension-wise noise to the inner operation, i.e.,

ψϵmlp(z) = MLPθψ (z + (Lap (β))nZ ), with β =
∆ψmlp
ϵ . The larger β is set (i.e., the smaller ϵ is),

the more noise is applied to the original ID vector before further MLP-based obfuscation. Therefore,

larger β provides stricter privacy guarantee and robustness but adversarial affects the ability of ψϵmlp

to learn how to fool identification experts HZ .

To better navigate this trade-off and guarantee a more continuous space for the noise appli-

cation, we leverage the properties inherent to variational autoencoders (VAEs) [254]. We introduce

a variational encoder-decoder (VED) to transform the identity vector, i.e., ψϵved(z) = VEDθψ′ (z).

This model’s encoder predicts the parameters (µ, σ) of the latent data distribution (assumed to be

Gaussian). A latent vector vz is picked as µ + ση with η ∼ (N (0, 1))nv (c.f . reparameterization

[255]) then passed to the decoder. While a VAE decoder would reconstruct the input identity from

vz , our VED decoder should generate a new, distant identity. During inference, we sample vz as
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µ+ σ (Lap (α))nv to meet ϵ-LDP, with nv dimension of latent space and α = ∆ψved
ϵ . To train either

of these models, we enforce cosine dissimilarity between the original and generated ID vectors:

Ldeid = 1 +
z · z̃

∥z∥2∥z̃∥2
. (6.2)

For the VED model, we add to this criterion the usual Kullback–Leibler divergence (KLD) loss Lkld

[255, 254].

Face Swapping. Once the fake identity vector z̃ is generated, it is passed to the face-swapping

model g, along with the original image x. Similar to existing solutions [93, 380, 303], g is composed

of three modules: (1) an image encoder that extracts identity-unrelated features ν; (2) an ID injector

that aggregates ν and z̃ into a vector encoding the content of the obfuscated image x̃; (3) a decoder

conditioned on this vector that generates x̃. These existing works also share similar losses that we

borrow and adapt:

Lmix = ∥g(x, z̃)− g(x, z)∥1;

Lgen =

kd∑
i=1

log (1−Di(x, x̃)) ;

Lid =
∑

ẑ∈{z,z̃}

(
1− ẑ · ẑh
∥ẑ∥2∥ẑh∥2

)
;

(6.3)

with ẑh = hZ (g(x, ẑ)). Here, Lmix is a mixing loss to ensure implicit disentanglement of ID fea-

tures (encoded in z or z̃) and residual features (i.e., ν). Lgen pits the generator against kd discrimina-

torsD to ensure realistic results preserving image saliency, c.f . recent GAN solutions [482, 212, 93]

(we also use their weak-feature matching loss, further ensuring the high-level semantic alignment

between the image pairs). Finally, Lid enforces cosine similarity between the injected identity ẑ and

the one observed by the identification model hZ in the resulting image. Combined together, along
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with Ldeid and Lkld (using weighting hyperparameters), these losses form the overall objective for

our privacy-enforcing face-swapping solution G.

Utility Preservation. Existing face-swapping methods [212, 93, 380, 303] claim that their ad-

versarial and feature-matching losses ensure the preservation of non-identifying content. However,

such supervision is too weak to guarantee that the images will maintain their utility w.r.t. down-

stream tasks, especially for tasks relying on small attention regions (e.g., gaze estimation). We thus

complement the aforementioned objective with a criterion that leverages the implicit expertise of

tasks-relevant models HY :

Luti =

kY∑
i=1

λuti,i∥hi,lY (x)− hi,lY (x̃)∥1, (6.4)

with hi,lY (·) the features returned by the last differential non-softmax layer l of model hiY , and

λuti ∈ RkY hyperparameters weighting the task/expert contributions. Hence, Luti imposes that al-

tered images contains the same utility attributes as original images, as expected by tasks-relevant

models.

Note that the entire solution G(x) = g (x, ψϵ ◦ hZ(x)) is end-to-end differentiable, thus

single-pass trainable. In practice, we leverage its modularity and train each component separately

before jointly fine-tuning. Scalar hyperparameters weigh the contribution of each loss to the total

objective (we fix {λid, λdeid, λmix, λuti,eye, λuti,emo, λkld} = {30, 30, 10, 2, 2, 0.2}).
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6.4 Experiments

We now describe our experimental setup and compare with other methods in terms of

privacy robustness and data usability. More details in supplementary material.

6.4.1 Experimental Protocol

Datasets. We use multiple datasets for taining and evaluation. We train our models on VGGFace2

dataset [74], which totals 3.31 million images with 9,131 identities. We use multiple datasets for

evaluation, including LFW [203] (13,233 face images and 5,749 identities) for utility and de-

identification performance, CelebA-HQ [242] (30,000 face images) for utility evaluation, and WFLW

[499] (10,000 face images) for the training usability w.r.t. the downstream task of landmark detec-

tion.

Identity and Utility Models. To demonstrate the genericity of our method, we consider a variety of

pretrained face-identification networksand of utility networks over different recognition tasks. As

identity experts, we use ArcFace [122], AdaFace [251], FaceNet [413], and SphereFace [306]. Either

ArcFace (harc
Z ), AdaFace (hada

Z ), or both (hmix
Z ) are used to guide g during training (c.f . Equation

6.4); FaceNet and SphereFace are used only for evaluation. For the downstream tasks, we use ETH-

XGaze [540] (noted heye
Y ) for gaze estimation, DAN [495] (hemo

Y ) for facial expression recognition,

or both (hmix
Y ) to provide utility feedback during training. During evaluation, we use L2CS-Net [7]

for gaze estimation, DeepFace (DF) [416] for emotion recognition, and RetinaFace [121] and Dlib

[252] for landmark detection.

Metrics. We employ the commonly-used validation rate and verification accuracy as metrics for

evaluating privacy preservability [413, 306, 122, 251]. The validation rate is defined as the true
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positive rate (TPR) at certain false positive rate (FPR), e.g., TPR @ FPR=1e-3. Verification accuracy

is the percentage of image pairs correctly classified as the same/different person using the best

ℓ2 distance threshold. The verification accuracy of random guessing is thus 50%, which is what

anonymization aims at. To measure utility preservation, we use ℓ2 pixel distance and normalized

mean error (NME) for facial landmark detection, mean absolute error (MAE) for gaze estimation,

and accuracy for emotion recognition. For image quality, we use SER-FIQ [448].

Comparison. We consider various de-identification methods, including DeepPrivacy [212], Deep-

Privacy2 [211], CIAGAN [331], Password [175], and RePaint [324]. For readibility of the tables, we

denote different versions as “Ours (a, b, c)” where a fixes the identity model(s) haZ used, b the trans-

formation function ψϵb, and c the utility model(s) hcY . For simplicity, we use “Ours (arc, ved, eye)”

as our default method unless otherwise mentioned. We demonstrate the impact of different transfor-

mation models and identity/utility experts in ablation studies.

Architecture. We build our face-swapping model g based on the architecture and training frame-

work proposed in SimSwap [93]. The identity-merging module uses a MLPθz with two layers and

feature sizes of [1024, 1024, 512]. The identity-transforming MLPθz , on the other hand, is a 3-layer

network with feature sizes [512, 2048, 1024, 512]. The VED encoder consists of two dense layers

of sizes [512, 1024, 1024], followed by two parallel layers of size [512] to predict the mean and

variance in latent space. The VED decoder has three dense layers of sizes [512, 1024, 1024, 512].

We use tanh as final activation throughout the model.

Training. We apply the Adam optimizer [253] with β1 = 0 and β2 = 0.999, learning rate 10−4,

and a batch size of 4. We train our pipeline in two stages: (1) we first pre-train the face-swapper
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g according to [93] for 1M iterations; (2) then we fine-tune it together with utility module and ID

transformer for another 100k iterations. This is illustrated in Figure 6.6.

Evaluation. For the de-correlation evaluation presented in Figure 6.5(e), the MLP attacker networks

consist of three layers of feature sizes [512, 2048, 1024, 512], tasked to reconstruct the original

identity embedding from the obfuscated one extracted from the edited image. We train one attacker

specific to each obfuscation method (CIAGAN [331], DeepPrivacy [212], ours, etc.). We use Adam

optimizer with a learning rate of 10−3 and a total epoch of 100 epochs. We trained the decoders on

CelebA-HQ and evaluated them on LFW.

6.4.2 Privacy: Obfuscation Evaluation

De-identification performance. As shown in Table 6.1, we achieve near perfect de-id rate, i.e., with

a validation rate close to 0 and verification accuracy close to 50%, outperforming other methods by

a significant margin, and is even more secure than randomly picking replacement images from the

dataset. Figure 6.5(b) presents the ℓ2 distance histogram for original positive pairs, original negative

pairs, and original-anonymized positive pairs on LFW [203], and Figure 6.5(c) shows the ROC

curves of validation rate. We observe that Disguise creates image pairs that are close to the negative

distribution, hence perfect obfuscation. We also achieve the highest facial image quality, see Figures

6.1 and 6.4 for visual reference. Among other comparing methods, it is worth noticing that Password

fails to de-identify images, hence the highest validation rate. CIAGAN and RePaint are better than

Password in de-identification, however they suffer from low facial image quality due to high artifacts

and distortions.
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Table 6.1: Identification / validation rate and image quality evaluation over edited LFW data.

Methods
TPR (%) @ FPR=10−3 / Accuracy (%) ↓ FIQ ↑

FaceNet SphereFace AdaFace Average SER

Original 93.8 / 97.1 87.9 / 96.2 95.4 / 97.7 92.4 / 97.0 0.77

DeepPrivacy 7.3 / 73.8 2.9 / 70.9 4.6 / 68.6 4.9 / 71.1 0.67

DeepPrivacy2 1.7 / 62.5 1.0 / 61.5 2.2 / 62.2 1.6 / 62.1 0.68

CIAGAN 1.8 / 64.5 1.0 / 59.0 5.6 / 71.0 2.8 / 64.8 0.58

Password 31.7 / 79.1 17.1 / 73.5 51.0 / 84.0 33.3 / 78.9 0.69

RePaint 2.8 / 67.7 1.1 / 63.5 3.6 / 68.5 2.5 / 66.6 0.54

Ours 0.03 / 50.0 0.03 / 50.0 0.00 / 50.0 0.02 / 50.0 0.90

Original and anonymized ID de-correlation. We consider scenarios where malicious attackers

attempt to link anonymized IDs with their original IDs, allowing them to perform inversion inference

on the anonymized IDs and recover the original ones. We use encoder-decoder networks to learn the

correlation on existing original-anonymized image pairs. Figure 6.5(e) shows the results of using

MLPs to decode obfuscated IDs from CelebA-HQ [242] while trained on LFW [203] using original

IDs as supervision. While methods like DeepPrivacy, CIAGAN, and RePaint are inherently robust

to inversion attacks since the original face region is entirely erased, and their networks are solely

tasked with inpainting the blank region, our method still offers de-correlation on par with these

methods, suggesting that our method is also resilient to inversion attacks.
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Table 6.2: Utility performance comparison of different anonymization methods over diverse down-

stream tasks on LFW and CelebA-HQ datasets [203, 242].

D
at

as
et

Methods

Facial landmarks (L2 pixel distance ↓) Gaze estimation (MAE° ↓) Emotion

RetinaFace (5 points) Dlib (68 points) L2CS-Net ETH-XGaze (Accuracy % ↑)

All Eyes Nose Mouth All Eyes Nose Mouth Pitch Yaw Pitch Yaw DAN DF

L
FW

DeepPrivacy 23.9 13.1 9.9 16.5 263.0 32.7 25.1 89.0 7.7 13.6 8.0 16.3 27.1 34.3

DeepPrivacy2 31.2 18.4 14.4 19.6 385.7 59.9 49.9 120.6 9.2 12.2 7.8 15.1 22.4 30.2

CIAGAN 14.6 9.3 5.5 9.2 348.2 59.0 31.2 97.7 8.8 14.6 7.8 16.9 32.5 36.9

Password 17.4 10.4 7.7 11.1 204.8 26.5 19.3 55.4 10.5 24.7 7.7 11.5 45.9 43.4

RePaint 66.1 30.8 32.2 47.3 1103.1 133.5 152.1 432.0 11.3 18.1 9.2 18.8 17.3 19.4

Ours 12.9 7.7 5.6 8.2 203.3 28.8 19.8 60.0 6.8 8.4 5.6 10.0 46.2 47.0

C
el

eb
A

-H
Q

DeepPrivacy 13.1 4.8 4.3 10.8 293.9 30.4 24.2 113.0 7.0 8.7 6.7 10.1 41.0 45.5

CIAGAN 14.9 10.3 4.6 8.6 365.6 79.2 35.6 91.5 8.7 13.7 7.5 13.4 38.0 44.4

RePaint 9.9 3.0 4.6 7.5 249.1 22.7 29.7 95.9 6.2 8.0 5.5 8.0 50.4 55.8

Ours 6.7 3.4 3.3 4.3 196.0 25.1 20.0 59.9 5.6 6.2 4.6 5.9 61.9 59.6

6.4.3 Utility: Usability Evaluation

Utility corruption in anonymized images. Our method demonstrates superior utility preservation

compared to others across datasets (Table 6.2). We highlight our approach’s excellence through

qualitative comparison (Figure 6.1 and 6.4). DeepPrivacy lacks facial attribute preservation, ex-

hibiting bias towards smiles and youth. CIAGAN bears heavy artifacts; Password yields blurry

and easily re-identifiable outcomes. RePaint excels with in-distribution faces (RePaint is trained on

CelebA-HQ thus has improved performance on the same dataset in Table 6.2), but it fails elsewhere

and doesn’t retain original attributes. For challenging scenarios, like heavy occlusion (e.g., masks),

CIAGAN and DeepPrivacy falter, unlike our effective face-swapping model.

Usability of anonymized images as training data. We have demonstrated utility attribute non-

corruption by comparing performance of pretrained task-specific models on obfuscated versus orig-
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Table 6.3: Usability of de-identified datasets for the training of task-specific models (facial land-

mark detection on WFLW).

Methods
Normalized Mean Error (NME) ↓

all pose illu occ blur mu exp

Original .039 .068 .039 .047 .045 .038 .043

DeepPrivacy .058 .100 .057 .072 .066 .060 .066

CIAGAN .055 .087 .054 .064 .061 .053 .060

Ours .047 .079 .047 .056 .054 .046 .050

inal data. Now, we advance toward the initial motivation of data anonymization for new solutions,

evaluating how utility networks trained from scratch on anonymized data perform on real, unseen

samples. Ideally, these privacy-preprocessed models should match performance of those trained

on original, non-obfuscated data. Taking facial landmark detection as an example on the WFLW

dataset [499] (98 landmarks per image), we split data into training/testing sets (7,500/2,500) and

generate obfuscated training data using mentioned methods (test data remains unaltered). We use an

HRNetv2-W18 model [480] for the task, trained for 60 epochs with Adam optimizer [253] (β1 = 0,

β2 = 0.999), learning rate 10−4, and batch size 64. Table 6.3 shows models on obfuscated data per-

form worse (higher NME of facial landmarks) than the one on original data. Our anonymized data

model demonstrates the smallest accuracy drop, confirming higher utility preservation for down-

stream tasks while maintaining privacy.
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Table 6.4: Re-identifiability of our ID transformation methods.

Methods

TPR (%) @ FPR=1e-3 ↓ (LFW data)

Swapped Inverted

FaceNet Sph.Face FaceNet Sph.Face

Ours (arc, opp, Ø) 0.63 0.03 67.03 53.07

Ours (arc, ved, emo) 0.23 0.00 12.03 7.10

Ours (arc, ved, eye) 0.03 0.03 13.03 6.43

Ours (arc, mlp, eye) 0.00 0.00 52.90 45.97

Ours (arc, mlp, emo) 0.03 0.00 49.77 45.97

Ours (arc, mlp, mix) 0.00 0.00 50.23 44.67

Ours (mix, mlp, eye) 0.07 0.00 36.70 34.70

6.4.4 Ablation Study

Here we demonstrate the impact of different transformation models, identity and utility

experts. We also delve deep into assessing how diverse ID extraction methods, ID transformation

techniques, and utility experts can collectively influence the overall obfuscation pipeline.

Impact of transformation models on re-identifiability. As justified in Section 6.3 and experimen-

tally measured in Table 6.4, ψopp would suffer high re-identification, i.e. we can recover the original

ID using the opposite of transformed ID. MLP-based transformations outperforms opposite trans-

formation but VED-based transformations yield the best results in terms of de-identification and

non-invertibility, confirming the superiority of our proposed solution.
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Table 6.5: Effect of ψϵ· noise w.r.t. (re-)identifiability.

Methods TPR (%) @ FPR=1e-3 ↓ (LFW data)

Network Noise
Swapped Inverted

FaceNet Sph.Face FaceNet Sph.Face

MLP

β = 0.0 0.00 0.00 52.90 45.97

β = 0.5 0.40 0.00 23.20 20.80

β = 0.9 5.90 2.50 3.07 1.30

VED

α = 1.0 0.03 0.03 13.03 6.43

α = 2.0 0.37 0.00 7.43 3.20

α = 3.0 0.37 0.10 5.37 2.23

The introduction of stochastic operations in alignment with ϵ-LDP further strengthen the

solution. As shown in Table 6.5, the higher the amount of β or α noise introduced (i.e., the lower ϵ),

the more robust to attacks the method becomes, but the lower the original de-identification rate (the

noisier the data, the harder it is to synthesize an ID that maximizes obfuscation). This negative im-

pact is however better mitigated by the proposed VED. We provide further insights in supplementary

material.

Efeects of using multiple ID extractors. As shown in Table 6.4, MLP-based transformations re-

lying on multiple identity extractors, i.e., “Ours (mix,mlp, eye)”, perform better than versions with

only one ID expert. We attribute the increased robustness to the combined knowledge of the two

algorithms which capture more varied ID-related features that are then obfuscated.
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Table 6.6: Identification / validation rate (↓, lower = better) and image quality evaluation (↑, higher

= better) over edited LFW data.

Methods
TPR (%) @ FPR=10−3 / Accuracy (%) ↓ FIQ ↑

FaceNet SphereFace AdaFace Average SER

Original 93.83 / 97.1 87.90 / 96.2 95.43 / 97.7 92.39 / 97.0 0.77

Ours (arc, opp, Ø) 0.63 / 51.5 0.03 / 50.0 0.03 / 50.0 0.23 / 50.5 0.81

Ours (arc, ved, emo) 0.23 / 50.1 0.00 / 50.0 0.07 / 50.0 0.10 / 50.0 0.90

Ours (arc, ved, eye) 0.03 / 50.0 0.03 / 50.0 0.00 / 50.0 0.02 / 50.0 0.90

Ours (arc, mlp, emo) 0.03 / 50.0 0.00 / 50.0 0.03 / 50.0 0.02 / 50.0 0.90

Ours (arc, mlp, eye) 0.00 / 50.0 0.00 / 50.0 0.03 / 50.0 0.01 / 50.0 0.90

Ours (arc, mlp, mix) 0.00 / 50.0 0.00 / 50.0 0.03 / 50.0 0.01 / 50.0 0.90

Ours (ada, mlp, eye) 3.73 / 70.8 0.43 / 65.5 NA (c.f . train/ 2.08 / 68.2 0.87

Ours (mix, mlp, eye) 0.07 / 50.0 0.00 / 50.0 eval overlap) 0.04 / 50.0 0.91

Impact of ID extraction models. Existing face swapping solutions [93] also leverage out-of-the-

box identification networks (e.g., ArcFace [122] as the most common choice), but they do not pro-

vide any analysis on the possible bias that these pretrained methods may have and how such bias

may impact the de-identification process, e.g., by improperly disentangling some facial features.

To address this concern, we present our analyses in Tables 6.6, 6.7, and 6.8. Our method

can harness multiple ID extractors, thus we compare distinct versions of our solutions: employing

ArcFace [122], AdaFace [251], SphereFace [306], or a fusion of these methods. Notably, we exclude
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Table 6.7: Utility performance comparison of different versions of our methods over diverse down-

stream tasks on LFW dataset [203].

Methods

Facial landmarks (L2 pixel distance ↓) Gaze estimation (MAE ° ↓) Emotion

RetinaFace (5 points) Dlib (68 points) L2CS Net ETH XGaze (Accuracy % ↑)

All Eyes Nose Mouth All Eyes Nose Mouth Pitch Yaw Pitch Yaw DAN DF

Ours (arc, opp, Ø) 12.5 7.6 5.4 8.0 177.6 25.8 16.1 49.8 7.0 9.2 6.1 12.1 51.2 50.5

Ours (arc, ved, emo) 12.7 7.6 5.7 8.1 187.6 26.5 18.8 55.6 7.4 10.8 6.1 13.1 58.8 49.8

Ours (arc, ved, eye) 12.9 7.7 5.6 8.2 203.3 28.8 19.8 60.0 6.8 8.4 5.6 10.0 46.2 47.0

Ours (arc, mlp, emo) 17.1 10.3 7.6 10.8 210.9 31.1 20.3 62.3 7.4 11.3 6.4 14.2 59.5 51.0

Ours (arc, mlp, eye) 17.3 10.4 7.6 11.2 218.1 31.2 20.1 63.1 7.0 8.0 5.9 9.9 42.9 46.9

Ours (arc, mlp, mix) 16.5 9.9 7.3 10.6 202.4 28.3 18.5 61.4 6.9 7.8 5.5 9.6 59.5 49.2

Ours (arc, mlp, eye) 17.3 10.4 7.6 11.2 218.1 31.2 20.1 63.1 7.0 8.0 5.9 9.9 42.9 46.9

Ours (ada, mlp, eye) 15.9 9.3 7.3 10.1 211.4 30.2 21.9 64.9 6.3 7.3 5.4 9.2 43.8 46.8

Ours (sph, mlp, eye) 14.9 8.9 6.5 9.5 205.2 28.7 21.2 60.5 6.1 7.5 5.4 10.3 47.4 49.4

Ours (arc+ada, mlp, eye) 15.7 9.3 6.9 10.3 202.8 27.0 18.7 62.1 7.2 7.8 6.2 9.7 42.8 46.9

Ours (arc+sph, mlp, eye) 19.7 11.7 8.4 12.8 230.1 34.0 22.7 66.0 6.8 7.4 5.8 9.0 39.1 45.9

the assessment on one ID extractor when it is utilized in the de-identification pipeline, e.g. AdaFace

in Table 6.6 last tow rows and SphereFace in Table 6.8 last tow rows, ensuring fairness.

Table 6.8 underscores that combining various ID extractors yields enhanced de-identification

and non-invertibility. Particularly with AdaFace-based pipelines, this effect is evident. When solely

used, AdaFace exhibits slight bias or performance limitations (vis-à-vis FaceNet [413] or SphereFace

[306] for re-identification), possibly due to missing biometric features, leading to higher re-identification

rates post-obfuscation compared to other ID extractors. However, coupling AdaFace with an alter-

native ID method like ArcFace [122] mitigates the re-identification rate effectively. Moreover, com-

bining multiple identity extractors notably boosts resilience against inversion attacks (as evident in

the last two columns of Table 6.8), as anticipated from mixture-of-experts approaches.
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Table 6.8: Re-identification performance and invertibility of different proposed ID transformation

methods. (mix1 indicates arc+ada, mix2 indicates arc+sph.)

Methods

TPR (%) @ FPR=1e-3 ↓

Swapped Inverted

FaceNet SphereFace FaceNet SphereFace

Ours (arc, mlp, eye) 0.00 0.00 52.90 45.97

Ours (ada, mlp, eye) 3.73 0.43 49.77 42.63

Ours (mix1, mlp, eye) 0.07 0.00 36.70 34.70

Ours (sph, mlp, eye) 0.00 68.70

Ours (mix2, mlp, eye) 0.00
NA

31.93
NA

Nonetheless, a trade-off between preserving privacy and utility remains observable. As

Table 6.7 illustrates, solutions leveraging multiple ID extractors tend to exert a slightly greater im-

pact on utility attributes, resulting in a minor accuracy dip for the designated downstream tasks.

Navigating this trade-off and devising a solution that better disentangles identity and utility at-

tributes—given their non-overlapping nature—remains an open challenge. Nevertheless, we believe

that Disguise represents a substantial stride forward in this regard (as evident from comparisons to

state-of-the-art in both the main paper and this document).

Impact of ID transformation models. Figure 6.7 extends the analysis presented in Tables 6.4 and

6.5, highlighting the superiority of our VED-based obfuscation scheme compared to the other MLP-

based proposed solution, as well as their superiority compared to prior art. The first row in Figure

6.7 shows that compared to other methods, our VED-based model is further from the positive pairs

both on the histogram and ROC curve, demonstrating the best de-identification ability. The second
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Table 6.9: Evaluation of ID transformation based on noise application only, in terms of de-

identification and non-invertibility of the resulting images.

Methods TPR (%) @ FPR=1e-3 ↓

Net. Noise
Swapped Inverted

FaceNet SphereFace FaceNet SphereFace

Ø

β = 0.25 19.27 12.87 1.27 0.30

β = 0.5 15.37 9.90 1.37 0.30

β = 1.0 13.03 7.73 1.47 0.43

β = 2.0 12.63 6.23 1.93 0.57

β = 4.0 11.30 6.50 1.47 0.47

β = 8.0 11.30 6.27 2.23 0.50

row shows that when we introduce more β noise in our MLP model, both the histogram and ROC

curve move closer towards the positive pairs. When β = 0.5, our MLP model can de-identify facial

images on which recognition model has performance close to random guess. For our VED model,

when increasing the α noise, the histogram stays close to the negative pairs and the ROC curve

stays close to the diagonal line, as shown in the third row. These results suggest that our VED

model achieves the best de-identification while ensuring non re-identifiability.

As a reminder, we define α and β as inversely proportional to ϵ, c.f . α = ∆ψ
ϵ and β =

∆ψmlp
ϵ . As a measure of privacy budget, the higher ϵ is fixed (i.e., the lower α or β), the higher

the privacy loss, c.f . log P(z̃|z) − log P(z̃|z′) ≤ ϵ according to the formal definition in Problem

Formulation subsection. Local differential privacy (LDP) guarantees that an adversary observing z̃

cannot determine with some degree of confidence if it comes from z or z′. E.g., ϵ = 0 would mean
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zero confidence in linking a masked ID to a specific input one, as only noise would be transferred

(c.f . Laplacian noise with α = ∆ψ
ϵ = ∞). To choose ϵ (and thus α) adequately based on privacy

budget, one should first estimate the sensitivity ∆ of the processing function. Following standard

practice [303, 494], we measure the sensitivity of ours empirically: e.g., over LFW dataset, we

obtain ∆ψved = supz,z′ ∥ψ(z)− ψ(z′)∥1 = 33.92 (e.g., hence fixing α = 2 means opting for a

relative privacy budget equals to ϵ = 67.84).

We enhance the analysis presented in Table 6.5 with additional insights from Table 6.9.

This new table illustrates the performance of the ID transformation scheme, which entails applying

solely ϵ-controlled Laplace noise to the features without employing additional neural networks for

further vector obfuscation. Comparatively, our proposed Multi-Layer Perceptron (MLP) and Varia-

tional Encoder-Decoder (VED) solutions distinctly elevate identity obfuscation beyond the effects

of noise-only feature manipulation, as depicted in Table 6.9. However, their continuous nature ren-

ders them more susceptible to re-identification risk, especially for similar privacy budgets. In cases

of slight noise values, they could inadvertently map distinct inputs to a common fabricated iden-

tity. Despite this, we maintain the conviction that our VED-based approach strikes the most optimal

balance between maximal de-identification and non-reidentifiability.

Comparison with other noise-based ID tampering methods. Some other methods [290, 303, 289,

494], have been recently proposed to tackle de-identification of facial images by extracting identity

features from the target data, altering it, and decoding it back into a similar but obfuscated image.

While we could not satisfyingly reproduce their results (no implementation has been released), we

could approximate their solution using our own framework. Indeed, most of these methods can be

described as a subset of our modular solution, i.e., minus our main contributions. This is especially
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true for DP-Image [303] (not peer-reviewed yet) and IdentityDP [494] (published in August, the

28th, 2022), which use an image encoder-decoder combined with an ID extractor [122] and ID/image

feature mixer, similar to ours. However, they do not provide our additional guarantees in terms of

disentanglement of the facial attributes and preservation of the utility ones by using mixture-of-

experts supervision. More importantly, they obfuscate the extracted ID vector (before injecting it

with the residual image features and decoding it back into an image) only by adding Laplace noise

to them. They do not leverage additional transformations in the ID latent space to ensure optimal

de-identification, such as our MLP and VED neural functions.

To highlight the impact of our proposed ID transformation functions and indirectly com-

pare to these other solutions, we direct the readers to Figure 6.8. For each original image, we display

the results obtained by transforming the extracted ID features either after only adding Laplace-based

noise to them (first row); after applying our proposed ψϵmlp, i.e., adding Laplace noise and then pass-

ing the vector to our MLP optimized to ensure de-identification (second row); or after passing the

vector to our VED ψϵved, which also applies ϵ-controlled noise to the data in its own latent space

(third row). For each solution, we provide several results with different privacy budgets (β parame-

ter, encompassing ϵ).

We observe that applying only ϵ-controlled noise to the ID vector results in images barely

obfuscated (e.g., same nose/cheek/eyebrow shapes) compared to additionally using our proposed

neural functions, for the same privacy budgets β. Furthermore, our VED-based solution provides

better continuity in the obfuscated results w.r.t. β compared to the other two variants. Such con-

tinuity makes choosing an adequate privacy budget much more intuitive and straightforward for

users.
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Impact of utility experts. Our observations indicate that engaging in fine-tuning alongside utility

experts yields notable enhancements in preserving performance for downstream tasks, as evidenced

by the findings in Tables 6.6 and 6.7. To delve into specifics, we note that in the gaze estima-

tion task, the model fine-tuned with the inclusion of eye-related utility experts showcases the most

minimal offset, denoting superior alignment. Similarly, the same pattern emerges in the context of

emotion recognition, where the model fine-tuned with emotion-centric utility experts achieves opti-

mal results. On the other hand, concerning facial landmarks, intriguing dynamics come to light. The

model deprived of fine-tuning with emotion or gaze experts demonstrates the highest performance in

this regard. This contrast highlights the existence of a trade-off phenomenon, indicating that distinct

utility experts exert varying degrees of influence, necessitating a balanced consideration.

6.5 Conclusion and Discussion

We introduced Disguise, a privacy-enhancing face de-identification model that ensures

both depicted people’s privacy and image usability. Our experiments demonstrate its effectiveness

in pre-processing sensitive data for inference or training. Rooted in privacy and mixture-of-experts

theory, it outperforms prior methods in re-identification robustness and utility preservation.

Limitations. Note that our model is tailored for face obfuscation and does not address other identity-

revealing visual attributes (e.g., distinctive glasses, haircuts, backgrounds). Broader ID-extracting

methods likeHZ [44] could potentially handle this. Additionally, Disguise might benefit from multi-

objective learning research [124, 344] to optimize cases where identity and utility features overlap.
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Figure 6.1: Disguise anonymizes face images while preserving their utility (i.e., attributes relevant

to downstream tasks). For instance, facial landmarks and gaze direction are better preserved com-

pared to existing methods, as shown in the figure that the red dots for landmarks and red arrows for

gazes in the new images are more aligned with the blue ones in the original images. We outperform

prior art by a large margin along various axes, including privacy, utility, and image quality. For im-

age quality, small radius indicates higher FIQ [448] score and better image quality.
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Figure 6.2: Illustration of the training process for the proposed Disguise framework. More discus-

sions in Methodology Section.
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Figure 6.3: Identity transformation. The identity vector is normalized to the surface of a unit n-

sphere.
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Figure 6.4: Qualitative results of different methods. Ours preserves utility while anonymizing iden-

tities.
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id rate, and utility. For non-invertibility, our solution is close to other methods that completely erase

the original IDs (i.e., recovering pure Gaussian noise).
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Figure 6.6: Detailed training pipeline of Disguise, in supplement to Figure 6.2. The proposed so-

lution is end-to-end differentiable. However, in practice, to guide the optimization process, we train

the network in two phases. Firstly, we train the face-swapping network (the branch marked in dark

green); then in the second phase, we add the ID obfuscation branch (marked in light green) and the

utility-guaranteeing module (the branch on top) to finetune the whole network.
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pairs from LFW set. Right: ROC curves of validation rate for images altered by various methods.
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Figure 6.8: Comparison of different ID transformation functions in terms of their impact on the re-

sulting obfuscated images. We compare (1) applying only Laplace noise to the extracted ID vectors

(noted “z+η” in the figure), (2) applying our proposed ψϵmlp, i.e., applying noise and our MLP (noted

“MLP(z + η)”), or (3) applying our ψϵved, i.e., applying noise and our VED (noted “VED(z + η)”

here).
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Chapter 7

Solving Phase Retrieval with a Learned

Reference

7.1 Introduction

The problem of phase retrieval refers to the challenge of recovering a real- or complex-

valued signal from its amplitude measurements. This problem arises in diffraction imaging, X-ray

crystallography, and ptychography [150, 157, 182, 341, 424]. Fourier phase retrieval is a special

class of phase retrieval problems aimed at the recovery of a signal from the amplitude of its Fourier

coefficients. Let us assume that Fourier amplitude measurements are given as

y = |Fx|+ η, (7.1)

where F denotes the Fourier transform operator, x denotes the unknown signal or image, and η

denotes the measurement noise. Our goal is to recover x given y.
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Fourier phase retrieval is essential in many applications, especially in optical coherent

imaging. Classical methods for phase retrieval utilize the prior knowledge about the support and

positivity of the signals [150, 157]. Subsequent work has considered the case where the unknown

signal is structured and belongs to a low-dimensional manifold that is known a priori. Examples of

such low-dimensional structures include sparsity [476, 230], low-rank [229, 99], or neural genera-

tive models [228, 231]. Other techniques like Amplitude flow [477] and Wirtinger flow use alternat-

ing minimization [68]. Many of these newer algorithms involve solving a non-convex problem using

iterative, gradient-based methods; therefore, they need to be carefully initialized. The initialization

technique of choice is spectral initialization, first proposed in the context of phase retrieval in [360],

and extended to the sparse signal case in [476, 230].

Fourier phase retrieval problem does not satisfy the assumptions needed for successful

spectral initialization and remains highly sensitive to the initialization choice. Furthermore, Fourier

amplitude measurements have the so-called trivial ambiguities about possible shifts and flips of the

images. Therefore, many Fourier phase retrieval methods test a number of random initializations

with all possible flips and shifts and select the estimate with the best recovery error [339].

In this paper, we assume that a known (learned) reference is added to the signal before

capturing the Fourier amplitude measurements. The main motivation for this comes from the em-

pirical observation that knowing a part of the image can often help resolve the trivial ambiguities

[32, 176, 214]. We extend this concept and assume that a known reference signal is added to the

target signal and aim to recover the target signal from the Fourier amplitude of the combined signal.

Adding a reference may not feasible in all cases, but our method will be applicable whenever we

can add a reference or split the target signal into known and unknown parts. We can describe the
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Fourier amplitude (phaseless) measurements with a known reference signal u as

y = |F (x+ u)|+ η. (7.2)

Similar reference-based measurements and phase retrieval problems also arise in holographic optical

coherence imaging [364].

Our goal is to recover the signal x from the amplitude measurements in (7.2). To do

that, we implement a gradient descent method for phase retrieval. We present the algorithm as an

unrolled network for a general system in Fig. 7.1. Every layer of the network implements one step of

the gradient descent update. To minimize the computational complexity of the recovery algorithm,

we seek to minimize the number of iterations (hence the layers in the network). In addition, we

seek to learn the reference u to maximize the accuracy of the recovered signal for a given number of

iterations. The learned u and reconstruction results for different datasets are summarized in Fig. 7.2.

7.1.1 Our Contributions

We present an iterative method to efficiently recover a signal from the Fourier amplitude

measurements using a fixed number of iterations. To achieve this goal, we first learn a reference

signal that can be added to the phaseless Fourier measurements to enable the exact solution of the

phase retrieval problem. We demonstrate that the reference learned on a very small training set

perform remarkably well on the test dataset.

Our main contributions can be summarized as follows.

• The proposed method uses a fixed number of gradient descent iterations (i.e., fixed computa-

tional cost) to solve the Fourier phase retrieval problem.
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Figure 7.1: Our proposed approach for learning reference signal by solving phase retrieval using

an unrolled network. Unrolled network has K layers. Each layerk gets amplitude measurements

y, reference u, and estimate xk−1 as inputs, and updates the estimate to xk. The operations inside

layerk are shown in the dashed box on the right, where A and B are both linear measurement

operators, and A∗ is the adjoint operator of A.

• We formulate the gradient descent method as an unrolled network that allows us to learn a

robust reference signal for a class of images. We demonstrate that reference learned on a very

small dataset performs remarkably well on diverse and large test datasets. To the best of our

knowledge, this is the first work on learning a reference for phase retrieval problems.

• We tested our method extensively on different challenging datasets and demonstrated the

superiority of our method.

• We demonstrate the robustness of our approach by testing it with the noisy measurements

using the reference that was trained on noise-free measurements.
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7.2 Related Work

Holography. Digital holography is an interferometric imaging technique that does not

require the use of any imaging lens. Utilizing the theory of diffraction of light, a hologram can

be used to reconstruct three-dimensional (3D) images [376]. With this advantage, holography can

be used to perform simultaneous imaging of multidimensional information, such as 3D structure,

dynamics, quantitative phase, multiple wavelengths, and polarization state of light [440]. In the

computational imaging community, many attempts have been made in solving holographic phase

retrieval using references, among which [32] has been very successful. Motivated by the reference

design for holographic phase retrieval, we are trying to explore a way to design references for

general phase retrieval.

Phase Retrieval. The phase retrieval problem has drawn considerable attention over the

years, as many optical detection devices can only measure amplitudes of the Fourier transform of

the underlying object (signal or image). Fourier phase retrieval is a particular instance of this prob-

lem that arises in optical coherent imaging, where we seek to recover an image from its Fourier

modulus [150, 157, 400, 341, 424, 327]. Existing algorithms for solving phase retrieval can be

broadly classified into convex and non-convex approaches [215]. Convex approaches usually solve

a constrained optimization problem after lifting the problem. The PhaseLift algorithm [69] and its

variations [167], [67] belong to this class. On the other hand, non-convex approaches usually de-

pend on Amplitude flow [476, 475] and Wirtinger flow [68, 531, 98, 59]. If we know some structure

of the signal a priori, it helps in the reconstruction. Sparsity is a very popular signal prior. Some of

the approaches for sparse phase retrieval include [366, 292, 23, 225, 360, 59, 476]. Furthermore,

[360, 230, 215] used minimization (AltMin)-based approach and [85] used total variation regu-
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larization to solve phase retrieval. Recently, various researchers have explored the idea of replacing

the sparsity priors with generative priors for solving inverse problems. Some of the generative prior-

based approaches can be found in [215, 231, 180, 421].

Data-Driven Approaches for Phase Retrieval. The use of deep learning-based methods

to solve computational imaging problems such as phase retrieval is becoming popular. Deep learning

methods leverage the power of huge amounts of data and tend to provide superior performance

compared to traditional methods while also run significantly faster with the acceleration of GPU

devices. A few examples demonstrating the benefit of the data-driven approaches include [339] for

robust phase retrieval, [246] for Fourier ptychographic microscopy, and [399] for holographic image

reconstruction.

Unrolled Network for Inverse Problem. Unrolled networks, which are constructed by

unrolled iterations of a generic non-linear reconstruction algorithm, have also been gaining popu-

larity for solving inverse problems in recent years [247, 127, 166, 481, 179, 520, 240, 53]. Iterative

methods usually terminate the iteration when the condition satisfies theoretical convergence proper-

ties, thus rendering the number of iterations uncertain. An unrolled network has a fixed number of

iterations (and cost) by construction and they produce good results in a small number of steps while

enabling efficient usage of training data.

Reference Design. Fourier phase retrieval faces different trivial ambiguities because of

the structure of Fourier transformation. As a phase shift in the Fourier domain results in a circular

shift in the spatial domain, we will get the same Fourier amplitude measurements for any circular

shift of the original signal. In recent papers [32, 527, 176, 214], authors tried to use side information

with sparsity prior to mitigate these ambiguities. However, in those studies, the reference and target
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signal are separated by some margin. If the separation between target and reference is large enough,

then the nonlinear PR problem simplifies to a linear inverse problem [14, 32].

In this paper, we consider the reference signal to be additive and overlapping with the

target signal. To the best of our knowledge, there has not been any study on such unrestricted refer-

ence design. While driven by data, our approach for reference design uses training samples in a very

efficient way. The number of training images required by our network is parsimonious without lim-

iting its generalizability. The reference learned by our network provides robust recovery test images

with different sizes. Apart from the great flexibility, our unrolled network uses a well-defined rou-

tine in each layer and demonstrates excellent interpretability as opposed to black-box deep neural

networks.

7.3 Proposed Approach

We use the general formulation for the phase retrieval from amplitude measurements.

The formulation can be extended for phase retrieval with squared amplitude measurement as well.

In our setup, we model amplitude measurements of a target signal x and a reference signal u as

y = |Ax+Bu|, where A and B are linear measurement operators. Our goal is to learn a reference

signal that provides us the best recovery of the target signal. We formulate this overall task as the

following optimization problem:

minimize
x̂(u)

∥x− x̂(u)∥22 s.t. y = |Ax̂(u) +Bu|, (7.3)

where x̂(u) denotes the solution of the phase retrieval problem for a given reference u. Our approach

to learn u and solve (7.3) can be divided into two nested steps: (1) Outer step updates u to minimize
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the recovery error for phase retrieval and (2) inner step uses the learned u to recover target images

by solving phase retrieval.

To solve the (inner step) of phase retrieval problem, we use an unrolled network. Fig-

ure 7.1 depicts the structure of our phase retrieval algorithm. In the unrolled phase retrieval net-

work, we have K blocks to represent K iterations of the phase retrieval algorithm. We minimize the

following loss to solve the phase retrieval problem:

Lx(x, u) = ∥y − |Ax+Bu|∥22. (7.4)

Every block of the unrolled phase retrieval network is equivalent to one gradient descent step for

(7.4). For some value of reference estimate, u, we can represent the target signal estimate after

k + 1th block of the unrolled network as

xk+1 = xk − αk∇xLx(xk, u), (7.5)

where ∇xLx(xk, u) is the gradient of Lx with respect to x at the given values of xk, u. As the loss

function in (7.4) is not differentiable, we can redefine it as

Lx(x, u) = ∥y ⊙ p− (Ax+Bu)∥22, (7.6)

where p = ∠(Axk +Bu) = (Axk +Bu)/|Axk +Bu|. The expression of gradient can be written

as

∇xLx(xk, u) = 2A∗[p⊙ (p∗ ⊙ (Axk +Bu)− y)], (7.7)

where A∗ denotes the adjoint of A. After K blocks, we get the estimate of the target signal that we

denote as x̂(u) = xK .

In the learning phase, we are given a set of training signals, {x1, x2, ..., xN}, which share

the same distribution as our target signals. We initialize x0 and u0 with some initial (feasible) values.
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First we minimize the following loss with respect to u:

Lu(u) =
N∑
i=1

∥xi − x̂i∥22 =
N∑
i=1

∥xi − xKi ∥22. (7.8)

We can rewrite (7.8) using the gradient recursion in (7.5) as

Lu(u) =

N∑
i=1

∥xi − x0i +
K−1∑
k=0

αk∇xLx(xki , u)∥22. (7.9)

We can then use gradient descent to to minimize Lu(u). We can represent the j + 1th iteration of

gradient descent step as

uj+1 = uj − β∇uLu(uj). (7.10)

The expression for∇uLu(u) can be written as

∇uLu(u) = 2
N∑
i=1

[
K−1∑
k=0

αkJu(x
k
i , u)

][
xi − x0i +

K−1∑
k=0

αk∇xLx(xki , u)

]
, (7.11)

where Ju(xki , u) = ∇u∇xLx(xki , u) is a Jacobian matrix with rows and columns of the same size

as u and x, respectively. The measurement vector y = |Ax+Bu| is a function of u during training.

Since we model x̂(u) as an unrolled network, we can think of the gradient step as a backpropagation

step. To compute ∇uLu(u), we backpropagate through the entire unrolled network. At the end of

J th outer iteration, we will get our learned reference û = uJ .

Once we have learned a reference, û, we can use it to capture (phaseless) amplitude mea-

surements as y = |Ax∗+Bû| for target signal x∗. To solve the phase retrieval problem, we perform

one forward pass through the unrolled network. Pseudocodes for training and testing are provided

in Algorithms 7,6.

In our Fourier phase retrieval experiments A = B = F , where F is the Fourier trans-

form operation. To implement similar method for squared amplitude measurements, we can simply
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Algorithm 5 Learning Reference Signal

Input: Training signals {x1, x2, ..., xN}, measurement operators A and B

Output: Optimal reference û = uJ

1: Initialize {x01, x02, ..., x0N}, u0

2: for j = 0, 1, ..., J − 1 do

3: for i = 1, 2, ..., N do

4: yi = |Ax∗i +Buj |

5: for k = 0, 1, ...,K − 1 do

6: Lx(x
k
i , u

j) = ∥yi − |Axki +Buj |∥22

7: xk+1
i ← xki − αk∇xLx(xki , uj)

8: end for

9: end for

10: Lu(u
j) =

∑N
i=1 ∥x∗i − x0i +

∑K
k=1 αk∇xLx(x

k−1
i , uj)∥22

11: uj+1 ← uj − β∇uLu(uj)

12: end for

13: return û = uJ

replace p = ∠(Axk + Buj) with p = Axk + Buj . In all our experiments, we initialized x0 as a

zero vector whenever û ̸= 0. We can also add additional constraints on the reference while mini-

mizing the loss function in (7.9). In our experiments, we used target signals with intensity values in

the range [0, 1]; therefore, we restricted the range of entries in u to [0, 1] as well. We discuss other

constraints in the experiment section.
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Algorithm 6 Solving Phase Retrieval via Unrolled Network

Input: Measurements y, learned reference û, measurement operators A and B

Output: Estimation of target signal x̂ = xK

1: Initialize x0

2: for k = 0, 1, ...,K − 1 do

3: Lx(x
k, û) = ∥y − |Axk +Bû|∥22

4: xk+1 ← xk − αk∇xLx(xk, û)

5: end for

6: return x̂ = xK

7.4 Experiments

Datasets. We have used MNIST digits, EMNIST letters, Fashion MNIST, CIFAR10,

SVHN, CelebA datasets, and different well-known standard images for our experiments. We convert

all images to grayscale and resize 28× 28 images to 32× 32. Although there are tens of thousands

training images in MNIST, EMNIST letters, Fashion MNIST, CIFAR10, and SVHN dataset, we

have used only a few (i.e.. 32) of them in training. We have shown that the references learned on the

small number of training images perform remarkably well on the entire test dataset. MNIST, Fash-

ion MNIST, and CIFAR10 test datasets contain 10000 test images each; EMNIST letters dataset

contains 24800 test images; SVHN test dataset contains 26032 test images. We used 1032 images

from CelebA and center-cropped and resized all of them to 200 × 200. We selected 32 images for

training and the rest for testing.
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We present the results for these different datasets using references learned from 32 images

from the same dataset in Fig. 7.2. We present results for six standard images of size 512× 512 from

[339] using a resized reference learned from CelebA dataset in Fig. 7.3.

Measurements. We simulated amplitude measurements of the 2D Fourier transform. We

performed 4 times oversampling in the spatial domain for both reference and target signal. Unless

otherwise mentioned, we consider our measurements to be noise-free. We also report results for

noisy measurements.

7.4.1 Configurations of Reference (u)

The reference signal u, which we are trying to learn, has a number of hyper-parameters

that inherently affect the performance of the phase retrieval process. We considered several con-

straints on u, including the support, size, range, position, and sparsity.

We tested reference signals with both complex and real values and found that u has com-

parable results in the two domains. Since it is easy to physically create amplitude or phase-only

reference signals, we constrain u to be in the real domain; thus, u ∈ Rm×n and m, n represent

height and width, respectively. The height and width of u determine the overlapping area between

the target signal and the reference. We found that u with larger size tends to have better perfor-

mance, especially when the value of u is constrained to a small range. The intensity values of u

play a major role in its performance. If we constrain the value of u to be within a certain range:

u[i, j] ∈ [umin, umax], for all i, j, we observed that bigger range of u yields better performance.

This is because when u is unconstrained then we can construct a u with a large norm. Consider the

noiseless setting with quadratic measurements |F (x+u)|2 = |Fx|2+ |Fu|2+2Re(Fx⊙Fu), the

last term is the real value of the element-wise product of target and reference Fourier transforms.
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Table 7.1: PSNR for different training size

TRAIN/TEST MNIST EMNIST F. MNIST SVHN CIFAR10

TRAINING SIZE=32 66.54 58.72 57.81 57.51 41.60

TRAINING SIZE=128 76.25 64.16 55.86 59.50 44.34

TRAINING SIZE=512 79.14 62.34 52.01 59.78 48.90

We can remove |Fu|2 because it is known. If u is large compared to x, then we can also ignore the

quadratic term |Fx|2 and recover x in a single iteration if all entries of Fu are nonzero. To avoid

this situation and make the problem stable in the presence of noise, we restricted the values in the

reference u to be in [0,1] range.

7.4.2 Setup of Training Samples and Sample Size

We observed that we can learn the reference signal from a small number of training im-

ages. In Table 7.1, we report test results for different reference signals learned on first N images

from MNIST training dataset for N = 32, 128, 512. We kept the signal and reference strength (i.e.,

the range of the signal) equal for this experiment. We observe that increasing the training size im-

proves test performance. However, we can get reasonable reconstruction performance on large test

datasets (10k+ images) with reference learned using only 32 images.
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7.4.3 Generalization of Reference on Different Classes

We are interested in evaluating the generalization of our learned reference. (i.e., how the

reference performs when trained on one dataset and tested on another). In the comparison study,

we took the reference u trained on each dataset and then tested them on the remaining 4 datasets.

The value range of the reference is between [0, 1], the number of steps in the unrolled network is

K = 50. We observed that when the datasets share great similarity (e.g., MNIST and EMNIST are

both sparse digits or letters), the reference signal tends to work well on both datasets. Even when

the datasets differ greatly in their distributions, the reference trained on one dataset provides good

results on other datasets (with only a few dB of PSNR decrease in performance).

We also tested our method on shifted and rotated versions of test images. Results in

Fig. 7.4 demonstrate that even though the reference was trained on upright and centered images,

we can perfectly recover shifted and rotated images.

Our key insight about this generalization phenomenon is that the main challenge in Fourier

phase retrieval methods is initialization and ambiguities that arise because of symmetries. We are

able to solve these issues using a learned reference because of the following reasons: (1) A refer-

ence gives us a good initialization for the phase retrieval iterations. (2) The presence of a reference

breaks the symmetries that arise in Fourier amplitude measurements. Moreover, we are not learn-

ing to solve the phase retrieval problem in an end-to-end manner or learn a signal-dependent de-

noiser to solve the inverse problem [339, 399]. We are learning reference signals to primarily help

a predefined phase retrieval algorithm to recover the true signal from the phaseless measurements.

Thus, the references learned on one class of images provide good results on other images, see Ta-

ble 7.2. This study shows that the reference learned using our network has the ability to generalize
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Table 7.2: PSNR of the Same Reference Tested on Different Datasets

TRAIN/TEST MNIST EMNIST F. MNIST SVHN CIFAR10

MNIST 66.54 55.12 40.87 41.87 31.72

EMNIST 72.84 58.72 52.18 55.42 48.16

F. MNIST 40.87 55.67 57.81 50.70 42.85

SVHN 41.87 46.76 49.60 57.51 51.54

CIFAR10 31.72 38.93 36.40 40.36 41.60

to new datasets, thus making our method suitable for real-life applications where new test cases

keep emerging.

7.4.4 Noise Response

To test the robustness of our method in the presence of noise, we added Gaussian and

Poisson noise at different levels to the measurements. Poisson noise or shot noise is the most com-

mon in the practical systems. We model the Poisson noise following the same approach as in [339].

We simulate the measurements as

y(i) = |z(i)|+ η(i) for all i = 1, 2, . . . ,m, (7.12)

where η(i) ∼ N (0, σ2) for Gaussian noise and η(i) ∼ N (0, λ|z(i)|) for Poisson noise with

z = Ax + Bu. We varied σ, λ to generate noise at different signal-to-noise ratios. Poisson noise

affects the larger measurements with higher strength than the smaller measurements. As the sensors

can measure only positive measurements, we kept the measurements positive by applying ReLU
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function after noise addition. We can observe the effect of noise in Fig. 7.5. Even though we did not

add noise during training, we get reasonable reconstruction and performance degrades gracefully

with increased noise.

7.4.5 Random Reference versus Learned Reference

To demonstrate the advantage of the learned reference signal, we compared the perfor-

mance of learned reference and random reference on some standard images. The results are shown

in Fig. 7.3. The learned reference is trained using 32 images from CelebA dataset which we resized

to 200 × 200. The test images used in Fig. 7.3 are 512 × 512, so we resized the learned reference

from 200 × 200 to 512 × 512. For random reference, we selected the entries of the reference uni-

formly at random from [0, 1]. We selected the best result out of 100 trials for every test image with

random reference. We can observe from the results that our learned reference significantly outper-

forms the random reference even though the test image distribution is distinct from the training data.

The number of steps of the unrolled network is K = 50.

7.4.6 Comparison with Existing Phase Retrieval Methods

We have shown comparison with other approaches in Table 7.3. We selected Kaczmarz

[488] and Amplitude flow [98] for comparison using PhasePack package [84]. We also show Hy-

brid Input Output (HIO), which is similar to our phase retrieval routine without any reference. We

observe that our approach with learned reference can outperform all other approaches on all the

datasets. All the traditional phase retrieval methods suffer from the trivial circular shift, rotation,

and flip ambiguities, thus produce significantly worse reconstruction than our method does. Our
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Table 7.3: Comparison with Existing Phase Retrieval Methods

METHODS MNIST EMNIST F. MNIST SVHN CIFAR10

HIO 9.04 8.42 9.65 19.87 14.70

AMPLITUDE FLOW 9.99 9.79 11.90 20.25 15.04

KACZMARZ 11.81 11.47 13.44 19.48 15.01

FLAT REFERENCE 18.21 17.24 16.56 20.89 15.81

RANDOM REFERENCE 36.87 28.41 27.27 36.45 25.57

LEARNED REFERENCE (OURS) 66.54 58.72 57.81 57.51 41.60

method uses a reference signal to simplify the initialization and removes the shift/reflect ambigui-

ties. To mathematically explain this fact, a shifted or flipped version of x would not give us the same

Fourier measurements as |F (x+ u)| if u is chosen appropriately as we do with the learning proce-

dure. As we showed in Fig. 7.5, our method can perfectly recover the shifted and flipped versions

of the images using the reference that was trained with upright and centered images.

7.4.7 Effects of Number of Layers (K)

We tested our unrolled network with different numbers of layers (i.e., K) at training and

test time. The results are summarized in Fig. 7.6. We first used the same values ofK for training and

testing. We observed that as K increases, the reconstruction quality (measured in PSNR) improves.

Then we fixed K = 1 or K = 10 at training, but used different values of K at testing. We observed

that if we increase K at the test time, PSNR improves up to a certain level and then it plateaus. The

PSNR achieved with reference trained with K = 10 is better than what the referenced trained with

186



K = 1 provided. These results provide us a trade-off between the reconstruction speed and quality.

As we increase K, the reconstruction quality improves but the reconstruction requires more steps

(computations and time).

Finally, we learned a reference usingK = 1 and tested it on different images withK = 1.

To our surprise, our method was able to produce reasonable quality reconstruction with this extreme

setting. We present some single-step reconstructions of each data set in Fig. 7.7.

7.4.8 Localizing the Reference

We also evaluated the effect of localizing the reference to a small region. For example, the

reference is constrained to be within a small block in the corner or the center of the target signal. We

restricted u to be an 8× 8 block and placed it in different positions. We found that corner positions

provide better results as shown in Fig. 7.8. As we bring the reference support closer to the center,

the quality of reconstruction deteriorates. This observation is related to the method in [32, 176, 14],

where if the known reference signal is separated from the target signal, then the phase retrieval

problem can be solved as a linear inverse problem.

Note that signal recovery from Fourier phase retrieval is equivalent to signal recovery

from its autocorrelation. We can write the autocorrelation of target plus reference signals as (x +

u) ⋆ (x + u) = x ⋆ x + u ⋆ u + x ⋆ u + u ⋆ x. The first term is a quadratic function of x, the

second term is known, and the last two terms are linear functions of x. If the supports for x and u

are sufficiently separated, then we can separate the last two linear terms from the first two quadratic
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terms and recover x by solving a linear problem. However, if x and u have a significant overlap,

then we need to solve a nonlinear inverse problem as we do in this paper.

7.5 Conclusion

We presented a framework for learning a reference signal to solve the Fourier phase re-

trieval problem. The reference signal is learned using a small number of training images using

an unrolled network as a solver for the phase retrieval problem. Once learned, the reference signal

serves as a prior which significantly improves the efficiency of the signal reconstruction in the phase

retrieval process. The learned reference generalizes to a broad class of datasets with different dis-

tribution compared to the training samples. We demonstrated the robustness and efficiency of our

method through extensive experiments.
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Figure 7.2: Reconstruction results using learned references. Each block (a)-(f) shows results for

different dataset: (left) learned reference with a colorbar; (middle) sample original images and

reconstruction with PSNR on top; (right) histogram of PSNR over the entire test dataset (vertical

dashed line represents the mean PSNR).
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Figure 7.3: Phase retrieval results using learned and random references. First Row: Original 512×

512 test images. Second Row: Reconstruction using random references with uniform distribution

between [0, 1] best result out of 100 trials. Third Row: Reconstruction using the reference learned

on CelebA dataset and resized from 200× 200 to 512× 512. (PSNR shown on top of images).
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Figure 7.4: Test results on shifted/flipped/rotated images using the reference learned on upright-

centered (canonical) images. PSNR shown on top of images.
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(b) Poisson

Figure 7.5: Reconstruction quality of the test images vs noise level of the measurements for differ-

ent datasets. We learned the reference using noise-free measurements.
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(c) Training K=50

Figure 7.6: Reconstruction PSNR vs the number of blocks (K) in the unrolled network at training

and testing. (a)K is same for training and testing (shaded region shows±0.25 times std of PSNR).

(b) K = 1 and (c) K = 10, but tested using different K.
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Figure 7.7: Single step reconstruction with reference in range [0, 1]. Each of the 6 sets (a)-(f) has

the the ground truth in the first row. Second row is the reconstruction (PSNR values on top).
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Figure 7.8: Performance of our method if the reference is an 8×8 block placed at different positions.

Fixing the minimum value at 0, we increased the maximum value of the reference we learn. We

observe that the small reference placed in the corners performs better than the ones placed in the

center.
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Chapter 8

Data-driven Illumination Patterns for

Coded Diffraction Imaging

8.1 Introduction

The problem of signal recovery from nonlinear measurements arises in various imaging

and signal processing tasks [424, 327, 67]. Conventional methods for solving such inverse problems

use iterative methods to recover the signal from given measurements. In this paper, we present a

framework to optimize the measurement parameters to improve the quality of signals recovered by

the given iterative method. In particular, we learn illumination patterns to recover the signal from

coded diffraction patterns (CDP) using a fixed-cost alternating minimization method.

We can model the sensor measurements for coded diffraction imaging as follows. Let us

denote the signal of interest as x ∈ Rn or Cn that is modulated by T illumination patterns D =

{d1, . . . , dT }, where dt ∈ Rn or Cn. The amplitude of sensor measurements for tth illumination
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pattern can be written as

yt = |F(dt ⊙ x)|, (8.1)

where F denotes the Fourier transform operator and ⊙ denotes an element-wise product. We note

that real sensor measurements are proportional to the intensity of the incoming signal (i.e., square of

the Fourier transform). In practice, however, solving the inverse problem with (non-square) ampli-

tude measurements provides better results [523, 339]; therefore, we use the amplitude measurements

throughout this paper.

To recover the signal x from the nonlinear measurements, we can solve the following

optimization problem:

min
x

T∑
t=1

∥yt − |F(dt ⊙ x)|∥22. (8.2)

In recent years, a number of iterative algorithms have been proposed for solving the problem in (8.2),

which includes lifting-based convex methods, alternating minimization-based nonconvex methods,

and greedy methods [69, 167, 360, 215].

Our goal is to learn a set of illumination patterns to optimize the recovery of an alternat-

ing minimization (AltMin) algorithm for solving the problem in (8.2). The AltMin method can be

viewed as an unrolled gradient descent network, where we fix the steps at every iteration and the

total number of iterations for AltMin. One forward pass through the unrolled network is equiva-

lent to K iterations of the AltMin algorithm. We can increase or decrease the number of iterations

for better accuracy or faster run-time. To minimize the computational complexity of the recovery

algorithm, we keep the total number of iterations small (e.g., K = 50). At the training stage, we

optimize over the illumination patterns to minimize the error between the AltMin outputs after K

iterations and the ground truth training images. At the test time, we solve the problem in (8.2) us-
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ing K AltMin iteration with the learned illumination patterns (equivalent to one forward pass). We

evaluated our method on different image datasets and compared against existing methods for coded

diffraction imaging. We demonstrate that our proposed method of designing illumination patterns

for a fixed-cost algorithm outperforms existing methods both in terms of accuracy and speed.

The key contributions of this paper are summarized as follows.

• We learned illumination patterns for a non-linear inverse problem (coded diffraction imaging)

using unrolled network formulation of a classical AltMin method.

• We showed that with our designed patterns and unrolled AltMin method outperform computa-

tionally complex algorithms and provide superior image reconstruction.

• Our algorithm requires only a small number of training images to learn the illumination patterns.

It is crucial in applications because finding training samples is difficult in practice.

• Our learned illumination patterns can also help other algorithms achieve higher performance even

though they are not used for training.

8.2 Related Work

Phase Retrieval and Coded Diffraction Patterns: Coded diffraction imaging is a physi-

cally realistic setup of Fourier phase retrieval problem, where we can first modulate signal of interest

and then collect the intensity measurements [67, 84]. The presence of modulation patterns makes

this a more tractable problem compared to classical Fourier phase retrieval [67]. The algorithms for

solving phase retrieval problem can be broadly divided into non-convex and convex methods. Am-

plitude flow [476], Wirtinger flow [68], alternating minimization (AltMin) [360] are recent methods

that solve the non-convex problem. Convex methods usually lift the nonconvex problem of signal
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recovery from quadratic measurements into a convex problem of low-rank matrix recovery from

linear measurements [69, 429]. The PhaseLift algorithm [69] and its variations [167, 67] can be

considered under this class. Other algorithms, such as PhaseMax [159] and PhaseLin [158], use

convex relaxation to solve non-convex phase retrieval problem without lifting the problem to a

higher dimension.

Data-Driven Approaches for Phase Retrieval: A number of papers have recently ex-

plored the idea of replacing the classical (hand-designed) signal priors with deep generative priors

for solving inverse problems [52, 460, 464]. Another growing trend is to apply deep learning to

solve inverse problems (including phase retrieval) in an end-to-end manner, where deep networks

are trained to learn a mapping from sensor measurements to the signal of interest using a large

number of measurement-signal pairs.

While our method is partially driven by data, our goal is not to learn a signal prior or a

mapping from measurements to signal. We use data to learn the illumination patterns for a fixed

recovery algorithm. The number of training images required by our method is extremely small

(128 images only). Furthermore, the patterns we learn on one class of images provide good results

on other types of images. Apart from the great flexibility, our method uses a well-defined AltMin

routine, where we know exact steps for every iteration as opposed to the black-box deep models.

Unrolled Network for Inverse Problem: Iterative methods for solving the inverse prob-

lems, such as AltMin or other first-order methods, can be represented as unrolled networks. Every

layer of such a network performs the same steps as a single iteration of the original method [53, 296].

Some parameters of the iterative steps can be learned from data (e.g., step size, denoiser, or threshold

parameters) but the basic structure and physical forward model are kept intact. In our recent work
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[213], we used the idea of unrolled network to solve phase retrieval problem from the holographic

measurements.

Learn to Sense: Deep learning methods have also been recently used to design the sens-

ing system; especially in the context of compressive sensing and computational imaging [498, 39].

The main objective, similar to ours, is to select sensor parameters to recover best possible sig-

nal/image from the sensor measurements. This may involve selection of samples/frames or illumi-

nation patters as we discuss in this paper. In contrast to most of the existing methods that learn a

deep network to solve the inverse problem, our method uses a predefined iterative method as an

unrolled network while learning the illumination patterns using a small number of training images.

In principle, the sensor can be treated as the first layer of the network with some physical constraints

on the parameters [247]. The method in [247] uses unrolled network to learn the sensing parameters

for quantitative phase imaging problem under the “weak object approximation”. This approxima-

tion turns the original nonlinear problem into a linear inverse problem. In our setup, we do not make

any such assumptions on target object and solve the nonlinear inverse problem.

8.3 Proposed Method

We use N training images (x1, . . . , xN ) to learn T illumination patterns that provide

best reconstruction using a predefined (iterative) phase retrieval algorithm. Furthermore, to ensure

that the illumination patterns are physically realizable, we constrain their values to be in the range

[0, 1]. We use a sigmoid function over unconstrained parameters Θ = {θ1, . . . , θT } to define the

illumination patterns; that is, dt = sigmoid(θt) for all t = 1, . . . , T .
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Our proposed method for learning illumination patterns can be divided into two parts: The

first (inner) part involves solving the phase retrieval problem with given coded diffraction patterns

using AltMin as an unrolled network; Second part is updating the illumination patterns based on

backpropagating the image reconstruction loss. These two parts provide optimized image recon-

struction and illumination patterns. Pseudocodes for both parts are listed in Algorithms 7,8.

Phase retrieval as alternating minimization (AltMin): Given measurements

Y = {y1, . . . , yT } and illumination patterns D = {d1, . . . , dT }, we seek to solve the CDP phase

retrieval problem by minimizing the loss function defined in (8.2) as

Lx =
1

T

T∑
t=1

∥yt − |F(dt ⊙ x)|∥22. (8.3)

Even though the loss function in (8.3) is nonconvex and nonsmooth with respect to x, we can

minimize it using the well-known alternating minimization (AltMin) with gradient descent [360,

531]. We define a new variable for the estimated phase of linear measurements as pt = phase(F(dt⊙

x)) and reformulate the loss function in (8.3) into

Lx,p =
1

T

T∑
t=1

∥pt ⊙ yt −F(dt ⊙ x)∥22. (8.4)

The gradient with respect to x can be computed as

∇xLx,p =
2

T

T∑
t=1

|dt|2 ⊙ x− d∗t ⊙F∗(pt ⊙ yt), (8.5)

where F∗ denotes the inverse Fourier transform and d∗t is the conjugate of pattern dt. We can update

the estimate at every iteration as

xk = xk−1 − αk−1∇xLx,p, (8.6)
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where αk−1 denotes the step size. Another way is to directly solve for xk such that ∇xLx,p = 0.

The closed-form solution is

xk = (
T∑
t=1

|dt|2)−1 ⊙ [
T∑
t=1

d∗t ⊙F∗(pk−1
t ⊙ yt)]. (8.7)

We compared these 2 strategies and found that single-step gradient descent tends to work well in

practice and the closed-form solution does not show advantage over the single-step gradient descent.

In our implementation, we used the former strategy (Algorithm 8) and fixed a step size α for all

iterations. The unrolled network has K layers that implement K iterations of the gradient descent,

and the final estimate is denoted as xK .

Choice of initialization is important, and our method can handle different types of ini-

tialization. Zero initialization, where every pixel of the initial guess of x0 is 0, is the simplest and

cost-free method. Many recent phase retrieval algorithms [68, 98, 531, 24] use spectral initialization,

which tries to find a good initial estimate. However, it requires computing the principal eigenvector

of the following positive semidefinite matrix,
∑T

t=1 diag(d∗t )F∗diag(|yt|2)Fdiag(dt). In our exper-

iments, we observed that spectral initialization does not provide a significant improvement in terms

of image reconstruction, and that our algorithm can perform very well using the overhead-free zero

initialization.

Learning illumination patterns: To learn a set of illumination patterns that provide the

best reconstruction with the predefined iterative method (or the unrolled network), we seek to min-

imize the difference between the original training images and their estimates. In this regard, we

minimize the following quadratic loss function with respect to Θ:

LΘ =
N∑
n=1

∥xn − xKn (Θ)∥22, (8.8)
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where xKn (Θ) denotes the solveCDP estimate of nth training image for the given values of Θ.

Note that for given values of Θ, we can define illumination patterns as dt = sigmoid(θt) and sensor

measurements for xn as ynt = |F(dt ⊙ xn)| for t = 1, . . . , T and n = 1, . . . , N . We use Adam

optimizer in PyTorch [253, 377] to minimize the loss function in (8.8). A summary of the algorithm

for learning the illumination patterns is also listed in Algorithm 7.

8.4 Experiments

Datasets. We used MNIST digits and CelebA datasets for training and testing in our

experiments. We used 128 images from each of the datasets for training and another 1000 images

for testing. Images in CelebA dataset have 218 × 178 pixels, we first converted all the images to

grayscale, cropped 178×178 region in the center, and resized to 200×200. Furthermore, we report

the performance of our method on images used in [339] in Fig. 8.2.

Measurements. We used the amplitude of the 2D Fourier transform of the images modulated with

T illumination patterns as the measurements. Unless otherwise mentioned, we used noiseless mea-

surements.

Computing platform. We performed all the experiments using a computer equipped with Intel Core

i7-8700 CPU and NVIDIA TITAN Xp GPU.

8.4.1 Setup and hyper-parameter search

The hyper-parameters include the number of iterations (K), step size α, and the number

of training samples N . We set the default value of K = 50, but K can be adjusted as a trade-

off between better reconstruction quality and shorter run time. We tested all methods for T =
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Table 8.1: PSNR (mean ± std) for random and learned illumination patterns tested on different

datasets.

Dataset
2 Illumination Patterns 3 Illumination Patterns 4 Illumination Patterns 8 Illumination Patterns

Random Learned Random Learned Random Learned Random Learned

MNIST 14 ± 6 28 ± 9 20 ± 11 75 ± 19 32 ± 14 102 ± 10 61 ± 19 113 ± 11

CelebA 13 ± 2 19 ± 3 14 ± 4 28 ± 2 23 ± 5 81 ± 4 43 ± 8 98 ± 15

{2, 3, 4, 8} to evaluate cases where signal recovery is hard, moderate, and easy. Through grid search,

we found that it provides the best results over all datasets when α = 4/T .

8.4.2 Comparison between random and learned patterns

To demonstrate the advantages of our learned illumination patterns, we compare the per-

formance of learned and random illumination patterns on five different datasets. We learn a set of

T = {2, 3, 4, 8} illumination patterns on 128 training images from a dataset and test them on 1000

test images from the same dataset. For random patterns, we draw T independent patterns from Uni-

form(0,1) distribution and test their performance on the same 1000 samples that we used for the

learned case. We repeat this process 30 times and choose the best result to compare with the results

for the learned illumination patterns. The average PSNR over all 1000 test image reconstructions

is presented in Table 8.1, which shows that the learned illumination patterns perform significantly

better than the random patterns for all values of T . In addition to that, we can observe a transition in

the performance for T = 3, where random patterns provide poor quality reconstructions and learned
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patterns provide reasonably high quality reconstructions. Furthermore, the learned patterns provide

very high quality reconstructions for T ≥ 4.

To highlight this effect, we show a small set of reconstructed images and histograms of

PSNRs of all the reconstructed images from learned and random illumination patterns in Fig. 8.1 for

T = 4 patterns. The result suggests that the learned illumination patterns demonstrate consistently

better performance compared to random illumination patterns.

G
T

R
a
n
d
o
m

Le
a
rn
e
d

H
is
t.

0 14031 101

Random

Learned

22.38 13.46 8.32 20.64

97.81 92.40 94.61 84.04

(a) MNIST

0 11021 78

Random

Learned

18.26 20.38 18.36 14.60

80.45 79.54 78.46 76.00

G
T

R
a
n
d
o
m

Le
a
rn
e
d

H
is
t.

(b) CelebA

Figure 8.1: Selected ground truth (GT) images, corresponding reconstructed images using ran-

dom and learned illumination patterns. PSNR is shown on top of every reconstruction. Below each

dataset, we show the histograms of the PSNRs of all images with random patterns (shown in blue)

and learned patterns (shown in orange). The dashed vertical line indicates the mean of all PSNRs.
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Table 8.2: Reconstruction PSNR (mean ± std) of different algorithms using random patterns and

our learned patterns. The number of patterns is 4 in each case. Here we round the PSNR values to

integers to fit the width of the page.

*For Deep Model [337] experiments, patterns are normalized to [−1, 1] range. **For Deep Model,

the image size for CelebA generator is 64×64.

MNIST CelebA

Random Learned Random Learned

HIO [149] 16 ± 9 37 ± 19 38 ± 5 102 ± 5

GS [157] 16 ± 9 37 ± 19 38 ± 4 102 ± 5

WirtFlow [68] 22 ± 16 48 ± 25 20 ± 2 39 ± 3

AmpFlow [98] 42 ± 32 74 ± 48 42 ± 8 138 ± 11

PhaseMax [24] 14 ± 4 24 ± 8 32 ± 2 148 ± 2

Deep Model [337]* 31 ± 2 32 ± 3 22 ± 3** 23 ± 2**

Ours - K=50 32 ± 14 102 ± 10 23 ± 5 81 ± 4

Ours - K=100 51 ± 19 186 ± 15 33 ± 4 132 ± 7

8.4.3 Comparision with existing methods

We compare our method with various existing methods using different datasets. These

existing methods fall into 4 categories:

• Hybrid input output (HIO) [149] and Gerchberg-Saxton (GS) [157] (alternating minimization

methods)

• Wirtinger Flow [68] and Amplitude Flow [98] (non-convex, gradient descent-based methods)
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• PhaseMax [24] (a convex method)

• Deep S3PR [337] (deep model-based method).

We compare the performance of our method with these methods in terms of reconstruction quality.

For algorithms in [149, 157, 68, 98, 24], we used PhasePack [84] package with default

spectral initialization. In our comparison, we used T = 4 illumination patterns and in value range

of [0, 1]. To make a fair comparison between our models in reconstruction quality, we set the error

tolerance (tol = 10−6) and run each algorithm till convergence.

For deep generative models, we used a modified version of the publicly available code and

DCGAN model for MNIST from [337] and trained our DCGAN model for CelebA. This method is

noticeably time-consuming because it optimizes over the latent vector for the deep model and uses

2000 iterations for each image where each iteration requires a forward and backward pass through

the deep model. The reconstruction results for the Deep Model also directly depend on the quality of

the trained generative models. In our experiments, we were not able to generate images with PSNR

higher than 30dB using the generative models.

For the case of Random illumination, we selected the best PSNR from 5 independent

trials and report the average computation time for each experiment. In all the cases, we tuned the

parameters that provide best results.

The reconstruction PSNR (in dB) is reported in Table 8.2. We observe that our proposed

method with learned patterns performs significantly better than all other algorithms in reconstruction

quality.

An interesting attribute of our learned patterns is that they can be used with different

algorithms. We observe in Table 8.2 that our learned patterns provide better results compared to
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Random patterns with all the phase retrieval algorithms, even though the patterns were not optimized

for those algorithms.
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Figure 8.2: First Row: Ground truth images from image processing standard test datasets. Second

Row: Reconstruction using random illumination patterns with uniform random distribution [0, 1]

(we selected T = 4 patterns that provided best results on celebA test images in 30 trials). PSNR

numbers are shown on the top of reconstructed images. Third Row: Reconstruction using the pat-

terns trained on celebA dataset. Each image has 200 × 200 pixels and the number of illumination

patterns is T = 4.

8.4.4 Generalization of learned patterns on different datasets

To explore the generalizability of our learned illumination patterns, we use patterns learned

on one dataset to recover several classical images. Some results are shown in Fig. 8.2. We used il-

lumination patterns learned on 128 celebA images, but we can see that the learned illumination
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patterns perform better than the randomly chosen illumination patterns for classical images which

supports the generalizability of our learned illumination patterns.

8.5 Conclusion

We presented a framework to learn the illumination patterns for coded diffraction imaging

by formulating an iterative phase retrieval algorithm as a fixed unrolled network. It only takes a small

number of training images to achieve near-perfect reconstruction whereas random patterns fail. In

addition, the learning process of our illumination patterns is highly data efficient and requires a small

number of training samples. The learned patterns generalize to different datasets and algorithms that

were not used during training.
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Algorithm 7 Learning Illumination Patterns
Input:

Training set X with N images X = {x1, . . . , xN}

Output:

Learned illumination patterns D = {d1, . . . , dT | dt = sigmoid(θt)}

1: Initialize optimization variables for T patterns as Θ = {θ1, . . . , θT } from a uniform distribution

▷ uniform initialization

2: for epoch = 1, 2, ...,M do

3: Generate illumination patterns dt = sigmoid(θt) for all t ▷ generate patterns

4: for n = 1, 2, ..., N do

5: Compute measurements Y n = {yn1 , . . . , ynT | ynt = |F(dt ⊙ xn)|} ▷ compute

measurements

6: Reconstruct image xKn (Θ)← solveCDP(Y n, D) ▷ reconstruct image using CDP

7: end for

8: Compute loss LΘ =
∑N

n=1 ∥xn − xKn (Θ)∥22 ▷ compute loss

9: Update Θ← Θ− β∇ΘLΘ with stepsize β ▷ gradient descent update

10: end for

11: return Learned illumination patterns D = {d1, . . . , dT | dt = sigmoid(θt)}
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Algorithm 8 solveCDP(Y,D) via Alternating Minimization

Input: Measurements Y = {y1, . . . , yt} and illumination patterns D = {d1, . . . , dT }.

Output: Estimated signal xK .

1: Initialization: Zero initialization of estimate x0.

2: for k = 1, 2, ...,K do

3: pk−1
t ← phase(F(dt ⊙ xk−1)) for all t.

4: ∇xLx,p = 2
T

∑T
t=1[|dt|2 ⊙ xk−1 − d∗t ⊙F∗(pk−1

t ⊙ yt)]

5: xk ← xk−1 − α∇xLx,p

6: Project xk onto feasible range.

7: end for

8: return Estimated signal xK .
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Chapter 9

Conclusions

To summarize, my research has focused on identifying and mitigating vulnerabilities in

neural networks, with a particular emphasis on enhancing AI trustworthiness and preserving user

privacy. We have developed efficient black-box attacks, explored context-aware adversarial meth-

ods, proposed innovative techniques for facial de-identification, and developed methods to enhance

computational imaging frameworks.

The contributions of this work are significant in ensuring that AI systems are robust and

reliable, especially as they become more prevalent in critical domains. The implications of these

findings extend beyond academic research, offering practical solutions for deploying AI technolo-

gies safely and responsibly.

Looking ahead, there are numerous opportunities for future research, including further re-

finement of attack and defense techniques and exploring their applications in emerging AI domains.
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Large-Scale Real-World Impacts of AI System Vulnerabilities

Systematically assessing the potential of AI systems to cause large-scale real-world dis-

asters is essential as models grow more capable and sophisticated. I plan to generalize my ensemble

attacks across textual, audio, visual, and multimodal systems, particularly concentrating on large

language models (LLMs), generative networks, and models that leverage contextual reasoning. Col-

laborating actively with industry leaders will be crucial to translating these academic advancements

into real-world impacts and ensuring the practical deployment of trustworthy AI.

Development of Reliable and Responsible AI Systems

The construction of robust AI systems involves not just addressing current vulnerabilities

but also anticipating future challenges by developing intelligent context-aware systems and integrat-

ing physics-based inductive biases:

• I will develop defenses leveraging language models for contextual input vetting. By spe-

cializing models on conversational data and adversaries, fine-tuning can strengthen anomaly

detection. Inputs undergo consistency checks using conditional likelihoods to discern idiosyn-

crasies from malicious attempts. Quantifying reliability based on detection rates and accuracy

enables standardized vetting to fortify deployed systems.

• Additionally, I will quantify the adversarial resilience physics-based priors provide in compu-

tational imaging models [62, 213, 217]. By benchmarking attack success rates across modal-

ities and data-driven models, I can demonstrate cases where physical constraints confer relia-

bility advantages. Validating how factors like noise and occlusion impact difficulty highlights

advantages of hybrid physics-architecture integration. Incorporating differential privacy can
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further ensure confidentiality. My vision centers on multifaceted research enabling robust and

responsible intelligent systems.

Building and Securing AI Agents in Reinforcement Learning Environments

A compelling new avenue I am excited to investigate is the creation of resilient AI agents

operating within reinforcement learning environments, particularly under conditions marked by

significant uncertainty and variability. This research will explore the hypothesis that diverse, low-

fidelity simulations can facilitate a more effective and rapid transfer of learned behaviors to physi-

cal systems, thereby dramatically narrowing the simulation-to-reality gap. By employing this strat-

egy, we aim to rigorously test the theory that simplified models can expedite the adaptation of

autonomous systems in dynamic, real-world settings, potentially revolutionizing our approach to AI

training and deployment. This could pave the way for AI systems that are not only smarter and more

efficient but are also better equipped to handle the unpredictable nuances of the real world.
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