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Abstract

In this research, we develop a framework for autonomous vehicles to interact safely with pedes-

trians in urban scenarios based on a game theoretic approach. The primary idea is to simplify

the complex interaction and capture distinct behavioral features of pedestrians. The game setup

incorporates a feedback control system with nonlinear dynamics. The proposed concept works to

linearize the nonlinear part of the player dynamics in each iteration and uses the quadratic cost to

formulate the interaction patterns at the urban streets. The algorithm takes inspiration from the

iterative linear quadratic form and builds on the stochastic game to find Nash Equilibrium. We

divide the dissertation research into three approaches. In the first approach, we derive the Alge-

braic Riccati equation for the stochastic non-zero-sum (NZS) game to capture the competitive and

cooperative nature of the interaction between players. We explore distinct features of pedestrians

and develop the interaction framework for AV to capture these behavioral attributes, including

conservative, aggressive, and grouping. After tackling the noise in player dynamics in the first

approach, we investigate the external noise during an interaction event and define a robust game

framework. The game setup allows for a finite disturbance in the player cost function and noise

in the system dynamics. The disturbance in the cost function tries to maximize the overall cost

as an adversarial input, whereas the noise perturbs the system dynamics. In the final approach,

we extend the interaction framework with a finite delay in the feedback control of the players

to reflect real-world scenarios. The interaction game framework developed in this research could

complement the decision-making system of autonomous driving in urban streets to ensure accurate

motion planning and safe interaction with respect to pedestrians.
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Chapter 1

Problem Statement

1.1 Introduction

In the 21st century, autonomous (self-driving or driver-less) vehicle technology offers a renaissance

for the transportation system in terms of safety, efficiency, and accessibility by replacing the human

driver [1]. The reliability and market presence of the technology depends on the safety design and

adaptability to the dynamic driving scene on both highways and urban areas. Commercial entities

(e.g. Tesla, Waymo, GM) have developed formal autonomy features for the highway and test the

AV fleet in urban settings.

Autonomous vehicle (AV) navigation in urban areas is a critical research problem due to complex

and dynamic driving requirements with other road users (pedestrians, bicyclists, and motorists)

[2]. In urban areas, AVs will face unique situations, including erratic driving from motorists,

the impulsive crossing of pedestrians, sharp maneuvers from bicyclists, stop-sign crossing, and

yielding the right-of-way to pedestrians. Motorists address these situations carefully with cognitive

and visual information. However, these scenarios remain a monumental task for AVs with object

detection, route planning, motion control, and interactive decision-making. Notably, vulnerable
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road users (pedestrians, bicyclists) sometimes communicate with the motorist using visual cues

(cooperation) or compete for the right-of-way, which adds to the AV interaction challenge.

AVs operate on various sensors, including radar, lidar, and cameras. The mechanism fuses data

from the sources to generate real-world surroundings, which in turn helps the vehicle to move for-

ward. The classical architecture of AV consists of multiple core components, including localization,

mapping, motion control, and decision-making. These components work together to ensure safe

motion planning and behavioral prediction in urban areas. However, the behavioral uncertainties

involved with human decision-making remain the primary constraint for AV interaction. Consid-

ering the challenges associated with urban interaction, a complex decision-making framework for

AV is essential. A framework that captures the type of interaction (competition or cooperation),

communication, behavioral dynamics, and uncertainty will add to the existing autonomous driv-

ing system. The primary goal of this study is to develop a reliable and efficient framework with

human-like driving and decision-making features to tackle the unpredictable behavior of other road

users.

Game theory is widely used as a framework to generate complex decision-making problems where

the collective behavior of players depends on their interactions in the surrounding environment

[3]. Out of the variations, dynamic games are more robust and relatable to real-world scenarios

with flexible mechanism design, differential state dynamics, and complex cost or reward structure.

Moreover, based on the unique and flexible features, many control problems with multiple decision-

makers use the game theory framework, such as robust control, disturbance attenuation, consensus

problem, and graphical game. Thus, game theory provides a suitable modeling and computational

framework to capture interactions among multiple players with different objectives.

We use the dynamic game theory to capture the interaction specifics between agents, including

reasoning capability, information sharing, and conflicting or cooperating objectives. The nonzero-
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sum game structure is a perfect fit to describe such interactions between agents with different

characteristics. The primary distinction between nonzero-sum and zero-sum games is the type

of objective for each player. In the zero-sum game, the conflicting goal of players balances their

payoffs, which in turn defines the competitive interaction. It implies that the summation of the

players’ payoff will result in zero. In contrast, the nonzero-sum or general sum game may reflect

competition or cooperation, where each player’s payoff or cost does not necessarily balance out the

others. Notably, Nash equilibrium defines a possible solution for both game types, where no player

can improve their performance cost or payoff by unilaterally changing their strategy.

Communication or information sharing is a critical component in the urban interaction scene

for autonomous vehicles. In some instances of interaction, the AV will be successful in passing

information to other road users. However, in most cases, AVs will likely resort to their array

of sensors to collect road users’ positions and predict intentions to interact safely. The dynamic

game environment with a feedback strategy provides an opportunity to capture the influence of

pedestrian motion on AV, leading to a realistic approximation of the interaction. Moreover, the

game framework can incorporate heterogeneity in human behavior with individual preferences in

action. For instance, pedestrians have varied walking speeds and movement directions over the

crosswalk.

The control system is the core of any framework based on dynamic game theory. It regulates

the flow of information from one component to another to generate the optimal strategy for the

players. Stabilizing the control system ensures that the game setup will converge to equilibrium.

Learning from the game samples also provides a unique opportunity to stabilize the solution and

converge to the local or global Nash strategies.
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1.2 Problem Statement

Intersection navigation in the urban setting is a primary challenge for autonomous driving, espe-

cially in signalized scenarios with crosswalks. Presence of bicyclists and pedestrians while nego-

tiating the turning movements makes it more difficult. For instance, when the vehicle is making

a right turn on a red signal, the possibility of pedestrian collision arises as crosswalks parallel to

the green traffic serve pedestrians simultaneously. As a result, pedestrians face a dilemma in de-

ciding whether to yield or go faster as the turning traffic approaches the intersection stop line. In

a typical scenario, the pedestrians cooperate or compete for the right-of-way. Pedestrians cooper-

ate by communicating with motorists with visual cues and compete by crossing the intersection

aggressively.

Conversely, a motorist can negotiate a turn at by yielding, communicating, or moving through

the gap between the pedestrians crossing at the stop intersection. These actions remain a monumen-

tal task for AVs. AVs require a behavioral framework to navigate such urban scenarios and identify

the pedestrian type (cooperating or competing) to ensure a safe interaction. This study focuses

on the movement scenario for autonomous vehicles in the presence of pedestrians at the crosswalk.

The real-time interaction scenarios describe the problem specifics in detail from the movement pat-

tern of pedestrians and motorists at a signalized intersection (Laguna Beach Intersection, Orange

County, California) [4].

The Conflict Zone is a roadway segment over the crosswalk where a pedestrian and vehicle

may collide if one does not yield or swerve during a maneuver. Motorists generally focus on

the signal head and moving traffic to make any maneuver without readily observing the pedestrian

movement as per the pedestrian signal. Unlike motorists, AVs can detect the presence of pedestrians

on the far side or near side of the crosswalk even before arriving at the intersection stop line. AVs
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can predict pedestrians’ arrival time at the conflict zone and adjust speed accordingly to pass or

yield the right-of-way if modeled practically for safe interaction.

The Gap Maneuver of AV is a way to balance yielding and passing maneuvers while inter-

acting with pedestrians. The concept is similar to the pedestrian gap acceptance behavior, except

vehicle length, mass, speed, and acceleration differ from pedestrians. If the predicted space and

time headway is adequate between crossing pedestrians from the opposite sides of the crosswalk, the

AV can maneuver through the gap/conflict zone to complete the turning maneuver. This action is

practical for improved mobility or efficiency as the AV negotiates a passage with multiple or groups

of pedestrians from both sides of the crosswalk.

(a) Gap Maneuver of AV (b) Pedestrian Dilemma while Crossing

Figure 1.1: AV Gap Maneuver & Pedestrian Dilemma

Pedestrian behavioral dynamics play a pivotal role in determining the safety issues that arise in

the urban setting with the increasing movement of goods and people. Pedestrians are constantly at

risk of sharing the road space with vehicular traffic at the signalized or unsignalized intersection.

When the vehicle is making a right-turn maneuver on a red signal, the possibility of pedestrian

collision arises as crosswalks parallel to the green traffic serve pedestrians simultaneously. Similarly,

pedestrians crossing at the stop-sign or in the middle of street or waiting to cross during a left-turn

traffic movement face unique situation. They face a dilemma in deciding whether to stop/yield or

go faster as the turning traffic crosses the intersection stop-line. This study considers Pedestrian
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Dilemma as a behavorial feature where the crossing pedestrians either wait for the vehicle to cross

or speed up to cross the roadway before the vehicle.

Based on the observed interaction between motorists and pedestrians, the following research

goals develop a framework for AV in an urban setting.

Goal - 1: To investigate the movement pattern, behavioral dynamics, for pedestrians at the urban

setting; and explore the effect of conflict zone, gap maneuver, and dilemma within the

proposed interaction framework

Goal - 2: To design a control system for AV to tackle the uncertainty and variability of different

types of road users during any form of interaction

Goal - 3: To incorporate the cooperation and competition in decision making of AV and ensure the

safety, ease, and convenience of other road users, specifically for pedestrians

Goal - 4: To design and implement an information pattern for the control strategies in the game

framework with respect to pedestrians during an interaction event to improve the decision

making ability of AV

1.2.1 Research Questions

Before detailing the new methodology for the stochastic linear quadratic game, we provide an

overview of the research questions that we tried to answer in this study and list our contribution

as follows.

Why formulate Dynamic Games?

There are a few approaches to model the interactive behavior of AV in an urban setting, such

as (a) scenario adaptive framework [5]; (b) behavioral prediction of other road users [6] ; (c)
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motion classifier and path prediction [7]; (d) micro-simulation using some fixed strategy [8]; (e)

game theoretic highway driving. Notably, these models extract visual features of the surrounding

environment and combine several models with learning to generate a safe behavior of AV in various

scenarios. However, these models require extensive visual data combined with sensor data to

develop a working model for AV. Interestingly, these models lack the concept of competitive and

cooperative behavior and the stochastic nature of the interaction event.

The conservative design of the safety feature of AV translates to an always-yielding feature in

an interaction event without exploring travel efficiency. These limitations suggest a new research

direction incorporating intelligent control models to capture stochastic interaction events based on

the pedestrian dilemma, conflict resolution, and gap acceptance behavior. On that note, dynamic

games equipped with the differential equation of motion (nonlinear), cost function, and constraints

for each player provide an adequate approach to modeling AVs interactive driving behavior (co-

operative/competitive) in an urban setting. Moreover, the game is flexible enough to include the

stochastic behavioral features of other road users (pedestrians) to develop a meaningful, realistic

model.

What are the challenges in dynamic game formulation?

By taking the optimal control strategy of each player, the framework establishes an interactive

game within the AV decision-making architecture. The computing complexity of the developed

framework depends on the number of state variables inter-playing to describe the system’s dynamics.

Moreover, the induced non-linearity of player dynamics adds to the complexity and approximate

solution approach.

Although most DG approaches describe and control the interaction between similar players,

this study includes two types of players with different cost functions. Furthermore, the uncertain
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behavior of pedestrians gives rise to the stochastic form, which is challenging to solve. Finally,

the players’ communication strategy is feedback oriented and extended towards an asymmetric

information pattern for realistic approximations. These considerations under the DG formulation

increase the model complexity and computational cost.

How to formulate the game system to capture adequate real-world interactions?

The definition of the system is essential since the solution and verification of the control system

vary. Control systems can be continuous, discrete, or Hybrid in design. Hybrid systems are a class

of dynamical systems combining continuous-time dynamics with discrete events [9]. For this study,

the AV and pedestrians reflect a continuous dynamic system transformed into discrete steps and

linearize dynamics for numerical computation.

How to define the cost functions and constraints for AV as a safe and efficient agent

or player?

This research aims to develop a safe and efficient interaction framework for AV from the system

perspective. The safe interaction mechanism uses a circular bubble with a safe radius from other

players and roadway boundaries. The speed and acceleration of AV use bounded constraints to

introduce realistic behavior in an interaction event. Furthermore, the effect of cooperative or

competitive behavior is more interesting to explore in the interaction event since it may indirectly

affect the Av’s yielding behavior or speed change. These constraints and behavioral features are

part of the additive cost function of AV. The primary goal of the game formulation is to minimize

the incurred cost.
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What type of communication strategies are relevant to the framework?

Information distribution is essential to specify the details available to each player regarding the

state and past actions of other players during the choice of control at each time step. Thus, the

control strategy adopted by a player depends on the information available at each time. For this

reason, different information structures may engender completely different game scenarios. Two in-

formation strategies are available for DG: (i) Open-Loop; and (ii) Feedback. Other problem-specific

strategies (hierarchical play, delayed information) arise from the need to describe the problem in

game form. For this study, the specific information structure involves delayed distribution, where

the information will reach the interacting players at a finite delay. This will result in varying

behavioral features for the active players compared to the perfect state information (feedback)

scenario.

1.2.2 Contributions

This study uses game theoretic formulation to describe the competitive and cooperative nature of

the interaction between AVs and pedestrians. It investigates pedestrians’ aggressive or conservative

walking behavior over the crosswalk. As described earlier, there is a transition in walking speed,

suggesting that the pedestrians either walk fast or yield when the vehicle is adjacent to the cross-

walk. Moreover, the study explores specific interaction events based on the stochastic nature of the

players involved. The contributions are described in Chapters 3, 4, and 5. The contributions are

listed as follows:

� We define a stochastic nonzero-sum dynamic linear quadratic game framework for AV interac-

tion with pedestrians with Brownian motion noise on the players control. We incorporate the

competitive and cooperative nature of the interaction framework. The framework is flexible

9



for non-linear time-varying and noisy dynamics, and non-quadratic costs to incorporate the

stochastic nature of the players. We derive and describe the model-based setting to com-

pute the Nash Equilibrium with optimal feedback strategies and cost-to-go functions for the

AV interaction framework. We provide numerical experimentation to illustrate the proposed

AV interaction frameworks effectiveness in capturing and negotiating pedestrians behavior

including conservative, aggressive, and grouping characteristics.

� We define a robust nonzero-sum dynamic linear quadratic game framework for AV interaction

to allow for a finite disturbance in the player cost function and noise in the system dynamics.

The disturbance in the cost function tries to maximize the overall cost as an adversarial

input, whereas the system noise perturbs the system dynamics. We derive and describe the

model-based setting to compute the Robust Nash Equilibrium feedback strategies and value

functions for the AV interaction framework. We explore the proposed frameworks effectiveness

in capturing and filtering uncertainty representations.

� We extend the interaction game framework with a finite delay in the feedback control of

the players. We derive and describe the model-based setting to compute the Nash Equilib-

rium with delayed feedback strategies and HJB functions for the AV interaction framework.

The delayed information pattern shows unique behavioral features compared to the regular

feedback form.

1.2.3 Applications

The industry practice for AV involves learning from a large set of video and other sensor data.

Such annotated data is combined into a neural network to generate potential motion planning and

interaction strategies for urban scenarios. Unfortunately, the overall magnitude of the data and

complexity of the urban scenarios with different road users (regular motorist, bicyclist, pedestrian)
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makes the interaction more challenging and tedious. However, in this study, we formulate a practical

and safe motion control for AV by simplifying the complex interaction problem into a specific

sub-problem, focusing on one approach and varying pedestrian behaviors. We validate the game

model with real-world crossing and interaction time; and qualitative motion pattern matching with

publicly available pedestrian datasets. The simplicity and flexibility of the developed stochastic

game model dictate that it could fit into the decision-making framework of autonomous driving in

urban scenes.

We develop a robust model on top of the stochastic game to tackle the time-varying external

noise and introduce smooth motion planning for AV in the presence of noisy pedestrian motions.

For instance, the flexibility of the robust game framework allows us to model the noise configuration

for pedestrians and AV separately. This game formulation would aid in real-world motion control of

AV that requires a smooth trajectory for ride comfort and safe interaction. In contrast, pedestrians’

motion is always susceptible to environmental noise and individual crossing behavior. Thus, filtering

the motion noise of AV for smooth trajectory and capturing the noisy behavior of pedestrians during

an interaction event would aid the AV’s decision-making capability in urban scenarios.

Finally, the proposed game model could be bolstered with learning mechanisms to understand

scenarios from limited data and perform safely in real-world operating conditions. For instance,

the game model could be structured with a modified actor-critic method to learn and update

from running scenarios and perform offline simulations for random urban interactions with all

road users. The flexibility of the game model already dictates that we could design customized

cost functions and constraints for each type of player. The primary challenge would be the value

function approximation for various players, including AV. However, the literature and our intuition

suggest that we could bypass this limitation using neural network applications.
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Chapter 2

Related Literature

2.1 Introduction

One of the significant challenges of autonomous vehicles (AVs) involves driving in an uncertain

urban setting, emerging from behaviors of other road users (human drivers, pedestrians, cyclists)

alongside varying road geometry and weather conditions. To drive in such an environment, AVs

require interactive and communication features to understand and interact safely with other road

users’ intentions. Such interactions are critical, specifically between AV and pedestrians, the most

vulnerable road user [10, 11]. Most of the safety literature on AV focuses on the vehicle-to-vehicle

crash occurrence at the intersection. As such, the studies propose logical constraints as an opti-

mization problem to solve the safety issue or design a conservative anti-crash or collision avoidance

system [12, 13, 14]. Some of the approaches report on the safety issues using Naturalistic-Field

Operational Test (N-FOT), an evaluation approach that tests prototype vehicles directly on public

roads [15, 16, 17, 18] to explore the possible opportunities and ensure safety without considering

the driving efficiency. The interaction between AVs and pedestrians warrants a research effort to

describe their competitive or cooperative nature, dilemma during the crossing, and efficient driving

12



system. This chapter reviews the interaction problem by decoupling the involved players (AV and

Pedestrian) and exploring their behavioral dynamics individually and jointly based on different

control and simulation approaches. The formal approach for this study is to design an interaction

framework for AV to ensure an optimal trade-off between safety and mobility (travel efficiency).

2.2 Autonomous Vehicle Behavior

There are a few approaches to model the interactive behavior of AV in an urban setting, such

as (a) scenario adaptive framework [5]; (b) behavioral prediction of other road users [6] ; (c)

motion classifier and path prediction [7]; (d) micro-simulation using some fixed strategy [8]; (e)

game theoretic highway driving. Notably, these models extract visual features of the surrounding

environment and combine several models with learning to generate a safe behavior of AV in various

scenarios. However, these models require extensive visual data combined with sensor data to

develop a working model for AV. Interestingly, these models lack the concept of competitive and

cooperative behavior and the stochastic nature of the interaction event.

Decision and control systems dictate the driving behavior and advanced safety features of au-

tonomous vehicles. The control system design involves safety guarantees coupled with comfort and

mobility (performance/ travel efficiency) in an uncertain urban setting, emerging from behaviors

of other road users (drivers, pedestrians, cyclists) alongside varying road geometry and weather

conditions. The conservative design of the safety feature of AV may translate to an always-yielding

feature in an interaction event without exploring travel efficiency. One general approach in this

domain is to utilize a hierarchical control structure with an upper and lower-level controller. The

first one (outer loop) generates reference trajectories for the latter controller (inner loop) that gov-

erns vehicle dynamics based on the steering angle and acceleration/deceleration inputs required to

track the reference trajectory [19]. For upper-level control (path planning, trajectory generation)
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of autonomous vehicles, the research approaches consist of; (a) decision trees [20, 21]; (b) partially

observable Markov decision processes (POMDPs) [22], and multi-policy decision-making methods

[23]. Notably, for the lower level controller (vehicle dynamics), model predictive control (MPC)

can be listed as the generic approach [24, 25].

Geng et al. [5] introduced a scenario-adaptive approach for AV using prior driving knowledge

(traffic rules, driving experience). First, the Hidden Markov Models (HMMs) learn the driving

features. Then, the generated knowledge base specifies the model adaptation strategies and stores

prior probabilities based on typical scenarios (road elements, traffic participants, and their inter-

relationships). The approach test-bed includes one AV movement in Hefei city, China, for different

road elements (route parts, segments, lanes, stop signs, markers, sidewalks, junctions, and traffic

signs). Experimental results showed that the proposed approach extended the prediction time

horizon by up to 56% (0.76 sec) on average. Furthermore, the precision improves by 26% for long-

term predictions compared to the state-of-the-art driving behavior prediction models. However,

although the ontology model augmented the scenario understanding ability based on semantic

information, there is a need for specific scenario evaluation with interaction and decision models

for pedestrians.

Chen et al. [26] proposed a new methodology for evaluating the safety and feasibility of the

AVs driving strategy at un-signalized crossings. The study used Mobil-Eye sensors data installed

on buses in Ann Arbor, Michigan, recording 2,973 passing events encountering pedestrians. A

stochastic interaction model fitted with a bounded multivariate Gaussian mixture model (GMM)

simulated and evaluated the movements of pedestrians. The pedestrians reacted to the oncoming

vehicle and the passing strategies of automated vehicles when approaching un-signalized crossings.

Notably, the AV performance results against the human drivers showed better efficiency and a

lesser crash rate at an un-signalized crossing.
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2.3 Pedestrian Behavior Dynamics

Pedestrian behavioral dynamics play a pivotal role in reflecting and determining the safety issues

that arise in the urban setting with the ever-increasing movement of goods and people. Pedestrian

crossing behavior is likely dependent on the surrounding environment and behavioral or decision-

making process coupled with stochastic features. Previous studies on pedestrian behavior dynamics

focused on movement and behavior in the regular vehicle environment. Building on the pedestrian

dynamics concept, seven types of pedestrian models are available in the literature: (i) Cellular

Automata (CA) models [27]; (ii) continuous force-based or social force based models [28]; (iii)

microscopic models [8]; (iv) macroscopic pedestrian stream models [29]; (v) discrete choice model

[30]; (vi) optimal control and game models [31, 32]; and (vii) lattice based models. A broad review

of the crowd simulation models [33] grouped the models (microscopic and macroscopic) according

to real-world applicability, precision, and computational burden.

For crosswalks, some approaches explored CA [34, 35, 36], gap acceptance behavior [37], car-

following models [38]. However, none of these studies investigated the decision-making process of

vehicle drivers and pedestrians during the interaction from a system perspective. To account for the

decision process of vehicle drivers and pedestrians during the interaction at uncontrolled mid-block

crosswalks, Chen et al. [39] used evolutionary game theory and cumulative prospect theory under

bounded rationality and risk. The study used a CA-based model to reflect vehicle motion following

the three-second rule. A modified set of pedestrian rules ensured the right moving preference and

resolved the deadlock among mixed flows. The developed model was calibrated and validated using

real data collected at Jianshe First Road in Wuhan, China. Results showed that the proposed

model could simulate the interaction between vehicles and pedestrians. The proposed model also

analyzed the effect of the interaction between vehicles and pedestrians on delays. The simulation
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results showed good matches with the actual observations.

[40] encoded the coupled nature of multi-pedestrian interaction using game theory and deep

learning-based visual analysis to understand and predict pedestrian dynamics. The study used game

theory to model the intertwined decision-making process of multiple pedestrians. Also, the visual

classifiers learned mapping from pedestrian appearance for behavioral parameters. The authors

argued for developing a predictive model for understanding the interaction between human and

autonomous systems (e.g., autonomous cars, home robots, smart homes) that could preemptively

respond to future human actions. The proposed model used video datasets consisting of multiple

pedestrian interactions: (i) Zara Dataset [41]; (ii) Town Centre Dataset [42]; and (iii) LIDAR

Trajectory Dataset. Experimental results showed that the model predicts and explains human

interactions 25% better when compared to a state-of-the-art activity forecasting method.

To classify pedestrian behavior, Hoogendoorn and Bovy [43, 44] presented an integral theory

based on three mutually dependent levels: (i) activity choice behavior and activity area choice, (ii)

way-finding to reach activity areas and (iii) walking behavior. Given the activity set a pedestrian

aims to perform, the theory asserts that pedestrians make a simultaneous path choice or activity

schedule decision optimizing expected subjective utility, which reflects a trade-off between the

utility of completing an activity and the cost of walking towards the activity areas. The walking

cost consists of travel time, the discomfort of walking close to obstacles, and the stimulation of the

environment. Notably, the stochastic pedestrian behavior predicts future conditions by assuming

that the predicted routes are realizations of random processes [44]. The structure is modeled and

operationalized as an optimal control process for pedestrian behavioral features. Later, applying

this theoretical background is tested using a differential game framework, where the pedestrian

is modeled as a closed feedback control system with necessary predictive and reactive capabilities

[31]. However, for the differential game framework, the deterministic part is considered for the
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game solution strategy.

Avoidance dynamics between pedestrians where a novel modeling approach based on the Fokker

Planck (FP) Nash game framework explains the causality of observed dynamics based on prescribed

rules [32]. Furthermore, the study used a stochastic differential game framework, where the strate-

gic game controls aim at avoidance maneuver by minimizing the cost functional and proved the

existence of the Nash Equilibria solution. Finally, it used the experiments from cognitive psychol-

ogy studies as a benchmark to draw a comparison with the resulting strategy for pedestrian motion

[32]. However, the study do not consider other type of road users and focus only on the motion

prediction of the pedestrians.

Cao et al.[45] reviewed the advances in modeling and controlling crowds in Cyber-Physical

Systems (CPS) framework. They presented a schematic closed-loop framework for pedestrian evac-

uation. The study contribution enlists a fractional framework based on the physical part (mass

pedestrian evacuation management of crowds) and cyber part (modeling and predicting crowds).

The cyber part consists of ordinary differential equations (ODEs), partial differential equations

(PDEs), and integral differential equations to describe the crowd of pedestrians using calculus of

fractional order in micro-scale, macro-scale, and mesoscale, respectively. The physical part consists

of pedestrian movement, smoothing fluids of crowds, and actions based on the game framework.

Sensing and actuation carry out the connection or information transfer between these two parts.

CCTV recorded the data on sensing (speed, density, flux, and formation patterns). Similarly,

segways, cellphones, and other sensors guided the actuation task to calculate models, control the

crowds, and predict the stampede. Although the framework promised many opportunities for mod-

eling the dynamics on the micro-scale and macro-scale, rigorous testing and verification of the

system is still in its early stage.

Antonini et al. [30] proposed a novel discrete choice framework for pedestrian dynamics, mod-
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eling the short-term behavior of individuals as a response to the presence of other pedestrians. The

proposed model entails a physical space and a predictive model part. The physical space is a form

of dynamic and individual-based spatial discretization. In comparison, the predictive part foresees

a walking pedestrian’s next step at a given time—two logit models (cross-nested, mixed nested)

accumulated the difference in explaining pedestrian behavior. Notably, data from actual pedestrian

movements from video sequences calibrated the models. The results indicated that the tendency

to keep the current direction and go toward the final destination were decisions at higher levels in

the individual decision process. The model captures the tendency of individuals to avoid crowded

spatial positions. The authors argued that the discrete choice models’ flexibility and dis-aggregate

nature as a suitable fit to reflect the pedestrian behavior since the logit models capture the assumed

inter-dependencies in the choice set. However, the problem framework is estimated for a specific

scenario, thus requiring more data to generalize for many urban situations.

Ikeda et al. [46] developed a methodology to predict long-term pedestrian behavior (final

goal/target and trajectory) to ensure adequate service from robots. The concept included a sub-

goal (intermediate goals) based pedestrian behavior model and an algorithm that estimates sub-

goals in an environment based on observed pedestrians’ trajectories. These trajectories operated

as sub-goal positions, and a probabilistic transition model between sub-goal locations predicted

motion. The trajectory data set included a large shopping mall with several restaurants and shops,

covering up to 860 square meters and 12003 observations in 7 hours. The chi-square method

checked the prediction precision and compared it with other established methods (linear, pattern).

The results indicate that the proposed methods outperformed other methods and generated 43%

correct predictions.

Group dynamics while crossing is an essential consideration of our research problem. Moussad et

al. [47] analyzed the motion of approximately 1500 pedestrians grouped under natural conditions to
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understand the group dynamics. The results showed that social interactions among group members

generate specific walking patterns that influence crowd dynamics. At low density, group members

walk side by side, forming a line perpendicular to the walking direction. As the density increases,

however, the linear walking formation is bent forward, turning it into a V-like pattern. A well-

designed model could describe these spatial patterns based on social communication between group

members. The authors showed that the V-like walking pattern facilitates social interactions within

the group. However, it reduced the flow because of its non-aerodynamic shape. Thus, when crowd

density increased, the group organization resulted from a trade-off between walking faster and

facilitating social exchange.

2.4 Interaction Between Pedestrian and AV

Researchers worked on pedestrian path prediction and motion classification to analyze the situation

and possible collisions beforehand. Most of the studies involved Kalman Filtering [7], linear and

multiple dynamical systems [48], Dynamical Bayesian Network [49], Gaussian Process Dynamical

Models (GPDM) [50, 51]. Some also explored pedestrians’ conforming behavior, such as head-

turning for approaching right/left-turning vehicles when they cross intersections [52]. Moreover,

others have [53], [54] analyzed the intersection layout and conditions surrounding pedestrians as

variables of probabilistic functions. These functions represent pedestrians’ crossing maneuvers

at signalized intersections. For instance, Hashimoto et al. [55] described pedestrians’ behavior

based on the probabilistic Dynamical Bayesian Network (DBN). The model was constructed by

imitating pedestrians’ behavior and subjective assessment in real-world traffic scenarios at signalized

crosswalks. It described the stochastic connections among external contexts, pedestrian behavior,

and physical movement.

Millard-Ball et al. [56] explored a decision model for pedestrian crossing, including AV, where
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each crossing involves a subjective assessment of quick crossing or waiting and regular crossing or

choosing a new route. Similarly, drivers must decide whether to yield or proceed at un-signalized

crossings. The study explained this phenomenon using a crosswalk game of chicken between driver

and pedestrian, where two drivers begin to drive head-on toward each other at high speed. The

winner of the game is the driver who does not ”chicken out” and swerve out of the way, whereas the

worst possible outcome is that neither driver swerves and both vehicles collide. Thus, in equilibrium,

one driver will chicken out, as losing the game is preferable to death. Though the game theoretic

model is similar to that in [39] and [57], key differences include strategic incentives for pedestrian

crossing and exclusion of bicycles, respectively. Based on a similar concept, Fox et al. [58] proposed

a sequential chicken game to explain the interaction behavior at the un-signalized intersection. The

simple model contained free parameters decrypting human preferences [58]. Later, Camaro et al.

[59] extended the model to explore how such parameters can be fit to human data as a method of

measuring behavior, combining empirical Game Theory and a Bayesian Gaussian Process analysis.

As part of the intelligent driving system, intention estimation algorithms gained interest to

predict future actions of pedestrians [6], and drivers [60] for safe interaction. One classical approach

towards intention estimation uses real-world data to predict pedestrian walking behavior. These

models have two bases of estimation, one involving dynamic information such as the position and

velocity of pedestrians [61]. The other involves the input of the contextual information of the

scene, such as pedestrian signal state, individual pedestrian or group, and distance to the curb [62].

For example, Brouwer et al. [63] investigated the role of different types of information in collision

estimation, considering the four factors: (i) dynamics (directions pedestrian can potentially move to

and time to collision); (ii) physical elements (pedestrian’s moving direction and distance to the car

and velocity); (iii) awareness (in terms of head orientation towards the vehicle); and (iv) obstacles.

The results indicated that physical elements and awareness are the best predictors of collisions in
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isolation. Moreover, combining the four factors provides the best possible estimation/prediction

results. Considering all these details, Rasouli et al. [10] showcased a thorough review of the

practical approaches to describe the interaction between pedestrians and AVs.

Intent communication of AV is part of the practical approaches to interaction with pedestrians.

These communication mechanisms are investigated in several approaches, such as Vehicle to Vehicle

(V2V) [64] and Vehicle to Pedestrian (V2P) [65] wireless communication mechanisms, and various

visual intent displays such as LED lights [66] or projection [67]. For instance, Hussein et al. [65]

proposed using a smartphone application that broadcasts the pedestrian’s position and receives the

location of nearby AVs based on V2P. The application then calculates and predicts the location

and time of the collision, and if the pedestrian is in danger, sends a warning signal. Although these

methods provide an ad-hoc solution to the communication mechanism, they lack the theoretical

background of interaction and treat the problem dynamics as dealing with a rigid dynamic object

rather than a social being [61].

Ningbo et al. [68] focused on the interactions at unmarked roadways and established a modified

social force model, adding new force terms for pedestrian and vehicle models. In addition, they

developed a decision-making model based on gap acceptance theory and conflict avoidance models

to ensure safety and replicate pedestrians’ perception of the traffic environment. The study site

included one unmarked roadway near a bus station in Changchun City, China, with a width of 27

meters. The observation period of 2 hours continued for two consecutive working days, accumulating

crossing trajectories of 1023 pedestrians and 517 vehicles with a total of 113,732 coordinates.

The model was well-calibrated and validated using the observed trajectories and statistical means

(RMSE). However, the interaction dynamics for turning traffic, crossing dilemma, and aggressive

group behavior features require further exploration.

Schneemann [69] investigated the motorists’ hand signals to express the intent to yield the right-
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of-way to pedestrians as part of autonomous driving functions. The study explored the possible

approach of motorists to resolving an ambiguous situation when pedestrians do not provide any

informal signals. The authors conducted a driving study with an instrumented Audi A7 in the

inner city of Ingolstadt, Germany, with five crosswalks and two different speed limits (30 km/h

and 50 km/h). Simple regression analysis is performed on the recorded dataset to identify the

critical factors affecting drivers’ and pedestrians’ decision-making during an interaction event at

the crosswalk.

2.4.1 Game Models in Autonomous Driving

With a motivation to establish an iterative differential game methodology in a linear quadratic

format for an autonomous system, Fridovich-Keil et al. [70] explored the general-sum game as

a framework to establish the multiagent interaction between players in a traffic scenario. The

approach is closely related to the iterative linear quadratic regulator methodology and follows a

feedback information system to update player control strategies over time. Furthermore, the game

addresses convergence in local Nash Equilibria and is susceptible to arbitrary initial conditions.

Similarly, the ALGAMES uses the Lagrangian format of the cost or objective function to solve

for the constrained linear quadratic game in open-loop form [71]. The game system uses primal-

dual formulation and Khun-Katush-Tucker condition to solve the game in open-loop form and

employs a receding horizon (Model Predictive Control) model to compare with the feedback game

(iLQGames) [70]. The game results show more efficient performance due to the open-loop form

and receding horizon window. However, the game system is susceptible to the prediction horizon

window compared to the feedback game system.

Fiasc et al. [72] presented a hierarchical trajectory planning framework for mixed traffic sce-

narios on highways where an autonomous vehicle (AV) interacts with regular motorists. The study
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proposed a nonzero-sum game with a feedback information system following the Stackelberg equi-

librium to explain the influence of an AV on motorists. Results from the game augmented the AV

planning and prediction strategies in a low-level trajectory planner on highway scenarios. However,

implementing the Stackelberg equilibrium (leader-follower) may only reflect cooperation in highway

driving scenarios. Also, game planning is susceptible to the initial conditions where the leading

vehicle (AV or motorist) may decide on a fixed outcome in different scenarios.

Liniger and Lygeros [73] proposed a non-cooperative (zero-sum) racing game between two au-

tonomous cars to model the specific interactions in three directions. They modeled the first two

approaches (sequential and cooperative) as bimatrix games where the collision constraints defined

the interaction, and each player optimized their cost function. The third or final approach explored

the blocking behavior by assigning greater rewards for staying ahead at the horizon’s end. The

games considered Stackelberg and Nash Equilibria using a sequential maximization approach. Sim-

ilar to previous studies, the game includes a receding horizon component for online or real-time

computation. The results indicated that the sequential game form was the most efficient blocking

technique in a closed-loop setup. However, such cases neglected the follower and demonstrated the

highest collision risk.

Others explored similar game theoretic planners for two-player [74] and multi-player [75] drone

racing. The competitive game form included the goals and constraints of each player as shared

knowledge without communicating the control strategies. Instead, the players interacted reactively

to avoid collisions with each other. Finally, the authors explored Nash Equilibria as the game

solution based on the premise that Stackelberg games may result in overly conservative action se-

quences. The planner approximates the Nash Equilibria using an iterative best response algorithm.

23



2.5 Research Gap Summary

The available models in the literature extract visual features of the surrounding environment and

combine several models with learning to generate a safe and intelligent behavior of AV for interactive

scenarios. As such, these models require an extensive/exhaustive amount of visual data combined

with sensor data to develop a working model for AV. Interestingly, these models lack the concept of

competitive and cooperative behavior and the stochastic nature of the interaction event. Moreover,

the conservative design of the safety feature of AV may translate to an always-yielding feature

in an interaction event without exploring travel efficiency. All these limitations point to a new

research direction incorporating sensor-based control models of AV for stochastic interaction events,

considering safety, pedestrian dilemma, conflict resolution, and gap acceptance behavior.
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Chapter 3

Autonomous Vehicles Interaction with

Pedestrians in Urban Streets

3.1 Introduction

AV driving action becomes more complex considering the movement patterns of pedestrians. Gen-

erally, advanced AV features anticipate pedestrian behavior using learned scenarios and real-time

predictions [5], without considering the nature of interaction (competition or cooperation). Thus

maintain a conservative safe distance from pedestrians during an interaction event. However, this

study attempts to incorporate the nature of interaction within AV control system by developing an

interaction framework. For that goal, the necessary assumptions of AV driving behavior are noted

as follows.

The dynamic game consists of two parts: (a) game elements; and (b) algorithm design. The

game elements describes players’ behavioral features, cost components, and equilibrium concepts.

On the other hand, the algorithm part builds on the local approximation, backward pass, control

regularization, and line search for convergence. The study’s uniqueness is combining two elements
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and developing a stochastic game theoretic framework for Autonomous vehicle interaction with

pedestrians in urban streets. The stochastic component for the interaction framework builds on

the control-dependent Brownian motion or Gaussian noise. The primary motivation for using

control-dependent noise is to vary the control strategy of the linear quadratic game setting since

noise on the state does not impact the dynamic system’s optimal control.

3.2 Contributions

The primary contributions of this chapter are:

� We define a stochastic nonzero-sum dynamic linear quadratic game framework for AV inter-

action with pedestrians with Brownian motion noise on the players control. We incorporate

the competitive and cooperative nature of the interaction framework.

� We establish the flexible interaction framework for non-linear time-varying and noisy dynam-

ics, and non-quadratic costs to incorporate the stochastic nature of the players.

� We derive and describe the model-based setting to compute the Nash Equilibrium with opti-

mal feedback strategies and cost-to-go functions for the AV interaction framework.

� We provide numerical experimentation to illustrate the proposed AV interaction frameworks

effectiveness in capturing and negotiating pedestrians behavior including dilemma, conserva-

tive, aggressive, and grouping characteristics.

3.3 Game Elements

This section describes the multiplayer design setup for the interaction based linear quadratic dy-

namic game. This section provides an introduction to the optimal control framework and extends
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the framework to describe the behavior of the autonomous vehicles and pedestrians during an in-

teraction event at the signalized intersection. Behavioral models of both AV and pedestrian are

explored in this chapter, where the AV model incorporates deterministic feedback control approach

and the pedestrian model involves stochastic feedback oriented approach. Feedback can be referred

to as an environment where two (or more) dynamical systems are connected together such that each

system influences the other and their dynamics are thus strongly coupled [76]. The cost function for

both of these players differ significantly from each other based on the variability of utility, speed,

acceleration, perception, and other behavioral dynamics.

The necessary assumptions of AV driving and pedestrian walking behavior are noted as follows.

Perception and prediction : The AV will predict other road users behavior, and uncertainty

to navigate the urban scenarios using cooperative and competitive (non-cooperative) strategies.

Unlike AV, pedestrians have limited predictive capability (audible and visual perception limitation)

to assess the movement of other road users. They either cooperate or compete for the right-of-way

with incoming vehicles at the crosswalk. Moreover, the group behavior on the crosswalk is vastly

different (slow movement, aggressive) from an individual pedestrian.

Speed and safety preference : The AV will maintain a desired travel speed and comfort level

with a specified acceleration-deceleration range in complement to the game strategy. On the other

hand, pedestrians are likely to maintain a safe distance and comfortable pace over the crosswalk.

However, pedestrians may compete for the right-of-way when the waiting time increases before

crossing [4].

Performance feature : AV will try to minimize any incurring cost from driving at a desired

speed and maintain safe distance with other road users. Similarly, pedestrians will likely minimize

any cost by maintaining safe gap with respect to other road users and adjust preferable walking

speed according to the presence of other road users.
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Feedback Communication : Feedback information is the current value/observation of the

state at every stage of the game. The AV behaves like a state-feedback controlled system [77].

Likewise, pedestrians walking behavior based on the current observation can be replicated through

a feedback controller [44].

3.3.1 Player Model

In comparison to the pedestrians, AV continuously sense the surrounding environment to make

informed decisions and predict into the near future for safe compatibility with other road users

(e.g. motorists, pedestrians).

1. The AV behaves like a state-feedback controller. Using advanced onboard sensory application,

it will react with the surrounding environment and adjust accordingly.

2. AV will predict and maintain a collision avoidance radius from other road users behavior to

interact safely. Coupled with the state-feedback option, the AV will navigate more variant and

challenging urban scenarios. Based on the road users behavior and its own set of parameters

AV will formulate optimal strategies in two ways: (i) non-cooperative; (ii) cooperative.

3. AV will try to minimize any incurring cost from: (i) driving at a desired speed; (ii) smoothness

and comfort by adjusting acceleration; (iii) optimal driving strategy considering the safe

distance while interacting with pedestrians.

Inspired from the Hoogendron and Bovy’s approach [44], the necessary assumptions of pedes-

trian walking behavior on the crosswalk are noted as follows.

1. Pedestrians adjust the walking behavior (routes, choices, etc.) according to the current obser-

vation of the surrounding environment, analogous to the operation of a feedback controller.
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2. Pedestrians have limited predictive possibilities (audible and visual perception limitation) to

assess the movement of other road users including other pedestrians or vehicles according

to cooperative or non-cooperative strategy. This limitation is reflected by their actions over

time and space, implying that they mainly consider pedestrians in their direct environment

or area of influence and vision.

3. Pedestrians will be likely to minimize any cost from: (i) proximity cost or safe gap with

respect to other road users; (ii) deviation from the initial planned or desired trajectory; (iii)

interactive group behavior cost; (iv) control cost (slowing, running, side-stepping, etc.)

AV Dynamics

We model the AV dynamics using Kinematic Bicycle model [78] from the literature to simplify the

vehicle dynamics without using the slip angle. The state dynamics of the vehicle, żv = f(t, zv, u)

State:

zv = [ Xv Yv va ϕv ]T (3.3.1)

where, Xv, Yv denotes the AV position in Cartesian co-ordinate, and va, ϕv denotes the speed and

heading of AV, respectively. The state dynamics can be written as follows,



Ẋv

Ẏv

v̇a

ϕ̇v


=



va · cosϕv

va · sinϕv

av

va
L · tanδv


(3.3.2)

where the control variables are u = (av, δv).
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Pedestrians Dynamics

We model the pedestrian dynamics using Unicycle model [78] from the literature to simplify the

interaction problem. The state dynamics of the pedestrians , żp = f(t, zp, u) State:

zp = [ Xp Yp vp θp ]T (3.3.3)

where, xp, yp denotes the pedestrian position in Cartesian co-ordinate, and vp, θp denotes the speed

and heading of the pedestrian. The state dynamics can be written as follows,



ẋp

ẏp

v̇p

θ̇p


=



vp · cosθp

vp · sinθp

ap

ωp


(3.3.4)

where the control variables are upt = (ap, ωp).

Collision Avoidance

The collision avoidance is introduced in the system as a circle of radius rc. The collision constraints

are activated when each players move closer to each other. It is expressed in terms of relative

position of the players. The collision avoidance is used a cost term for the player cost function.

ℓ{|pi − pj | < rc}(rc − ||pi − pj ||)2 (3.3.5)

The ℓ· is an indicator function, which activates when the other road user is within the collision

radius, otherwise it remains 0. Here, pi = (pix, p
i
y) denotes the x and y position of the of the i-th

player.
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Travel Efficiency

The efficiency component ensures the maximum possible speed as per the speed limit. The term

actually promotes the AV to behave as efficiently as possible given an interaction scenario in

presence of other road users. The desired speed of the target vehicle (AV) is noted as vd(s), va is

the current speed, and δ acts as the smoothing parameter for the output.

δv(∥vd(s)− va∥)2 (3.3.6)

Roadway Boundary

The roadway boundary is modeled to keep the vehicle within the designated roadway. It is also

modeled as avoidance radius rb where the distance between the vehicle and closest point on the

boundary must remain larger than the radius value. Here bp is defined as the distance to boundary.

ℓ{pv > rb}(rb − ∥pv − bp∥)2 (3.3.7)

The ℓ· is an indicator function, which activates when the distance between the vehicle and

boundary is within the avoidance radius, otherwise it remains 0. Here, pv = (pvx, p
v
y) denotes the x

and y position of the of the vehicle.

Goal

The goal or target is the final endpoint defined for each player in the game as follows,

ℓ{t > T − ttarget}(∥pi − pitarget∥)2 (3.3.8)

where, T is finite time horizon, pi defines the player position, and pitarget is the target or goal
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state for each player.

General Constraints

The general constraints include both state and control constraints. For state constraint, we can

assign a maximum and minimum bound for speed of the AV. On the other hand we can also limit

the maximum and minimum value for control components (acceleration and steering).

The speed bound is defined as follows:

ℓ{vi > v̄i}(vi − v̄i)
2 + ℓ{vi < vi}(vi − vi)

2 (3.3.9)

where, v̄i and vi defines the maximum and minimum speed. The acceleration bound is defined

as follows.

wc{ℓ{ai > āi}(ai − āi)
2 + ℓ{ai < ai}(ai − ai)

2} (3.3.10)

where, wc is the assigned weight of the acceleration cost component, av is the acceleration of

AV at time step t, and (āi, ai) is the maximum or minimum acceleration. Based on the weight term

the AV can be bound between a maximum and minimum acceleration.

The description and transformation of the cost function for each player is provided in the

algorithm section below.

3.4 Algorithm Design

3.4.1 System Description

Consider the nonlinear dynamical system described by a stochastic differential equation,
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dx = f(x,u)dt+ F(x,u)dω (3.4.1)

where, state x ∈ Rn, control u ∈ Rm and standard Brownian Motion noise ω ∈ Rp. We define

the running cost for each player (i = 1, 2, .., N) as Li(x, u, t) and hi(x(T )) as the terminal cost,

where T denotes the final time of the finite horizon game. Here, u(t)i represents the control law

for each player. The cost function is a collection of cost designed to accumulate over time with the

game system initialized with each player’s state x at time t, and controlled over the finite horizon

T based on the control u(t)i.

Li(x, u, t) = E

[
hi(x(T )) +

∫ T

t
Li(τ, x(τ), u(τ))dτ

]
, ∀i = 1, 2, .., N (3.4.2)

The expectation arises due to the presence of stochastic process ω. In the game design, the noise

is added to the control variables of each player, known as control-dependent noise. The premise

of using noise is that the players do not fully know the control variables. For example, the AV

can not fully access their control variable or the other players. In other words, AVs do not have

complete knowledge of the control pattern of pedestrians. Likewise, pedestrians cannot assume

the AV controls (acceleration and steering) while interacting at the crosswalk. Moreover, as we

translate the game into the linear quadratic form, the control-dependent noise directly impacts the

players’ optimal control strategies, unlike state-dependent noise.

The objective of each player in the game is to find the control strategy that minimizes their

respective cost function. Finding the optimum global strategy for each player may be challenging

in stochastic game conditions. However, we can approximate the optimum local strategy for each

player within a specific feasible condition. We will approximate the optimal control strategy in

the vicinity of the optimal trajectory by applying the optimal control on the system dynamics.
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We discretize the time horizon to formulate the system dynamics into several steps for the time-

varying linear dynamics approach. Since the trajectory depends on the initial conditions, the

optimal control approximations also depend on similar conditions.

3.4.2 Local Approximation

The locally optimized control law is constructed iteratively. Each iteration of the algorithm begins

with a control sequence ut and the corresponding trajectory xt, obtained by applying ut to the

system dynamics (xt+1) with initial states (x0) following Euler’s integration.

xt+1 = xt +∆t · f(xt, ut)

where time is discretized as t = 1, ...., k with time step ∆t = T/(k − 1). The time varying

quantities such as controls for each player become uit ≜ ui((k − 1)∆t).

We linearize the system dynamics and quadraticize the cost functions around the nominal tra-

jectory (x̄, ū) to obtain a discrete time linear system with quadratic cost. The linear approximation

of the system dynamics transform the nonlinear system as follows,

xt+1 = Atxt +

N∑
j=1

Bj
tu

j
t + Ct(ωt), ∀t = 0, ..., k − 1 (3.4.3)

where,

At = I +∆t · ∂f
∂x

, Bt = ∆t · ∂f
∂u

, Ct =
√
∆t · ∂F

∂x
, ∀t = 0, ..., k − 1
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The quadratic transformation of the player costs results as follows.

J i
t =

1

2

T∑
t=1

[
(xTt Qt

i + 2qt
i)xt +

N∑
j=1

(ujTt Rij
t u

j
t + 2rijt u

j
t )

]
, ∀i = 1, 2, ..N

where,

qt = ∆t · ∂ℓ
∂x

, Qt = ∆t · ∂2ℓ

(∂x)2

rt = ∆t · ∂ℓ
∂u

, Rt = ∆t · ∂2ℓ

(∂u)2

(3.4.4)

The
√
∆t term describes the linear growth of the covariance of the Brownian motion with time.

The noise covariance is,

Cov
[
Ct(ut)χt

]
=

N∑
j=1

(Ctjujt )(Ctju
j
t )

T (3.4.5)

The noise model captures multiplicative noise to the control strategies of the players.

3.5 Computing Cost-to-go

The approximation of the optimal control strategy of players will be affine in form ui∗t = πi
t(xt) =

Ki
t · xt + αi

t, where Ki
t is the control gain. The feed-forward component αi

t in the optimal control

strategy arises from the transformation of the system and cost of players. The control strategy of

players are approximately optimal because the game system has control constraints and non-convex

costs.

We can design the control strategies uit for the players for time steps t, ..., (k − 1). Then, the

cost-to-go or value function V i
t(xt) for each player is well defined as the costs accumulates over time

with initial state x0 and time t0, following the optimal strategies πi
t for the rest of the time steps.

The value function solution for the linear-quadratic game can be found in the quadratic form [3].
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V i
t =

1

2
xTt Si

txt + ξiTt xt + ni
t (3.5.1)

with Si
T+1 = 0, ξiT+1 = 0, ηiT+1 = 0 to be consistent with the final value condition. The linear

part of the equation is represented by ni
t. The Hamilton-Jacobi-Bellman equations for each player’s

value function,

V i
t(xt) = ℓit(xt, ut) + E

[
V i
t+1(xt+1)

]
= min

ui
t

{
1

2

(
(xTt Q

i
t + 2qiTt )xt +

N∑
j=1

(uTt R
ij
t + 2rijt )u

j
t

)

+ E

[
V i
t+1

(
Atxt +

N∑
j=1

(Bj
tu

j
t + Cj

tχ
j
t )
)]}

(3.5.2)

with the final value V i
T+1(xt+1) = 0.

3.5.1 Backward Pass

The feedback control law is obtained by finding the minimizes of V i
t(xt). The assumption for this

case relates to convexity and set the gradient to zero,

0 = Rii
t u

i
t + riiTt + BiT

t Si
t+1

(
Atxt +

N∑
j=1

(
Bj
tu

j
t + Cj

tχ
j
t

))
+ BiT

t+1ξ
i
t+1 (3.5.3)

The admissible optimal control ui∗t based on the linear feedback is an affine function. The αi
t

term is added to the equation to capture the linear transformation of the nonlinear system.

ui∗t = −Ki
txt − αi

t (3.5.4)
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Inserting the optimal control strategy ui∗t leads to,

0 = −Rii
t (Ki

txt + αi
t) + riiTt + BiT

t Si
t+1

(
Atxt −

N∑
j=1

(
Bj
t (K

j
txt + αj

t ) + Cj
tχ

j
t

))
+ BiT

t+1ξ
i
t+1 (3.5.5)

Two similar systems of equations to find Ki
t and αi

t,

(
Rii

t + BiT
t Si

t+1Bi
t + Cj

tχ
j
t

)
Ki

t + BiT
t Si

t+1

∑
j ̸=i

Bj
tK

j
t = BiT

t Si
t+1At

(
Rii

t + BiT
t Si

t+1Bi
t + Cj

tχ
j
t

)
αi
t + BiT

t Si
t+1

∑
j ̸=i

Bj
tα

j
t = BjT

t+1ξ
i
t+1 + riit

(3.5.6)

We can define the value function approximation using H, M, P

H = Rii
t + BiT

t Si
t+1Bi

t + Cj
tχ

j
t

M = riit + BiT
t ξit+1

P = BiT
t Si

t+1At

(3.5.7)

Now we derive the necessary expression for Si
t , ξ

i
t, and ηit.

V i
t(xt) =

{
1

2

(
(xTt Q

i
t + 2qiTt )xt +

N∑
j=1

(
(Kj

txt + αj
t )

TRij
t − 2rijTt

)(
Kj

txt + αj
t

))

+
1

2

((
Atxt −

N∑
j=1

Bj
t (K

j
txt + αj

t )
)T

Si
t+1 + 2ξiTT+1

)

×
(
Atxt −

N∑
j=1

Bj
t (K

j
txt + αj

t )

)
+ ηit+1

}
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To shorten the equation, we consider,

Gt = At −
N∑
j=1

Bj
tK

j
t

βt = −
N∑
j=1

Bj
tα

j
t

The value function equation becomes,

Si
t = Qi

t +

N∑
j=1

KiT
t Rij

t Ki
t + GT

t Si
t+1Gt +

N∑
j=1

KiT
t CjT

t Si
t+1C

j
tKi

t, ST+1 = 0

ξit = qit +
N∑
j=1

(KiT
t Rij

t α
j
t −KiT

t rijt ) + GT
t (ξ

i
t+1 + Si

t+1βt) +
N∑
j=1

KiT
t CjT

t Si
t+1C

j
tα

j
t , ξt+1 = 0

ηit =
1

2

[ N∑
j=1

(
αjT
t Rij

t − 2rijTt

)
αj
t −

(
2ξit+1 − Si

t+1

N∑
j=1

Bj
tα

j
t

)T N∑
j=1

Bj
tα

j
t + ηit+1

]
(3.5.8)

3.5.2 Regularization and Control

Regularization and control are two important parts of the proposed method. The combination

of regularization and control ensures the stability and optimality of the proposed game system.

For instance, regularization prevents the overfiting to the noise sequence and control stabilizes the

system by reduce cost to ensure optimality. The cost components are added together to form the

cost function for each player. The constraints are shifted into the cost or objective function, where

the optimal condition tries to minimize the cost for each player. We also use weightage value on

each of the cost components to control the constraints violation.

After deriving the dynamic programming solution for the game problem, the new control gains

Kt and offset updates αt as follows,
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Kt = −(Ht + νI)−1Mt

αt = −(Ht + νI)−1Pt

(3.5.9)

where ν ≥ 0 is a regularization parameter to prevent (Ht+νI) from having negative eigenvalues.

The ν is changed based on the performance result and updated across multiple iterations. This step

helps the algorithm to reach fast convergence near a local minimum while ensuring the positive-

definite property of (Ht + νI).

3.5.3 Line Search for Convergence

Line search is generally used to ascertain the convergence condition of an iterative type algorithm.

In the proposed linear quadratic game with control dependent noise, it searches for the optimal

strategy that minimizes the cost function associated with the players. More appropriately, the

update in each iteration may lead to an increased cost or divergence in case the new trajectory is

far from the valid region of local approximation. To avoid this incidence, the new nominal control

trajectory is computed by backtracking line search with initial step of 0.5. The subsequent step

is varied manually to test different approximation of the nominal trajectory. When the candidate

trajectory results in a lower cost estimation or remains within the valid region of approximation,

then this trajectory is accepted. Otherwise, the entire process is reiterated to find the appropriate

trajectory where the control is within a threshold. After meeting the convergence criterion the

proposed algorithm returns nominal trajectory and optimal feedback strategies.
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3.5.4 Computational Complexity

The computational complexity of the stochastic game approach is comparable the iterative linear

quadratic approach. The number of operations per iteration scales up with the number of players.

At every iteration, the dynamic system with control-dependent noise is linearized. Given that the

state dimension zit of each player (i = 1, .., N) is greater than the control dimension uit, linearization

task computes O(n2) at each time interval, where n is the dimension. The quadratic transformation

of the costs computes O(Nn2) at each time interval. However, the complexity is verified for specific

deterministic cases. In the presence of Brownian motion noise with µ ≥ 0.6 and σ ≥ 1 the

computation complexity changes at every iteration of the proposed algorithm.

3.6 Numerical Results

The numerical results section is divided into two parts. The first part describes the basic interaction

of the players and show how the multiplicative noise effects the convergence with more players in

the game. The second part identifies the aggressiveness and conservative behavior of pedestrians

during crossing. The game parameters are presented in meters where applicable.

3.6.1 General 3-Player Game

The state trajectory plot highlight the trajectory of AV and interacting pedestrians.

Table 3.1: Game Parameters for 3-Player Interaction

Parameters Autonomous Vehicle Pedestrian-A Pedestrian-B

Initial State (-8, 0, 0, 2.5) (0, 8, -π/2, 0.7) (0, -8, π/2, 0.8)
Target State (14, 0, 0, 3) (1, -11, 0, 1.5) (1, 11, 0, 1.5)
Brownian Motion Noise 0.1 0.1 0.1
Mean 1.2 1.2 1.2
Standard Deviation 1.3 1.3 1.3
Collision Radius (m) 2 1 1
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(a) Player Trajectories Coupled with Speed (b) Player Trajectories

Figure 3.1: Three-Player Interaction Game Trajectory

The game trajectory describes the interaction between three players (one AV and two pedestri-

ans over a crosswalk) (Fig 3.1). The interaction is sensitive to initial conditions as AV’s higher speed

and short distance from the crosswalk will likely encourage no major interaction event between AV

and crossing pedestrians. Thus, the game is formulated in a way to promote an interaction between

the players. The interaction dynamics of AV and pedestrians are governed by the transformed dy-

namics of the players and feedback strategy. The in-depth focus on the speed of the players in the

figure gives an idea of the real-world interaction scenario. The control dependent noise is visible in

the acceleration pattern of the players, specifically for pedestrians as they adjust their speed with

respect to the initial condition and target position during crossing.

In Fig 3.3a the speed of the players at the endpoint of the game becomes identical as the players

reach their destination within the game allocated time. The speed will not remain identical when

the players can not reach their target state by the finite time horizon of the game.

Pedestrian Dilemma

Pedestrian dilemma can be defined as a perception issue when the presence of vehicles results in a

stage of confusion for the pedestrians either to walk fast to cross or slow down to let the vehicle
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(a) Acceleration Control of Players (b) Orientation Control of Players

Figure 3.2: Three-Player Interaction Game Controls

(a) Speed of Players (b) Heading of Players

Figure 3.3: Three-Player Interaction Game States

pass in an interaction scenario. The primary reason for the existence of such dilemma zones is

hinged on the perception level of pedestrians, since pedestrians attempt to assess/predict motorist

behavior (aggressive or conservative) during crossing. Notably, the possibility of a dilemma zone is

not limited to the intersection geometry, signal control setup, pedestrian volume, and the waiting

time for turning vehicle; rather specific instances varying on the perception level of pedestrians

and intent communication of motorist during the interaction. In case of vehicles approaching the

crosswalk, the pedestrians predict the arrival of vehicle over the dilemma zone and decide to walk
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faster to cross or walk slowly to let the vehicle pass.

It is difficult to specify abstract point of the pedestrian dilemma as both AV and pedestrian

know their respective location all the time. The stage of dilemma depends on the initial condition.

The applied noise is control dependent and only affects in part on their speed progression. Given

the premise a game with a small time horizon where the players are close to each other will reflect

the pedestrian dilemma in the early stage of the crossing event. This implies that the pedestrian

adjust their walking speed with respect to the incoming vehicle on the roadway.

In the game environment the presence of dilemma can be traced from the crossing behavior of

the pedestrians given they start from the same distance from both sides of the road (Fig 3.4). In this

case the pedestrian from both sides of the crosswalk starts with the same initial condition. However,

the Pedestrian-B crosses the roadway earlier than the AV and on the other hand Pedestrian-A

crosses after the AV has passed. The speed plot of the players also reflect that Pedestrian-B speed

up to cross the roadway and the AV slow down to facilitate the crossing. This concurs with the

rationale that the pedestrians either speed up or walk slowly to facilitate the movement of the AV,

when the AV is near the crosswalk. The game parameters are presented in meters where applicable.

Table 3.2: Game Parameters for Pedestrian Dilemma

Parameters Autonomous Vehicle Pedestrian-A Pedestrian-B

Initial State (-12, 0, 0, 2) (0, 8, -π/2, 1.2) (0, -8, π/2, 1.3)
Target State (14, 0, 0, 3.5) (1, -11, 0, 1.5) (1, 11, 0, 1.5)
Brownian Motion Noise 0.1 0.1 0.1
Mean 1.2 1.2 1.2
Standard Deviation 1.3 1.3 1.3
Collision Radius (m) 2 1 1

3.6.2 Safety Conservative Pedestrians

Safety conservative pedestrians interact with the AV starting from a safe speed and gradually

accelerate once the AV has crossed the potential conflict point over the crosswalk (Fig 3.7). In the
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(a) Pedestrian Dilemma Trajectory with Speed (b) Pedestrian Dilemma Trajectory

Figure 3.4: Three-Player Interaction Game with Pedestrian Dilemma

(a) Speed - Dilemma Condition (b) Acceleration - Dilemma Condition

Figure 3.5: Three-Player Interaction Game with Pedestrian Dilemma

game scenario, the proactive sense of safety from pedestrians perspective is induced by maintaining

a larger collision radius and assigning comparatively large weight on the collision cost component.

The underlying behavior of the pedestrian remains same. However, due to the weighted cost

component and preferred crossing speed, pedestrians behave more conservatively. They maintain

a higher safe distance from other players including other pedestrians and AV.
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(a) Orientation - Dilemma Condition (b) Steering or Heading - Dilemma Condition

Figure 3.6: Three-Player Interaction Game with Pedestrian Dilemma

(a) Player Trajectories Coupled with Speed (b) Player Trajectories

Figure 3.7: 3-Player Game Trajectory with Safety Conservative Pedestrians

3.6.3 Aggressive Pedestrians

Aggressive pedestrians interact with the AV starting from a regular speed and accelerate before

the AV reaches the potential conflict point over the crosswalk. In the game scenario, the aggressive

pedestrian behavior is induced by maintaining a lower collision radius and assigning comparatively

smaller weight on the collision cost component. The underlying behavior of the pedestrian remains

same. However, due to the weighted cost component, preferred crossing speed, and assigned noise,

pedestrians behave more aggressively. They maintain a lower safe distance from other pedestrians.
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(a) Speed of Players (b) Heading of Players

Figure 3.8: 3-Player Game States with Safety Conservative Pedestrians

(a) Acceleration of Players (b) Steering or Movement Direction of Players

Figure 3.9: 3-Player Game Controls with Safety Conservative Pedestrians

In this instances, AV adjust their speed with respect to the pedestrians and pass over the crosswalk

once the pedestrians have crossed at a safe distance (Fig 3.10). The speed trajectory of the players

show that the pedestrians speed up to cross the roadway from both direction.

3.6.4 Gap Maneuvering of AV

The gap behavior of AV represents a trade-off between the conservative safety concept and efficiency

while interacting with pedestrians over a crosswalk in an urban setting. The concept is similar to
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Table 3.3: Game Parameters for Aggressive Pedestrians

Parameters Autonomous Vehicle Pedestrian-A Pedestrian-B

Initial State (-8, 0, 0, 2) (0, 8, -π/2, 0.7) (0, -8, π/2, 0.8)
Target State (14, 0, 0, 3.5) (1, -11, 0, 1.5) (1, 11, 0, 1.5)
Brownian Motion Noise 0.1 0.1 0.1
Mean 1.2 1.2 1.2
Standard Deviation 1.3 1.3 1.3
Collision Radius(m) 2 0.75 0.75

(a) Player Trajectories Coupled with Speed (b) Player Trajectories

Figure 3.10: 3-Player Game Trajectory with Aggressive Pedestrians

(a) Speed of Players (b) Acceleration of Players

Figure 3.11: 3-Player Game Speed and Acceleration with Aggressive Pedestrians

the pedestrian gap acceptance behavior, except the length, mass, speed, and acceleration of the

vehicle significantly differ than that of pedestrians. Based on the acceleration pattern coupled with
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the comfort and eco-driving component, the gap behavior of AV will vary for different scenario

engendered from bi-directional pedestrians/groups. If the time headway between the bi-directional

pedestrian movement is adequate, the AV will negotiate through the gap/conflict zone to complete

the turning maneuver (Fig 3.12).

Table 3.4: Game Parameters for Gap Maneuvering of AV

Parameters Autonomous Vehicle Pedestrian-A Pedestrian-B

Initial State (-13, 0, 0, 2) (0, 9, -π/2, 1.2) (0, -9, π/2, 1.3)
Target State (14, 0, 0, 4) (1, -10, 0, 1.7) (1, 10, 0, 1.7)
Brownian Motion Noise 0.1 0.1 0.1
Mean 1.2 1.2 1.2
Standard Deviation 1.3 1.3 1.3
Collision Radius (m) 1.5 0.85 0.85

(a) Player Trajectories Coupled with Speed (b) Player Trajectories with Roadway Boundary

Figure 3.12: Game Trajectory of the Gap Maneuvering AV

3.6.5 Pedestrian Group Effect

To test the group effect of the pedestrians over a crosswalk, we change the initial points from the

pedestrians from one side of the crosswalk. Based on the same initial condition the pedestrian

group may act differently. They can either cross before the AV or slow down and let the AV pass

before crossing the roadway.
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(a) Speed of Players (b) Orientation of Players

Figure 3.13: Game States of the Gap Maneuvering AV

(a) Acceleration of Players (b) Steering of Players

Figure 3.14: Game Controls of the Gap Maneuvering AV

Table 3.5: Game Parameters for Pedestrian Group Effect

Parameters AV Pedestrian-A Pedestrian-B Pedestrian-C Pedestrian-D

Initial State (-15, 0, 0, 3.5) (1, 11, -π/2, 1.2) (0, 10, -π/2, 0.9) (0, 12, -π/2, 1.2) (-1, 10, -π/2, 0.9)
Target State (14, 0, 0, 1.7) (1, -10, 0, 1.7) (1, 10, 0, 1.7) (1, -10, 0, 1.7) (1, 10, 0, 1.7)

Brownian Noise 0.1 0.1 0.1 0.1 0.1
Mean 1 1 1 1 1

Standard Deviation 1.2 1.2 1.2 1.2 1.2
Collision Radius (m) 1.5 0.75 0.75 0.75 0.75

The control trajectory defines the acceleration and steering for the AV and describes the pedes-

trian acceleration and heading for the proposed game framework. The pedestrian group cross the

crosswalk first. Whereas, the AV reduces the speed and maneuvers its way ahead giving adequate
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safe space for the pedestrians to cross. The specific interaction happens in between the time 50−53

seconds. The speed trajectory plot also shows that after the interaction time step the AV speeds

up and the crossing pedestrians slow down to reach towards the target points (Fig 3.15).

(a) Player Trajectories Coupled with Speed (b) Player Trajectories

Figure 3.15: Game Trajectory with the Group of Aggressive Pedestrians

(a) Speed of Players (b) Orientation of Players

Figure 3.16: Game States of Aggressive Pedestrian Group

3.7 Quantitative and Qualitative Evaluation

A good measure for any model is to record and report the concerned agents or players’ possible

deviation or tracking error. This task may involve recording a trajectory from a real-world scenario
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(a) Acceleration of Players (b) Steering of Players

Figure 3.17: Game Controls of Aggressive Pedestrian Group

and building a model to replicate the trajectory with a possible bound for error. However, the

real-world pedestrian reflects varying behavior that cannot be translated to one specific trajectory.

For instance, our observation suggests that pedestrians can be conservative or aggressive during

the crossing. Thus variation in the behavior can result in a very different set of trajectories. In our

effort to evaluate the proposed game framework, we answer and rationalize two primary research

queries as follows.

Why focus on the pedestrian motion for evaluating the proposed game framework?

The proposed game framework’s efficacy depends on accurately simulating the pedestrians’ motion

and behavior. In other words, the proposed game model for autonomous driving will be a practical

feature when it can comprehend real-world pedestrian behavior during an interaction at crosswalks.

Thus, we evaluate the model using pedestrian crossing time, interaction time, and motion patterns.
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Why use the average crossing and interaction time of pedestrians for quantitative

evaluation?

Detailed ground truth data is unavailable from an aerial perspective to analyze and test AV’s

motion planning and pedestrians’ crossing behavior in a game framework. Moreover, the stochastic

nature of the players embedded in the game makes it complex to set up an exact testing scenario.

We tested several video cameras and drone data to extract meaningful information to evaluate

the framework. However, the camera angle, occlusion, uncertainty of the interaction period, and

low flying time of drones made it harder to extract any meaningful interaction information. Thus,

we employ pedestrians’ average crossing and interaction time as a quantitative reference to the

real-world interaction scenario.

3.7.1 Quantitative Evaluation

This section reports the quantitative evaluation of the proposed interaction game framework for

autonomous driving. The quantitative evaluation consists of two real-world scenarios: (1) a stop

sign intersection; (2) a mid-block crosswalk. The stop sign intersection is downtown (3rd Street

and E Street) (Fig 3.18), and the mid-block crosswalk is at the corner of Russell Boulevard and

California Avenue in Davis, California (Fig 3.18). The preferred downtown location accommodates

high pedestrian traffic on weekdays and weekends. The mid-block crosswalk has similar pedestrian

traffic throughout the day and includes students and university staff nearby. For both scenarios,

we count the crossing and possible interaction time of each pedestrian and record the type of

behavior (cooperative, competitive) exhibited by them. The observation period was ten hours on

different weekdays and weekends in May for multiple days to gather a representative sample of the

crossing pedestrians. Notably, we only record the pedestrians crossing and interaction time over

the crosswalk and their behavior with respect to the presence of a vehicle. The average crosswalk
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length is measured approximately 42 feet for the data collection locations.

(a) 3rd Street & E Street (b) Russell Blvd & California Avenue

Figure 3.18: Field Data Collection Locations at Davis, California

We measure the pedestrian crossing with two observers on each side of the crosswalk, one

recording the crossing time and the other recording the probable pedestrian type and interaction

time. The interaction time in the field is defined as the vehicle approaches the crosswalk and the

pedestrians negotiate using a visual cue. For multiple pedestrians, we measure the incremental time

each pedestrian took starting from the first crossing pedestrian. For instance, if the first pedestrian

crosses the crosswalk in 10 seconds, we compute the other pedestrians crossing incrementally or

add to the 10 seconds.

The cooperative behavior reflects the pedestrians crossing over the crosswalk while negotiating

space with the vehicle using visual cues and waiting for the turn to cross. On the other hand,

in the competitive case, the pedestrians compete for the crosswalk and walk fast to cross before

the vehicle. This behavior-type assessment consists of real-world data from our study and the

publicly available JAAD (Joint Attention in Autonomous Driving) dataset [79]. We explored the

annotated JAAD dataset to understand pedestrian motion patterns and behavioral features in the

context of autonomous driving in urban scenarios. This dataset comprises dashboard footage of
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the pedestrian-vehicle interaction in various scenarios, which is more suitable for understanding

pedestrian behavior in urban streets. We observed the annotated video data to understand the

pedestrian type and record similar behavior as cooperative or aggressive at the data collection

sites. For computation, we divide the pedestrians into two behavioral groups and calculate the

average crossing time concerning the number of pedestrians in each group.

Understanding the type and time of interaction is a complex and subjective task as it relies

heavily on the observer’s interpretation of the interaction event. Moreover, the game condition and

real-world scenario may vary depending on the motorists’ (drivers) and pedestrians’ communication

and behavior. In this case, we are documenting an interaction between a regular motorist and

pedestrians in the real world. In contrast, the interaction between AV and pedestrians in urban

scenarios may vary depending on the communication medium, pedestrian behavior, and driving

style. For example, the AV can sense the presence of incoming pedestrians and may slowly approach

the crosswalk to give enough time for pedestrians to cross and save energy without stopping. In some

instances, it may speed up to cross before the pedestrian starts to walk near the crosswalk. These

behaviors are typically absent in regular motorists as the sensor range is limited and subjective to

the person driving the vehicle. Thus, traditional stop-interact-go situations may change with the

adoption of AV in urban interaction scenarios. They are designed with a wide array of sensors,

object tracking, motion planning, prediction, and other features to interact safely with other road

users. Considering the uniqueness of the possible interaction scene and behavioral assumptions,

the dynamic game framework is fitting for forming the interaction problem as a stochastic game.

The quantitative analysis table has multiple fields to compare real-world and game-simulated

data (Table 3.6). First, we record the pedestrians for different scenarios from the study locations.

Second, we record the type of behavior observed in the field. Third, we gather representative

samples to compute the average crossing and interaction times for single, multiple, and group
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Table 3.6: Quantitative Evaluation Summary

Avg Crossing (s) Avg Simulated (s) Difference (s)

Scenario Sample Mix Con Agr Int Crs Int Crs Int

A (1) 16 10.331 10.750 9.075 2.994 10.251 3.127 0.080 0.133
B (2) 10 10.380 10.539 8.950 3.035 10.335 3.215 0.045 0.180
C (3) 7 10.519 10.506 9.200 3.048 10.563 3.154 0.144 0.106
D (4) 6 10.758 10.810 9.233 3.079 10.765 3.225 0.207 0.146
E (5) 5 10.972 11.068 9.133 3.092 11.285 3.286 0.413 0.194

*Avg - Average, s - Seconds, Mix - Mixed, Con - Conservative, Agr - Aggressive, Int - Interaction,
Crs - Crossing.

interaction scenarios. The observers used stopwatches to record crossing time and interaction time.

Notably, the interaction time was much shorter than the crossing time for all the scenarios.

To simulate the average crossing time for each representative scenario, we ran each game model

20 times. Each run produced a slightly different crossing time due to stochasticity. Afterward, we

compute the average crossing and interaction time from the simulated trajectories and estimate

the difference from real-world data.

In the field, the crossing time of each group increases with the number of pedestrians as we

add the crossing time incrementally after the first crossing pedestrian. In such cases, although the

crossing time is similar for all the pedestrians in a group, the varying starting time of the pedestrians

results in an incremental increase in the crossing time. This implies that pedestrians crossing last

in a group starts later than the first crossing pedestrian and adds to the total time recorded in

the field. However, in the game, we can pinpoint the exact crossing time of each pedestrian. Thus

to draw an exact comparison, we also add a cumulative weightage to the game-simulated crossing

time. The weightage is computed from the increased crossing time in the field data by adding

pedestrians in scenarios A, B, C, D, and E. For instance, the increase in the average crossing time

for a group of 4 pedestrians is about 4.13% from the average crossing time of one pedestrian in

Scenario A. Then, to draw an exact comparison, we multiply our game-simulated average crossing

time for four pedestrians with 1.0413, the cumulative weightage in this research.
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The results indicate that the average crossing and interaction time for each simulated scenario

closely matches real-world data. For instance, the difference between simulated and real-world

crossing time for two pedestrians crossing from the opposite direction is 0.045 seconds. For the four

pedestrians crossing scenario, the difference between average crossing time is about 0.207 seconds.

The interaction time difference for multiple pedestrian scenarios (A, B, C, D, E) ranges from

0.133 to 0.194 seconds (Table 3.6).The maximum difference in average crossing time (0.413) is

recorded for scenario E with 5 pedestrians crossing as a group. Notably, the aggressive behavior is

recorded mostly from location 1 (3rd Street & E Street, Davis) because location 2 (Russell Blvd &

California Ave) has a flashing light to warn the approaching vehicle near the mid-block crosswalk.

Thus pedestrians feel safe and walk at a regular pace rather than walking fast to cross before the

vehicle. The complete dataset recorded from the field is provided in the appendix.

3.7.2 Qualitative Evaluation

The qualitative evaluation visually compares pedestrian trajectories from public datasets with the

game simulated trajectories. We explore publicly available datasets with recorded pedestrian fea-

tures, including motion patterns. These datasets represent a collection of scenarios and annotations

to explain pedestrian motion and intention. We investigate the motion pattern of pedestrians across

the datasets and compare it with the game-simulated trajectories to determine the efficacy of the

proposed framework.

We explored the annotated ETH ([80]) and Stanford drone dataset ([81]) to capture the motion

pattern from real-world scenarios and compare it with simulated trajectories. The ETH dataset is

a representative sample for pedestrian detection in urban scenarios, and the drone dataset records

the students’ motion patterns and interactions within the Stanford University campus. However,

we could only use the ETH data for qualitative comparison as the drone data has detection and
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occlusion issues.

(a) Pedestrian Trajectories from 3-player Game (b) Pedestrian Trajectories from 5-player Game

Figure 3.19: Qualitative Evaluation of the Simulated Trajectories with respect to ETH data

The simulated pedestrian trajectories visually match the motion pattern of the real-world data

with some differences (Fig 3.19). The visual difference with the real-world trajectories occurs as

the pedestrians are not walking in a controlled crosswalk environment in the presence of a vehicle

nearby. Moreover, the simulated trajectories have higher time resolution than the real-world data.

The time interval between each data point may also contribute to some of the sharp edges in

the pedestrian trajectories. Notably, the simulated pedestrian trajectories match the forecasted

trajectories in other established studies in the pedestrian motion research domain ([82], [83]).

3.8 Conclusion

The proposed game simplifies a complex problem to describe specific features of the interaction

scenario between pedestrians and AV in urban streets. The game investigates Brownian Motion

noise on the control variable of the players and handles a specific noise. We use a game theoretic

framework to detail pedestrian crossing behavior in various formats, including conservative, aggres-

sive, and group. In turn, the pedestrians’ behavioral features are part of the interaction framework
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for AV. The algorithm finds local approximations in a multiplayer stochastic dynamic or differen-

tial game setting and closely resembles the architecture of the iterative Linear Quadratic Regulator

approach. The game solutions exhibit the competitive and cooperative behavior associated with

the Nash Equilibrium for an interaction event.

Although the deterministic iterative game example is there for robotic movement following

receding horizon methodology, only the proposed study investigates the specifics of a pedestrian

crossing in urban streets considering several behavioral and movement features. The proposed in-

teraction game model incorporates noise into the control variable to reflect the real-world stochas-

tic condition. Our intention for the study is to capture some interesting observations from the

pedestrian crossing behavior and design a game theoretic system for the AV driving system that

accommodates such features.

It is difficult to compare the results to a real-time crossing event as the game’s random noise

and behavioral features will continue to change for each run of the proposed game framework. The

error comparison between the real-time pedestrian trajectory (ground truth) will continue to differ

as the same initial condition may change the game outcome due to noise on the control variables.

However, applying noise only on pedestrian controls and testing the outcome of the interaction game

is our future research direction. Notably, the qualitative comparison of other algorithms is difficult

due to the uniqueness and setup of the equilibrium concepts, information-sharing framework, and

other behavioral features that govern the players’ costs. Computational cost can also be an issue,

as the study explores the behavioral features of pedestrians rather than algorithmic efficiency.

Considering all these limitations, we use a quantitative (average crossing time & interaction time)

and qualitative metric (pedestrian motion pattern) to evaluate the proposed game model. The

results described in the previous section indicate that the simulated pedestrian trajectory matches

the real-world pedestrian movement regarding crossing time, interaction time, and motion pattern.
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The proposed interaction framework based on dynamic games is sensitive to the initial condi-

tions. This sensitivity is derived from the focused interaction between pedestrians and AV over the

crosswalk. Although the game is set up in a finite horizon, the interaction happens only for a few

seconds. The immediate information available to each player helps to identify a safe and optimal

control strategy for any given interaction scenario. Notably, the feedback strategy influences the

game setting, which means that every player knows each other state at all times.

The type of noise in the game system also plays a critical role in the robustness of the proposed

framework. Although the developed game model can handle a specific noise range in dynamics,

the model is not robust against external noise in urban settings. However, we can build a robust

game system if we can assume the range of possible noise and insert it deterministically into the

system. The following research approach will explore such robust feedback Nash Equilibrium for

the proposed interaction game.
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Chapter 4

Robust Game Theoretic Interaction

Framework for Autonomous Vehicles

4.1 Introduction

Dynamic game theory provides a robust and rational framework for designing and understanding

the strategic interactions among multiple decision-makers known as players. Game Theory is inter-

esting because it can incorporate the players’ behavior, access to information, and limited rationality

in a dynamic environment. Moreover, it can accommodate uncertainties and external disturbances

impacting players’ strategies and cost function. Based on the game design, researchers have devel-

oped different ideas of equilibrium, including Nash, Pareto, and Stackleberg equilibrium. Notably,

Nash equilibrium fits into the solution perspective of a non-cooperative differential game with a

feedback strategy for the players. However, traditional Nash equilibrium does not accommodate

the robustness of feedback strategies in a system with perturbations and facilitates uncertainties

in the player cost function. The Robust Feedback Nash Equilibrium (RFNE) considers the robust-

ness of strategies to deviations from equilibrium, feedback control mechanisms, and disturbances.
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The algorithm part builds on the local approximation, backward pass, and line search for conver-

gence. The study’s uniqueness is combining two elements and developing a robust game theoretic

framework for Autonomous vehicle interaction with pedestrians in urban streets. The stochastic

component for the interaction framework builds on the system noise or the finite disturbance and

the adversarial input in the player cost function.

In the previous chapter, we presented a stochastic linear quadratic game framework that can

handle multiplicative noise on the control variables of the player. We want to further extend

the game design following the safe systems approach. The concept of a safe system approach in

transportation stems from the design perspective, where the roadways and vehicle features are

designed considering human driving error. Following the safe system principle, we want to design

a game framework that accommodates a range of system noise and incorporates the worst-case

scenario for each player involved in the game. In short, the proposed framework in this chapter

will accommodate certain disturbances and work towards mitigating the effect of such external

uncertainties. The proposed method is partly analogous to the risk-sensitive iterative approach in

the linear quadratic regulator literature domain.

This study assumes that the players can access their state information in a closed-loop system.

We explore a robust feedback control strategy that follows the Nash Equilibrium, where the players

consider the worst possible disturbance scenario. To solve such a game system, we introduce a robust

form of the Hamilton-Jacobi-Bellman equation for each player, which computes the minimum of the

controls and the maximum of the uncertainty. The flexibility of the proposed robust game allows the

modeling of each type of player with different types of noise-based systems. Moreover, the robust

game filters mitigate the external noise effects during an interaction event. As such, the robust

game framework allows us to model the interaction with different noise scales for both players,

given that we want a smooth trajectory for the AV and noisy motion patterns from pedestrians to

61



reflect real-world scenarios.

4.1.1 Robust Control Literature

Modeling uncertainties are critical in developing a stable system for vehicle control, especially for

autonomous driving. From an engineering perspective, the uncertainties in vehicle dynamics and

surrounding environment noise can be time-varying, bounded, and follow certain distributions [84].

Robust control captures the model uncertainties. It is an essential feature in control theory that is

applied to uncertain or noisy systems to capture worst-case scenarios in a system. It is also available

in the game literature where the game design incorporates one or multiple control systems that

must be robust for specific safety-critical applications. For instance, the altitude control of aerial

vehicles [85], chemical reactions, and precision tracking systems [86] are examples of the robust

game application.

Risk-sensitive or robust application for the zero-sum differential game with the infinite horizon

is available in the literature. The benefit of studying the infinite horizon is that the final cost

is not included in the cost function, and the overall cost is discounted over the horizon. In one

approach, the authors established values and saddle-point equilibria for the formulated game with

risk-sensitive payoff considering discounted and ergodic criteria. The study method focused on

analytical expressions and proofs without numerical application [87]. Another study focused on the

robust control of continuous-time singularly perturbed bi-linear quadratic systems with an additive

disturbance. The uncertainty of the system acted as a player, transforming the control system into

a two-person zero-sum game model. Finally, this study explored the saddle-point equilibrium for a

chemical reactor model to verify the algorithm [88].

Regarding the non-zero-sum game form, an adaptive critic approach was proposed to approxi-

mate the online Nash equilibrium solution for the robust trajectory tracking control for continuous-
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time uncertain nonlinear systems. The proposed system incorporated a combination of the tracking

error and the reference trajectory. It applied one critic neural network (NN) for individual players

to approximate the coupled Hamilton–Jacobi–Bellman (HJB) equations and compute the feedback

controls for the Nash equilibrium solution. The system was tweaked using the NN weight updates

and verified by two numerical examples [86].

Engwerda presented the open-loop application of the robust Nash Equilibrium in a finite time

setting and non-cooperative formulation [89, 90]. Later, others tried to expand the feedback game

system with basic applications and simple numerical examples [91, 92]. Researchers also applied a

variation of this method for robust event-triggered altitude control games for satellites traversing

the earth’s orbit. They studied the disturbance as a player in the game with a coordinated micro-

satellite. The altitude regulation problem is formed into a robust differential game so each player

(micro-satellite) can compute the worst control strategy to counter the time-varying disturbance

with the finite distribution [85].

Robust control for autonomous driving applications is studied for lane change maneuvers in

a hierarchical game framework for a highway driving scene [84]. The study developed a robust

decision-making strategy to capture model mismatches in the prediction model. At the same

instance, the model used the confidence of the driver’s behavior to obtain less conservative actions

for AV. Similarly, a recent study tested robots with a robust framework to understand pedestrian

motion by combining robust control and intent-driven human modeling input to formulate a novel

human motion predictor. The proposed approach tried to predict human states by trusting the

intent-driven model to decide unlikely human actions and safeguard against all other possible

actions in the form of a robust control predictor [93].
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4.2 Contributions

The primary contributions of this chapter are:

� We define a robust nonzero-sum dynamic linear quadratic game framework for AV interaction

to allow for a finite disturbance in the player cost function and noise in the system dynamics.

The disturbance in the cost function tries to maximize the overall cost as an adversarial input,

whereas the system noise perturbs the system dynamics.

� We derive and describe the model-based setting to compute the Robust Nash Equilibrium

feedback strategies and value functions for the AV interaction framework.

� We provide numerical experimentation based on the AV interaction framework to illustrate

the proposed algorithm’s effectiveness in capturing and filtering uncertainty representations.

4.3 Game Elements

To understand the process and the robust game design lets start with a description of the dynamic

system. We will delve into the specific AV and pedestrian dynamics game later in the chapter.

We aim to define the general robust form of the non-cooperative differential game in this section

by deriving inspiration from several studies ([94, 89, 91, 92, 85]). The general nonlinear dynamic

system in continuous time is as follows,

xt+1 = f(xt, u
1
t , .., u

N
t , ωt), ∀t ∈ [t0, T ] (4.3.1)

where xt ∈ R represents state column vector of the game and uit ∈ R reflects the control strategy

at time t for each player i. Here i represents the number of players (i = 1, 2, .., N), î represents the

combination of players other than i, and t0 is the initial time. The noise or disturbance is reflected
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by ωt. Here, ω is a finite unknown or external disturbance and square integrable (ω ∈ L2[0, T ]).

The general cost function or performance index for each players can be written as,

J i(xt, ut, u
î
t, ωt) =

T−1∑
t=0

ci(xt, u
i
t, u

î
t, ωt) + hiT (4.3.2)

where, ci is the running cost and hi is the terminal cost. Notably, the control region is a

subset of R. The formulation dictates that f , ci, and hi are such that for all (uit, u
î
t, ωt) ∈ U i

adm ×

U î
adm ×L2[0, T ]. Here Uadm represents all the admissible control strategies, U i

adm control strategies

for player i, and U î
adm defines the control strategies of all other players except i. The theoretical

premise is that the dynamics (xt+1) admits an unique solution given that the cost function J i
t is

well defined.

Now, we explore the inclusion of worst case uncertainty from the i-th player’s perspective. In

this case the controls uj are distributed according to the players other than the i-th player, where

j ∈ 1, ..., N .

J i(xt, u
i
t, u

î
t, ω

i∗
t ) = max

ω∈L2[t0,T ]
J i(xt, u

i
t, u

î
t, ωt) (4.3.3)

Considering the premise of Nash Equilibrium and the existence of uncertainty function ωi∗
t for

the i-th player, the control strategies (u1t,r, u
2
t,r, ..., u

N
t,r) follow robust feedback equilibrium, where

(uit,r, ..) ∈ Uadm. In the form of inequality, this can be written as,

J i(xt, u
i
t,r, u

î
t,r(t), ω

∗
i ) ≤ J i(xt, u

i
t, u

î
t,r, ω

i∗
t ) (4.3.4)

Following these conditions it can be stated that (u1,rt , u2,rt , ..., uN,r
t ) is a vector of robust feedback

Nash equilibrium strategies for all players. To understand and solve the robust interaction game
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we need to define the traditional value function and modify the contents according to the robust

cost function from the previous section. Considering the control strategies (u1t , u
2
t , ..., u

N
t ) we can

define the basic value function for player i is as follows,

V i(xt) = min
ui∈U i

J i(xt, u
i
t, u

î,r
t , ωi∗

t,ui,uî,r
t

) ∀i ∈ 1, 2, ..., N (4.3.5)

Using the Bellman principle of optimality for the cost J i, the value function definition can be

defined as,

V i(xt) ≤ J i(xt, u
i
t, u

î,r
t , ωi∗

t,ui,uî,r
t

) = max
ω∈L2[t,T ]

J i(xt, u
i
t, u

î,r
t , ω)

= max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i
t, u

î,r
t , ωt) +

T∑
t̂

J i(xt, u
i,r
t , uî,rt , ωt)

}

= max
ω∈L2[t,T ]

{
T∑
t̂

J i(xt, u
i,r
t , uî,rt , ωt) + V i(xt̂)

}

(4.3.6)

where, the control uît,r represents the robust Nash strategies and xt̂ fulfills the general dynamics

equation xt+1 for other players except i, and ω∗ is the uncertainty function described earlier. Now

taking the minimum over the control uit yields to,

V i(xt) ≤ min
ui
t∈U i

max
ω∈L2[t,T ]

{
T∑
t̂

J i(xt, u
i
t, u

î,r
t , ωt) + V i(xt̂)

}
(4.3.7)

If we consider that for any small deviation ∆s > 0, there is an admissible control (ui,∆s
t ∈ U i

adm)

with the following characteristics,
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V i(xt) + ∆s ≥ max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i,∆s
t , uî,rt , ωt) + V i(xt̂)

}
(4.3.8)

which dictates that x∆s
t is the solution of the dynamics xt+1 with respect to the control ui,∆s

t

by maintaining the other players in a fixed position. Otherwise, if there exist a ∆s > 0 for any

uit ∈ U i
adm we would have the following inequality.

V i(xt) + ∆s < max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i
t, u

î,r
t , ωt) + V i(xt̂)

}
(4.3.9)

Afterwards, if we consider the Bellman principle of optimality and control strategy uit = ui,rt ,

the inequality arrives at the following contradiction.

V i(xt) + ∆s < max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i,r
t , uî,rt , ωt) + V i

t̂
(xt̂)

}

≤ max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i,r
t , uî,rt , ωt) +

T∑
t̂

J i(xt, u
i,r
t , uî,rt , ω∗

t )

}

= V i(xt)

(4.3.10)

Therefore, from the previous inequality equation 4.3.8 we arrive,

V i(xt) + ∆s ≥ min
ui
t∈U i

max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i
t, u

î,r
t , ωt) + V i(xt̂)

}
(4.3.11)
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Now, since the inequality 4.3.11 has ∆s > 0 and arbitrary, we can write,

V i(xt) ≥ min
ui
t∈U i

max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i
t, u

î,r
t , ωt) + V i(xt̂)

}
(4.3.12)

Considering the inequalities which follows the Nash equilibrium and Bellman principle of opti-

mality, we can define the robust form of the dynamic programming equation as follows,

V i(xt) = min
ui
t∈U i

max
ω∈L2[t,T ]

{
t̂∑
t

J i(xt, u
i
t, u

î,r
t , ωt) + V i(xt̂)

}
∀t̂ ∈ [t, T ] (4.3.13)

The Hamilton-Jacobi-Bellman equation for player i’s value function can defined by the following

partial differential equation.

V i
t(xt) = min

ui
t

max
ωt

{
J i(xt, u

i
t, u

î,r
t , ωt) + V i

t+1(xt+1)

}
(4.3.14)

4.4 Robust Interaction Game

Now we shift our focus from the robust general game to the customized linear quadratic differential

game between pedestrians and autonomous vehicles. In the game system, AV is modeled according

to kinematic bicycle dynamics, and pedestrians are modeled on unicycle dynamics. The perfor-

mance index or cost function of each player is designed to capture a specific noise or disturbance

pattern that is bounded and time-varying. Thus the objective of each player lies in searching for a

robust control strategy to realize the possible effect of the disturbance. In this section, we explore

the unique formulation of the robust feedback Nash equilibrium strategies for each player of an

interactive game with uncertainty. Notably, in an interaction event between pedestrians and AV,

pedestrians are expected to behave randomly compared to AV. Thus, we need to design a system
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that is not overly aggressive or conservative from an AV perspective while interacting with pedes-

trians on urban streets. We can define this random disturbance using a time-varying and bounded

noise system, which will inform the players over a know distribution. By formulation, players will

be adept at handling such disturbances readily.

4.4.1 AV Dynamics

State Dynamics: Kinematic Bicycle model [78], ẋv = f(t, xv, u) State:

xv = [ Xv Yv va ϕv ]T (4.4.1)

where, Xv, Yv denotes the AV position in Cartesian co-ordinate, and va, ϕv denotes the speed and

heading of AV, respectively. The state dynamics can be written as follows,



Ẋv

Ẏv

v̇a

ϕ̇v


=



va · cosϕv

va · sinϕv

av

va
L · tanδv


(4.4.2)

where the control variables are ua = (av, δv).

4.4.2 Pedestrians Dynamics

State Dynamics: Unicycle model [78], ẋp = f(t, xp, u) State:

zp = [ Xp Yp vp θp ]T (4.4.3)
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where, Xp, Yp denotes the pedestrian position in Cartesian co-ordinate, and vp, θp denotes the

speed and heading of the pedestrian. The state dynamics can be written as follows,



Ẋp

Ẏp

v̇p

θ̇p


=



vp · cosθp

vp · sinθp

ap

δp


(4.4.4)

where the control variables are up = (ap, δp). ap is the acceleration, and δp is the change of

heading per unit of time.

4.4.3 Game System Description

Consider the nonlinear dynamical system described by a noisy differential equation,

dx = f(x,u)dt+ F(x,u)dω (4.4.5)

where, state x ∈ Rn, control u ∈ Rm and noise ω ∈ Rq. We define the running cost for each

player (i = 1, 2, .., N) as ℓi(x, u, t) and hi(xT ) as the terminal cost, where T denotes the final time

of the finite horizon game. Here, ui represents the control law for each player i. The cost function

is a collection of cost designed to accumulate over time with the game system initialized with each

player’s state x at time t, and controlled over the finite horizon T based on the control ui. With a

little redundancy in notation we repeat the general form of the cost in continuous setting.

ci(x, u, ω, t) =

[
hi(x(T )) +

∫ T

t
ℓi(τ, x(τ), ui(τ), uî(τ), ω)d(τ)

]
, ∀i = 1, 2, .., N (4.4.6)

Similar to the previous section, ω defines the disturbance in the system. In the game design, the
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noise is added to the state and control variables of each player, known as control-dependent noise.

The premise of using a known noise is that the players do not fully know the state and control

variables and within closed roadway environment the external disturbance can be defined with a

time-varying known distribution. As noted in the literature application of robust control on AV

and pedestrian are there for individual model purposes. This study attempts to apply the robust

control on both players in a game environment. The previous chapter focused on the incomplete

information access due to control dependent noise, which is also valid with distinction that this

time we know the noise distribution over time for each player. Here, AV can not fully access their

control variable of the other players. However, they tackle that lack of access to information with

an adversarial input in the cost function that we will discuss later in this section. Moreover, as we

translate the game into the linear quadratic form, the noise or disturbance is designed to directly

impact the players’ optimal control strategies.

Finding the optimum global strategy for each player may be challenging in the game conditions.

However, we approximate the optimum local strategy for each player within a specific feasible

condition. We approximate the optimal control strategy in the vicinity of the optimal trajectory by

applying the optimal control on the system dynamics. We discretized the time horizon to formulate

the system dynamics into several steps for the time-varying linear dynamics approach. Since the

trajectory depends on the initial conditions, the optimal control approximations also depend on

similar conditions.

4.4.4 Local Approximation

The locally optimized control law is constructed iteratively. Each iteration of the algorithm begins

with a control sequence u(t) and the corresponding trajectory xt, obtained by applying ut to the
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system dynamics (xt+1) with initial states (x0) following Euler’s integration.

xt+1 = xt +∆t.f(xt, ut)

where time is discretized as t = 1, ...., k with time step ∆t = T/(k − 1). The time varying

quantities such as controls for each player become uit ≜ ui((k − 1)∆t).

We linearize the system dynamics and quadraticize the cost functions around the nominal tra-

jectory (x̄, ū) to obtain a discrete time linear system with quadratic cost. The linear approximation

of the system dynamics transform the nonlinear system as follows,

xt+1 = Atxt +

N∑
j=1

Bj
tu

j
t +Dt(ωt), ∀t = 0, ..., k − 1 (4.4.7)

where,

At = I +∆t · ∂f
∂x

, Bt = ∆t · ∂f
∂u

, Dt =
√
∆t · ∂F

∂x
, ∀t = 0, ..., k − 1

The quadratic transformation of the player costs results as follows.

J i(xt, u
i
t, u

î
t, ωt) =

1

2

T∑
t=1

[
(xTt Qt

i + 2qt
i)xt +

N∑
j=1

(ujTt Rij
t u

j
t + 2rijt u

j
t )− ωtW i

tωt

]
, ∀i = 1, 2, ..N

(4.4.8)

where, ℓ = J

qt = ∆t · ∂ℓ
∂x

, Qt = ∆t · ∂2ℓ

(∂x)2

rt = ∆t · ∂ℓ
∂u

, Rt = ∆t · ∂2ℓ

(∂u)2

(4.4.9)

In the dynamics equation, At ∈ Rn×n, Bt ∈ Rn×u and Dt ∈ Rn×r. The finite disturbance
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ω enters the system through the matrix Dt. In the quadratic cost function x represents the state

vector, ui denotes control strategies of the player i, and uî denotes control strategies of other players

except i. ωt denotes the predefined disturbance. The distinction in this case is that the objective

of each player in the game is to find the robust control strategy that minimizes their respective

cost while maximizing the adversarial input (disturbance) that is introduced in each players cost

function. The first two terms in the cost function xTQix and ujTRijuj penalizes state and control

deviation, respectively. Whereas the third term (ωtW i
tωt) works as an adversarial input to penalize

the disturbance from player i’s perspective.

Each player works to optimize their control strategy by optimizing their respective cost func-

tion independently and coordinates with other players to achieve the optimum interaction. The

weighting cost matrices Qt,Rt are symmetric and semi-positive or positive definite. The matrix

Wt is symmetric and positive definite for all players. This matrix also contains the disturbance

vector or system noise in an indirect way to describe the model risk for each player in the game

setting. The uncertainty setup is included in the framework in a way that players do not expect

large deviation in dynamics when the uncertainty term is large enough. Moreover the control or

input signal approaches to zero when player’s assume a large value (worst-case scenario) of the

weight matrix W.

4.5 Robust Controller Design

The approximation of the optimal control strategy of players will be affine in form ui∗t = πi
t(xt) =

−Ki
t · xt − αi

t. The feed-forward component αi
t in the optimal control strategy arises from the

transformation of the system and cost of players. The control strategy of players are approximately

optimal because the game system has control constraints and non-convex costs.

We can design the control strategies uit for the players for time steps t, ..., (k−1). Then, the cost-
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to-go V i
t(xt) for each player is well defined as the costs accumulates over time with initial state x0

and time t0, following the optimal strategies πi
t for the rest of the time steps. The Hamilton-Jacobi-

Bellman (HJB) equations for each player’s value function derived in the game element section,

V i
t(xt) = min

ui
t

max
ωt

{
J i(xt, u

i
t, u

î
t, ωt) + V i

t(xt+1)

}

= min
ui
t

max
ωt

{
1

2

(
(xTt Q

i
t + 2qiTt )xt +

N∑
j=1

(uTt R
ij
t + 2rijt )u

j
t − 2ωtW iωt

)
+ V i

t+1(xt+1)

}

(4.5.1)

where, ℓi = J i is the running cost and the final value V i
T+1(xt+1) = 0. The value function

solution for the linear-quadratic game can be found in the quadratic form [3].

V i
t =

1

2
xTt P i

txt + ST
t xt + ηit (4.5.2)

with P i
T+1 = 0, Si

T+1 = 0, ηiT+1 = 0 to be consistent with the final value condition. Now

considering the proposed solution of the V i
t(xt), the last term of the HJB equation 4.5.1 transforms

into,

V i
t+1(xt+1) =

1

2
xTt+1P i

t+1xt+1 + SiT
t+1xt+1 + ηit+1 (4.5.3)

Now, considering the game dynamics 4.4.7 the term can be written as follows,

V i
t+1(xt+1) =

1

2

(
Atxt +

N∑
j=1

Bj
tu

j
t +Dt(ωt)

)T

P i
t+1

(
Atxt +

N∑
j=1

Bj
tu

j
t +Dt(ωt)

)

+ SiT
t+1

(
Atxt +

N∑
j=1

Bj
tu

j
t +Dt(ωt)

)
+ ηit+1

The feedback control law is obtained by finding the minimizes of V i
t(xt). The assumption for
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this case relates to convexity and set the gradient to zero,

0 = Rii
t u

i
t + riiTt + BiT

t P i
t+1

(
Atxt +

N∑
j=1

Bj
tu

j
t +Dtωt

)
+ BiT

t+1Si
t+1 (4.5.4)

The admissible optimal control ui∗t based on the linear feedback is an affine function. The αi
t

term is added to the equation to capture the linear transformation of the nonlinear system.

ui∗t = −Ki
txt − αi

t (4.5.5)

Inserting the optimal control strategy ui∗t leads to,

0 = −Rii
t (Ki

txt + αi
t) + riiTt + BiT

t P i
t+1

(
Atxt −

N∑
j=1

Bj
t (K

j
txt + αj

t ) +Dj
tω

j
t

)
+ BiT

t+1Si
t+1 (4.5.6)

Two similar systems of equations to find Ki
t and αi

t,

(
Rii

t + BiT
t Si

t+1Bi
t

)
Ki

t + BiT
t P i

t+1

∑
j ̸=i

Bj
tK

j
t = BiT

t P i
t+1At

(
Rii

t + BiT
t Si

t+1Bi
t

)
αi
t + BiT

t P i
t+1

∑
j ̸=i

Bj
tα

j
t = BjT

t+1S
i
t+1 + riit +Di

tωt

(4.5.7)

Based on the similar systems of equations, we can compute the control strategy using linear

equations α = H \Mα , K = H \MK, where,

H = Rii
t + BiT

t P i
t+1Bi

t

Mα = riit + BiT
t Si

t+1 +Di
tωt

MK = BiT
t Si

t+1At

(4.5.8)
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Similarly we can find an equation for the disturbance ωt for player i by maximizing the V i
t(xt),

ωi∗
t = (W i −DT

t P
i
t+1Dt)

−1

{
DT

t P
i
t+1(Atxt −

N∑
j=1

Bj
tu

j
t ) + SiT

t Dt

}
(4.5.9)

4.5.1 Game Solution

Now we derive the necessary expression for P i
t , Si

t , and ηit of the proposed solution of HJB equation.

V i
t(xt) =

1

2

(
(xTt Q

i
t + 2qiTt )xt +

N∑
j=1

(
(Kj

txt + αj
t )

TRij
t − 2rijTt

)(
Kj

txt + αj
t

)
− ωtW i

tωt

)

+
1

2

((
Atxt −

N∑
j=1

Bj
t (K

j
txt + αj

t ) +Dtωt

)T
P i
t+1 + 2SiT

T+1

)

×
(
Atxt −

N∑
j=1

Bj
t (K

j
txt + αj

t ) +Dtωt

)
+ ηit+1

(4.5.10)

To shorten the equation, we consider,

Gt = At −
N∑
j=1

Bj
tK

j
t

βt = −
N∑
j=1

Bj
tα

j
t

µP = (W i −DT
t P

i
t+1Dt)

−1(DT
t P

i
t+1Gt)

µS = (W i −DT
t P

i
t+1Dt)

−1(DT
t P

i
t+1βt)

The value function equation becomes,

P i
t = Qi

t +
N∑
j=1

KiT
t Rij

t Ki
t + GT

t P i
t+1Gt + GiT

t DjT
t P i

t+1µP, PT+1 = 0

Si
t = qit +

N∑
j=1

(KiT
t Rij

t α
j
t −KiT

t rijt ) + GT
t (Si

t+1 + P i
t+1βt) + GiT

t DjT
t P i

t+1µS, St+1 = 0

(4.5.11)
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4.6 Iterative Algorithm Overview

The iterative algorithm for the robust interaction framework in this study is inspired from several

iterative control and game theoretic approaches [95]. The algorithmic steps are listed below.

� In the first step we initialize the player trajectory with initial trajectory vector xt and simulate

the trajectory with respect to the system disturbance and initial control strategies to arrive

to the next operating point of the game.

� In the second step we proceed to linearize the nonlinear dynamics xt+1 an quadraticize the

cost J i. We follow the procedure mentioned in the local approximation section and complete

this step with linearized dynamics and quadratic costs. The finite disturbance ω is added to

game system and the adversarial input ωtWωt is included in the player cost function.

� In the third step we continue to the linear quadratic game formulation. Using the robust

dynamic programming equation we solve for the robust feedback Nash equilibrium. We

complete this step in backwards from final time horizon to initial time to compute the optimal

control strategies for the players in the game. We use the HJB equation solution noted in the

game solution section.

� In the fourth step we employ the combination of regularization and control to ensure the

stability and optimality of the proposed game. For instance, regularization prevents the

overfiting to the noise sequence and control stabilizes the system by reducing cost to ensure

optimality. After deriving the dynamic programming solution for the game problem in the

previous step, we get the new control gains Kt and offset update αt.

� In the final step we perform line search, which is used to ascertain the convergence condition.

In the proposed linear quadratic game with a known system noise or disturbance, it searches

77



for the optimal strategy that minimizes the cost function associated with the players. More

appropriately, the update in each iteration may lead to an increased cost or divergence in

case the new trajectory is far from the valid region of local approximation. To avoid this

incidence, the new nominal control trajectory is computed by backtracking line search with

initial step of 0.5. The subsequent step is varied manually to test different approximations of

the nominal trajectory. When the candidate trajectory results in a lower cost estimation or

remains within the valid region of approximation, then this trajectory is accepted. Otherwise,

the entire process is reiterated to find the appropriate trajectory where the control is within

a threshold. After meeting the convergence criterion the proposed algorithm returns nominal

trajectory and optimal feedback strategies. Otherwise it iterates over the first step and revisits

the steps all over again until convergence.

4.7 Numerical Results

The player model assumptions are same as those in chapter-3. The cost components and constraints

for both AV and pedestrians are also similar to that of Chapter-3. The numerical results section

complements and extends the results obtained in Chapter-3. The iterative algorithm of this study

is different in design, application, and follows the identical steps conforming to the risk sensitive

iterative LQR design [95]. In the numerical result section, we show that the presence of a time-

varying finite disturbance in the system can be captured and mitigated considering the adversarial

input in the player cost function. We draw comparison between a stochastic linear quadratic game

model that undergoes system disturbance without the adversarial input and a robust game model

that addresses the disturbance with the adversarial input as a special player component in the cost

function.
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4.7.1 3-Player Robust Interaction Game

The three-player interaction game parameters are given in tabular format, including the time-

varying finite disturbance, initial states, target states, and collision radius of players. The game

parameters remain exactly the same for both type of games. The game parameters are in meters

where applicable.

Table 4.1: Game Parameters for 3-Player Interaction

Parameters Autonomous Vehicle Pedestrian-A Pedestrian-B

Initial State (-12, 0, 0, 2.2) (0, 9, -π/2, 1.2) (0, -9, π/2, 1.2)
Target State (15, 0, 0, 4) (0, -10, 0, 1.5) (1, 10, 0, 1.5)
Finite Noise 0.9sin(0.01t)exp0.01t 0.9sin(0.01t)exp0.01t 0.9sin(0.01t)exp0.01t

Collision Radius (m) 2.5 0.9 0.9

The game trajectory describes the interaction between three players (one AV and two pedes-

trians over a crosswalk). The interaction is sensitive to initial conditions as AV’s higher speed and

short distance from the crosswalk will likely encourage no major interaction event between AV and

crossing pedestrians. Thus, the game is formulated in a way to promote an interaction between

the players. The interaction dynamics of AV and pedestrians are governed by the transformed

dynamics of the players and feedback strategy. The finite disturbance is visible in the state and

control variable of the players, specifically for players in the regular stochastic game without the

adversarial input.

Exploring the Figure 4.1 shows that the stochastic AV interaction framework described in the

previous chapter cannot handle the time-varying finite disturbance in the system dynamics. The

adversarial input in the cost function and robust Nash feedback approximation captures the finite

disturbance and filter it out from the player trajectory.

Similarly, the trajectory fused with the speed (Fig 4.2) shows that the robust game handles

the finite disturbance well compared to the stochastic game formulation. The comparison is drawn
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(a) Three Player Game without Adversarial Input (b) Three Player Robust Game with Adversarial Input

Figure 4.1: Three-Player Interaction Game with and without Adversarial Input

(a) Player Trajectory and speed without Adversarial
Input

(b) Player Robust Trajectory and speed in the pres-
ence Adversarial Input

Figure 4.2: Three-Player Interaction Game Trajectory and speed combination with and without
Adversarial Input

with the same initial conditions for both type of games. With similar finite disturbance in the

system the speed distribution for the players are almost identical for both cases. The primary goal

in this case is to achieve a control strategy that captures the finite disturbance and adjust the game

variables in the AV framework to interact safely.

The individual speed distribution of the players over the finite horizon (Fig 4.3a) also shows

significant impact of the finite disturbance throughout the interaction event. However the impact of
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(a) Three-Player Speed Trajectory without Adversar-
ial Input

(b) Three-Player Robust Speed Trajectory with Ad-
versarial Input

Figure 4.3: Three-Player Interaction Game Speed Trajectory with and without Adversarial Input

the disturbance is filtered in the robust game framework (Fig 4.3b). The robust game framework will

aid AV in smooth motion planning and discard abrupt motion changes due external disturbance.

This will in turn improve the ridership quality and trajectory prediction in the real-world AV

decision making process.

(a) Three-Player Acceleration Trajectory without Ad-
versarial Input

(b) Three-Player Robust Acceleration Trajectory with
Adversarial Input

Figure 4.4: Three-Player Interaction Game Acceleration Trajectory with and without Adversarial
Input

The acceleration distribution without adversarial input shows the maximum impact of the finite

noise distribution (Fig 4.4a). It implies that in certain game conditions players behavior is affected
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by the finite disturbance and the previous stochastic framework is not adequate to capture and filter

the disturbance. The proposed robust game captures the disturbance with the help of adversarial

input and robust dynamic programming equation. Close inspection of the robust acceleration (Fig

4.4b) shows that there is some effect of noise near the final time as the disturbance is time-varying

and reaches maximum at the end horizon. However, we are limited to the interaction event that

occurs in between 4 to 7 seconds in the time horizon.

(a) Three-Player Orientation without Adversarial In-
put

(b) Three-Player Robust Orientation with Adversarial
Input

Figure 4.5: Three-Player Interaction Game Orientation with and without Adversarial Input

From the numerical results of two types of game with respect to orientation (Fig 4.5) and

steering control (Fig 4.6), we can see that the robust formulation captures the finite time-varying

disturbance and performs a smoothing or filtering type of effect on the game variables. Notably, the

robust game formulation is flexible to explore all the behavioral conditions discussed in Chapter-3

to verify the robustness of the new formulation for the AV interaction framework. Moreover, we can

extend the applicability of the robust control to only on AV with random noise on the pedestrians

dynamics to make the AV interaction framework adept to urban setting.
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(a) Three-Player Steering Control without Adversarial
Input

(b) Three-Player Robust Steering Control with Adver-
sarial Input

Figure 4.6: Three-Player Interaction Game Steering Control with and without Adversarial Input

4.8 Quantitative and Qualitative Evaluation

The quantitative and qualitative evaluation in this section follows the same methodology detailed

in Chapter-3.

4.8.1 Quantitative Evaluation

Table 4.2: Quantitative Evaluation Summary for Robust Game

Avg Crossing (s) Avg Simulated (s) Difference (s)

Scenario Sample Mix Con Agr Int Crs Int Crs Int

A (1) 16 10.331 10.750 9.075 2.994 10.372 3.252 0.041 0.258
B (2) 10 10.380 10.539 8.950 3.035 10.475 3.112 0.095 0.077
C (3) 7 10.519 10.506 9.200 3.048 10.621 3.311 0.102 0.263
D (4) 6 10.758 10.810 9.233 3.079 11.225 3.321 0.467 0.242
E (5) 5 10.972 11.068 9.133 3.092 11.595 3.251 0.623 0.159

*Avg - Average, s - Seconds, Mix - Mixed, Con - Conservative, Agr - Aggressive, Int - Interaction,
Crs - Crossing.

The results indicate that the average crossing and interaction time for each simulated scenario

closely matches real-world data. For instance, the difference between simulated and real-world

crossing time for two pedestrians crossing from the opposite direction is 0.095 seconds. For the

83



four pedestrians crossing scenario, the difference between average crossing time is about 0.467

seconds. The interaction time difference for multiple pedestrian scenarios (A, B, C, D, E) ranges

from 0.258 to 0.263 seconds (Table 4.2). The maximum difference in average crossing time (0.623)

is recorded for scenario E with 5 pedestrians crossing as a group. The average interaction time

remains identical across the scenarios.

4.8.2 Qualitative Evaluation

We evaluate the robust game using qualitative pedestrian trajectories. The motion pattern of

real-world pedestrians relates to the simulated trajectories with noise. The robust game filters

the noisy trajectory and generates a smooth trajectory for AV and pedestrians. The flexibility of

the smoothing effect is controlled through the weightage of the adversarial input into the system.

This implies that the AV can fine-tune the robust control to adjust to real-world pedestrian motion

patterns and interact safely. The flexibility of the robust model developed in this chapter will aid in

smoothing AV trajectory while maintaining the noise element in the pedestrians’ motion to reflect

real-world conditions.

(a) Pedestrian Trajectories from 3-player Robust
Game

(b) Pedestrian Trajectories from 5-player Robust
Game

Figure 4.7: Qualitative Evaluation of the Simulated Trajectories with respect to ETH data
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The simulated pedestrian trajectories visually match the motion pattern of the real-world data

with some differences (Fig 4.7). The visual difference with the real-world trajectories occurs as

the pedestrians are not walking in a controlled crosswalk environment in the presence of a vehicle

nearby. The flexibility of the robust game framework allows us to model the noise configuration for

pedestrians and AV separately. This game formulation would aid in real-world motion control of

AV that requires a smooth trajectory for ride comfort and safe interaction. In contrast, pedestrians’

motion is always susceptible to environmental noise and individual crossing behavior. Thus, filtering

the motion noise of AV for smooth trajectory and capturing the noisy behavior of pedestrians during

an interaction event would aid the AV’s decision-making capability in urban scenarios.

4.9 Conclusion

The proposed game describes a specific noise structure to handle stochastic features of the inter-

action scenario between pedestrians and AV in urban streets. Based on our understanding of the

stochastic noise process in the previous chapter, the proposed robust game in this chapter inves-

tigates a novel formulation using an adversarial input in the cost function in the form of a finite

disturbance. The concept of designing the AV interaction framework stems from the safe systems

approach in transportation, where the goal of designing any particular strategy or infrastructure

incorporates the possibility of driving or human error. The game framework also establishes the

robust dynamic programming equation with the help of the optimality principle, which implies that

each player tries to minimize the core cost components related to state and control. Whereas the

adversarial input always tries to maximize the cost components.

We use a novel game theoretic approach to detail the AV interaction against finite disturbance

and adversarial input. The game framework is flexible because we can customize different types of

finite disturbance on the system and develop an adequate adversarial input for each player’s cost
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function to design a robust framework for different scenarios. From an algorithmic perspective,

the interaction framework for AV finds local approximations in a multiplayer noisy dynamic game

setting. It resembles the architecture of the risk-sensitive iterative Linear Quadratic Regulator

setting. The game solution preserves the competitive and cooperative behavior associated with the

Nash Equilibrium and extends the solution concept for time-varying finite disturbance instead of

the previous control-dependent noise. Although the time-varying disturbance is maximum near the

end of the finite horizon, our goal is to explore the impact of the disturbance on the players during

the actual interaction and find possible ways to mitigate the noisy state and control trajectories.

The benefit of the proposed robust game framework is two folds. Firstly, the interaction frame-

work of AV will be ready to capture such external disturbances and plan accordingly in the presence

of other players. Secondly, the game can be formulated in a way that only one player (AV) may

emphasize the robust control, whereas the other players (pedestrians) may operate on random

stochastic noise distribution. The smooth trajectory will aid AV motion control, planning, and

rider comfort in a real-world interaction. The scenarios we explored in the previous chapter for

different types of pedestrian crossing behavior can also be demonstrated with the robust game

framework with finite disturbance and adversarial input.

Our investigation into the system mechanism shows that the robust game is sensitive to initial

conditions and communication strategies. For this chapter, we proposed a robust differential game

that can handle external noise as an adversarial input to the system. We evaluate the robust game

using quantitative and qualitative methods. The quantitative method follow the field data from

Chapter-3 and draws a difference between actual and simulated crossing and interaction time. The

results described in the previous section show that the robust framework closely matches the real-

world data. Similarly, the visual comparison of motion pattern of real-world pedestrians relates to

the simulated trajectories with noise.
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The robust game in this chapter is set up in a finite horizon and follows a feedback control

strategy. The feedback control implies that immediate information is available to each player,

which helps to identify a safe and optimal strategy for any given interaction scenario. However, in

real-world scenarios, each interacting player can access limited or delayed information about other

players’ states. For instance, pedestrians are limited by peripheral vision and other constraints,

whereas vehicle control may vary with the ever-changing urban scene. Thus, a strategy with

delayed information available to the players will reflect the interaction event more accurately. In

our following research approach, we will explore the delayed feedback strategy for pedestrians and

AV with the goal of updating the current framework.
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Chapter 5

Delayed Feedback Interaction

Framework for Autonomous Vehicles

and Pedestrians

5.1 Introduction

In this chapter, we explore a delayed feedback information system for the players based on the

stochastic linear quadratic game proposed in chapter-3. The proposed interaction framework ac-

commodates the Brownian Motion noise on the control of the players and a finite delay in the

game system. This study assumes that the players can access their state information in a system

delayed by a time step. To solve such a game system, we introduce a novel form of the Hamilton-

Jacobi-Bellman equation for each player, which computes the delayed feedback at each time step

and solves the game for Nash equilibrium.

The delayed feedback game formulation includes the general elements, including (a) game ele-

ments; (b) controller design; and (c) algorithm design. The game elements define players’ behavioral
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features and cost components, drawing parallels with those described in Chapter-3. The controller

design is the core component of the study, as all the derivation and equilibrium concepts related to

the time-delayed feedback game stem from this section. In contrast, the algorithm design enforces

local approximation, backward pass, control regularization, and line search for convergence condi-

tions similar to that of Chapter-3. The study’s uniqueness is combining all the described elements

and developing a stochastic game theoretic framework for Autonomous vehicle interaction with

pedestrians in urban streets with delayed communication patterns. The stochastic component for

the interaction framework builds on the control-dependent Brownian motion or Gaussian noise.

The primary motivation for using control-dependent noise remains the same as in Chapter-3, given

that the game formulation comprises a linear quadratic structure.

5.2 Contributions

The primary contributions of this chapter are:

� We define a stochastic nonzero-sum dynamic linear quadratic game framework for AV inter-

action with pedestrians with a finite delay in the feedback control of the players.

� We derive and describe the model-based setting to compute the Nash Equilibrium with de-

layed feedback strategies and HJB functions for the AV interaction framework.

� We provide numerical experimentation based on the AV interaction framework to illustrate the

proposed algorithm’s effectiveness in capturing the associated change in feedback strategies.

5.3 Proposed Interaction Game

Now we shift our focus from the robust general game to the customized linear quadratic differential

game between pedestrians and autonomous vehicles. In the game system, AV is modeled according
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to kinematic bicycle dynamics, and pedestrians are modeled on unicycle dynamics. The perfor-

mance index or cost function of each player is designed to capture a specific noise or disturbance

pattern that is bounded and time-varying. Thus the objective of each player lies in searching for

a optimal control strategy to realize the possible effect of the delay. In this section, we explore

the unique formulation of the delayed feedback Nash equilibrium strategies for each player of an

interactive game with stochastic control dependent noise. Notably, in an interaction event between

pedestrians and AV, pedestrians are expected to behave randomly compared to AV. Thus, we need

to design a system that is not overly aggressive or conservative from an AV perspective while

interacting with pedestrians on urban streets.

5.3.1 AV Dynamics

State Dynamics: Kinematic Bicycle model [78], ẋv = f(t, xv, u) State:

xv = [ Xv Yv va ϕv ]T (5.3.1)

where, Xv, Yv denotes the AV position in Cartesian co-ordinate, and va, ϕv denotes the speed and

heading of AV, respectively. The state dynamics can be written as follows,



Ẋv

Ẏv

v̇a

ϕ̇v


=



va · cosϕv

va · sinϕv

av

va
L · tanδv


(5.3.2)

where the control variables are ua = (av, δv).
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5.3.2 Pedestrians Dynamics

State Dynamics: Unicycle model [78], ẋp = f(t, xp, u) State:

zp = [ Xp Yp vp θp ]T (5.3.3)

where, Xp, Yp denotes the pedestrian position in Cartesian co-ordinate, and vp, θp denotes the

speed and heading of the pedestrian. The state dynamics can be written as follows,



Ẋp

Ẏp

v̇p

θ̇p


=



vp · cosθp

vp · sinθp

ap

δp


(5.3.4)

where the control variables are up = (ap, δp). ap is the acceleration, and δp is the change of

heading per unit of time.

5.3.3 Game System Description

Consider a non-linear dynamical system with time-delay described by a stochastic differential equa-

tion,

dx(t) = f(x(t),u(t),u(t− τ))dt+ F(x(t),u(t),u(t− τ))dω(t) (5.3.5)

where, state x ∈ Rn, control u ∈ Rm, Brownian motion ω(t) ∈ Rq and τ is a fixed delay. The

initial conditions for state and control are x(0) = x0 and u(s) = 0 for any s ∈ [−τ, 0]. f and F

defines the continuous dynamics function and drift dynamics of the system. We define the running

cost for each player (i = 1, 2, .., N) as ℓi(x, u, t) and hi(xT ) as the terminal cost, where T denotes the

91



final time of the finite horizon game. Here, ui represents the control law for each player. The cost

function is a collection of cost designed to accumulate over time with the game system initialized

with each player’s state x at time t, and controlled over the finite horizon T based on the control ui.

With a little redundancy in notation we repeat the general form of the cost in continuous setting.

J i(x, u, t) = E

[
hi(x(T )) +

∫ T

t
ℓi(s, x(s), u(s))ds

]
, ∀i = 1, 2, .., N (5.3.6)

The cost function J(x, u, t) represents the total cost accumulated from initial time t to final

time T with the state system (x) initialized at the time instance t and control input u = u(t, x).

The expectation arises due to the presence of stochastic process ω. In the game design, the noise

is added to the system variables of each player, known as control-dependent noise. The premise

of using noise is that the players do not fully know the control variables. For example, the AV

can not fully access their control variable or the other players. In other words, AVs do not have

complete knowledge of the control pattern of pedestrians. Likewise, pedestrians cannot assume

the AV controls (acceleration and steering) while interacting at the crosswalk. Moreover, as we

translate the game into the linear quadratic form, the control-dependent noise directly impacts the

players’ optimal control strategies, unlike state-dependent noise.

5.3.4 Local Approximation

The locally optimized control law is constructed iteratively. The time is discretized with time step

(sample time) ∆t = T/(K) = τ/l. The time varying quantities such as controls for each player

become u(t)i ≜ ui(k∆t) = uk with k∆t ≤ t < (k + 1)∆t. Each iteration of the algorithm begins

with an initial control sequence ū(t) and the corresponding trajectory x̄(t), obtained by applying

ū(t) to the system dynamics (ẋ(t) = f(x(t), u(t), u(t− τ))) with initial states (x(0) = x0) following
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Euler’s integration.

x̄k+1 = x̄k +∆t.f(x̄k, ūk, ūk−1)

We linearize the system dynamics around (x̄, ū) to describe a discrete time linear system gov-

erned by the state and control deviations such as δxk = xk − x̄k and δuk = uk − ūk, respectively.

Following the deviation quantities, the approximation of the nonlinear continuous time state dy-

namics equation becomes,

δxt+1 = Atδxt +

N∑
j=1

(B0j
t δujt + B1j

t δujt−1) + Ct(δut, δut−1)χt, ∀t = 0, 1, ..., k − 1

with δx0 = 0 and δu−1 = δu−2 = ... = δu−l = 0. Now with a slight abuse of notation we can

define δx = x and δu = u for easier representation. Thus the dynamics equation becomes,

xt+1 = Atxt +
N∑
j=1

(B1j
t u0jt + B1j

t ujt−1) + Ct(ut, ut−1)χt, ∀t = 0, 1, ..., k − 1 (5.3.7)

where,

At = I +∆t · ∂f
∂x

, Bl
t = ∆t · ∂f

∂ul
, Ct =

√
∆t · ∂F

∂ul
, ∀t = 0, ..., k − 1 &l = 0, 1, ..

Now, we can explain each of these terms from the linearization perspective around a nominal

trajectory (x̄, ū) as follows,

f = f(x̄t, ūt, ūt−1),
∂f

∂x
=

∂f(x̄t, ūt, ūt−1)

∂x
, F = F (ūt, ūt−1),

∂f

∂u0
=

∂f(x̄t, ūt, ūt−1)

∂ut
,

∂f

∂u1
=

∂f(x̄t, ūt, ūt−1)

∂ut−1
,

∂F
∂u0

=
∂F (ūt, ūt−1)

∂ut
,

∂F
∂u1

=
∂F (ūt, ūt−1)

∂ut−1
∀t = 0, ..., k − 1&l = 0, 1, ..
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The noise model ξt N(0, Ip) captures multiplicative noise to the control strategies of the players

for t = 0, 1, ..., k − 1. The
√
∆t term describes the linear growth of the covariance of the Brownian

motion with time. The noise covariance is,

Cov
[
Ct(ut, ut−1)χt

]
=

N∑
j=1

(Ct0jujt + Ct1jujt−1)(Ct
0jujt + Ct1jujt−1)

T l = 0, 1, ..p (5.3.8)

Now, we quadraticize the cost functions around the nominal trajectory (x̄, ū) to obtain a discrete

time linear system with quadratic cost. The quadratic transformation of the general player costs

results as follows.

J i
t =

1

2

T∑
t=1

[
(xTt Qt

i + 2qt
i)xt +

N∑
j=1

(ujTt Rij
t u

j
t + 2rijt u

j
t )

]
, ∀i = 1, 2, ..N (5.3.9)

where, i is the number of players in the game, and

qt = ∆t · ∂J
∂x

, Qt = ∆t · ∂2J

(∂x)2

rt = ∆t · ∂J
∂u

, Rt = ∆t · ∂2J

(∂u)2

(5.3.10)

5.4 Computing Cost-to-go

The approximation of the optimal control strategy of players will be affine in form ui∗t = πi
t(xt) =

Ki
t · xt + αi

t. The feed-forward component αi
t in the optimal control strategy arises from the

transformation of the system and cost of players. The control strategy of players are approximately

optimal because the game system has control constraints and non-convex costs. The actual format
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of the feedback will change based on the delay equation. We define the formal optimal control

equation in the later part of the chapter. The general quadratic cost function for the players is as

follows,

J i
t =

1

2

T∑
t=1

[
(xTt Qt

i + 2qt
i)xt +

N∑
j=1

(ujTt Rij
t u

j
t + 2rijt u

j
t )

]
, ∀i = 1, 2, ..N

We can design the control strategies uit for the players for time steps t, ..., (k − 1). Then, the

cost-to-go or value function V i
t(xt) for each player is well defined as the costs accumulates over time

with initial state x0 and time t0, following the optimal strategies πi
t for the rest of the time steps.

The value function solution for the linear-quadratic game can be found in the quadratic form [3].

V i
t =

1

2
xTt P i

txt + ST
t xt + ηit (5.4.1)

with P i
T+1 = 0, Si

T+1 = 0, ηiT+1 = 0 to be consistent with the final value condition. The

Hamilton-Jacobi-Bellman (HJB) equations for each player’s value function,

V i
t(xt) = ℓit(xt, ut) + E

[
V i
t+1(xt+1)

]
= min

ui
t

{
1

2

(
(xTt Q

i
t + 2qiTt )xt +

N∑
j=1

(uTt R
ij
t + 2rijt )u

j
t

)

+ E

[
V i
t+1

(
Atxt +

N∑
j=1

(Bj
tu

j
t + Cj

tχ
j
t )
)]}

(5.4.2)

with ℓt = Jt and the final value V i
T+1(xt+1) = 0.

Alternatively, for the delayed system of a player,

V i
t−1(xt−1) = J i

t−1(xt−1, ut−1) + E

[
V i
t(xt)

]
(5.4.3)
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We can write the equation as follows,

Vt−1 = Jt−1(xt−1, ut−1) + E

[
ηt + (At−1xt−1 + B0

t−1ut−1

+ B1
t−1ut−1 + Ct−1(ut−1, ut−1−l)ξt−1)St

+ (At−1xt−1 + B0
t−1ut−1 + B1

t−1ut−1)
TPt(At−1xt−1 + B0

t−1ut−1 + B1
t−1ut−1)

+ (Ct−1(ut−1, ut−1−l)ξt−1)
TPt(Ct−1(ut−1, ut−1−l)ξt−1)

]
(5.4.4)

Now, after evaluating the expected term and using the fact that trace(UV ) = trace(V U),

p∑
s=1

(C0
s,(t−1)ut−1 + C1

s,(t−1)ut−1−l)
TPt(C0

s,(t−1)ut−1 + C1
s,(t−1)ut−1−l)

5.5 Controller Design

In this section, we focus on the approximation and the delayed system to design the optimal

controller. In this case, we explore the optimal control ui∗t−1 for player i by minimizing the cost

function Jt, when the optimal strategies u∗0, u
∗
1, ..., u

∗
t−2 are given.

Considering the dynamic system with stochastic state and quadratic costs, the optimal control

strategy u0, u1, ..., uk−1 for player i satisfies the following,

ui∗t = πi
t(xt) = Ki

txt + αi
t +

min{(K−t),l}−1∑
s=0

M is
t uk+s−l, ∀t = 0, 1, ...,K − 1 (5.5.1)

The minimum of the cost-to-go is equivalent to,

V i
t =

1

2
xTt P i

txt+ST
t xt+ηit+

N∑
j=1

(

min{(K−t),l}−1∑
s=0

ujTk+s−lR
sj
t ujk+s−l+

min{(K−t),l}−1∑
s=0

ujTk+s−lr
js
t ) (5.5.2)
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The feedback control law is obtained by finding the minimizes of V i
t−1(xt−1). Now we want to

estimate the coefficients of the costs for a player as follows,

Ht−1 = (B0
t−1)

TPtB0
t−1 +

p∑
s=1

(C0
s(t−1))

TPtC0
s(t−1), K ≤ t ≤ (K − l)

= (B0
t−1)

TPtB0
t−1 +

p∑
s=1

(C0
s(t−1))

TPtC0
s(t−1) +R(l−1)(l−1)

t + (B0
t−1)

TRl−1
t + (Rl−1

t )TB0
t−1, 0 ≤ t ≤ (K − l − 1)

Gt−1 = −(Ht−1)
−1αt−1 +Kt−1xt−1 +M0

t−1uk−l−1, K ≤ t ≤ (K − l) (5.5.3)

αt−1 = −(Ht−1)
−1((B0

t−1)
TSt), K ≤ t ≤ (K − l)

= −(Ht−1)
−1((B0

t−1)
TSt + rl−1

t ), 0 ≤ t ≤ (K − l − 1)

(5.5.4)

Kt−1 = −(Ht−1)
−1((B0

t−1)
TPtAt−1), K ≤ t ≤ (K − l)

= −(Ht−1)
−1((PtB0

t−1) +Rl−1
t )TAt−1, 0 ≤ t ≤ (K − l − 1)

(5.5.5)

M0
t−1 = −(Ht−1)

−1[(B0
t−1)

TPtBl
t−1 +

p∑
s=1

(C0
s(t−1))

TPtCl
s(t−1)], K ≤ t ≤ (K − l)

= −(Ht−1)
−1[(B0

t−1)
TPtBl

t−1 +

p∑
s=1

(C0
s(t−1))

TPtCl
s(t−1) + (Rl−1

t )TB1
t−1], 0 ≤ t ≤ (K − l − 1)
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Ms
t−1 = −(Ht−1)

−1(B0
t−1)

TRs−1
t , K ≤ t ≤ (K − l), s = 1, 2, .., k − t

= −(Ht−1)
−1[(B0

t−1)
TRs−1

t +R(l−1)(s−1)
t ], 0 ≤ t ≤ (K − l − 1), s = 1, 2, .., l − 1

(5.5.6)

Considering the coefficients, the cost function components can be written as follows,

r0t−1 = (B1
t−1)

TSt − (M0
t−1)

THt−1αt−1

rst−1 = rs−1
t − (Ms

k−1)
THαt−1, s = 1, 2, ...,mink − t, l − 1

R0
t−1 = (B1

t−1)
TPt(At−1)− (M0

t−1)
THt−1Kt−1

Rs
t−1 = (A1

t−1)
TRs−1

t − (Kt−1)
THt−1Ms

t−1, s = 1, 2, ...,mink − t, l − 1

(5.5.7)

Following the cost representations, the optimal control for player i can be written as follows,

ut−1 = −(Ht−1)
−1Gt−1 = αt−1 +Kt−1xt−1 +M0

t−1ut−l−1 (5.5.8)

The value function for player i becomes,

Pt−1 = Qt−1 + (At−1)
TPtAt−1 − (Kt−1)

THt−1Kt−1

St−1 = qt−1 + ST
t At−1 − (αt−1)

THt−1Kt−1

ηt−1 = ηt − αT
t−1Ht−1αt−1

(5.5.9)

5.6 Numerical Results

The algorithm structure in this chapter is analogous to that of Chapter-3 with minor variations

to accommodate delayed feedback control. The numerical results are generated for two types of

interaction game. One is the regular stochastic game with the control dependent noise and the
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other follows a feedback delay for the interacting players. In the second type of game formulation,

we try to analyze the implication of delayed communication for both players in an interaction event.

Notably the effect of delayed feedback is tested with more players in the game environment. We

explore the three player and four player interaction game with the delayed feedback. We consider

two types of initial conditions for the player in two instances. Based on the setup, the time when

players get their information could just be one or more time step later than the current or running

time interval.

5.6.1 3-Player Interaction Game

In the three player interaction game, we consider one AV and two pedestrians. Here we assume one

AV traveling on the roadway and interacting with two pedestrians crossing from opposite directions

over the crosswalk.

Table 5.1: Game Parameters for 3-Player Game

Parameters Autonomous Vehicle Pedestrian-A Pedestrian-B

Initial State (-13, 0, 0, 2.5) (0, 9, -π/2, 1.2) (0, -9, π/2, 1.2)
Brownian Motion Noise 0.1 0.1 0.1
Mean 1.2 1.2 1.2
Standard Deviation 1.3 1.3 1.3
Collision Radius (m) 2 0.8 0.8
Delay (s) 0.1 0.1 0.1

The game trajectory describes the interaction between three players. The interaction is sensitive

to initial conditions as AV’s higher speed and short distance from the crosswalk will likely encourage

no major interaction event between AV and crossing pedestrians. Thus, the game is formulated

in a way to promote an interaction between the players. The interaction dynamics of AV and

pedestrians are governed by the transformed dynamics of the players and delayed feedback strategy.

The difference in trajectory with respect to the regular game with similar initial condition is visible

(Fig 5.1). The players with delayed feedback information travels further compared to the regular
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game with same initial condition and time horizon. From the conceptual perspective the decision

making period for the players is delayed by a fixed interval or time step.

(a) Player Trajectory in a Regular Game (b) Player Trajectory with Delayed Feedback

Figure 5.1: Three-Player Interaction Game Trajectory

(a) Player Trajectory with Speed in a Regular Game (b) Player Trajectory with Speed in Delayed Feedback

Figure 5.2: Three-player Game Trajectory with Speed

In both type of three-player games the pedestrians interact with the AV in a safe and con-

servative way. In the game scenario, the proactive sense of safety from pedestrians perspective is

induced by maintaining a larger collision radius and assigning comparatively large weight on the

collision cost component. The underlying behavior of the pedestrian remains same. However, due

to the weighted cost component and preferred crossing speed, pedestrians behave more conserva-
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tively. They maintain a higher safe distance from other players including other pedestrians and

AV. With the delayed feedback the players adjust their control one step after the current time step.

The pedestrians start from a slow walking speed and gradually accelerate once the AV has crossed

the potential conflict point over the crosswalk (Fig 5.1). However, the pedestrians in the delayed

feedback game has much higher walking speed compared to the regular game scenario (Fig 5.2).

This shift in behavior is derived from the delay in the communication between players.

The speed profile of the players also show that the players interacting with a communication

delay has a higher speed compared to the regular stochastic interaction scenario 5.3.

(a) Player Speed in a Regular Game (b) Player Speed Trajectory with Delayed Feedback

Figure 5.3: Three-Player Game Speed Trajectory

The control dependent noise is visible in the acceleration pattern of the players, specifically for

pedestrians as they adjust their speed with respect to the initial condition during crossing. The

pattern is different for pedestrians in a delayed feedback game.

5.6.2 4-Player Interaction Game

In this four player interaction game, one AV interacts with three other pedestrians.

In this case, both the pedestrian cross over the crosswalk and negotiate the space with the

nearest AV. The pedestrians cross after the AV has passed over the crosswalk (Figure 5.7).
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(a) Player Acceleration in a Regular Game (b) Player Acceleration with Delayed Feedback

Figure 5.4: Three-Player Game Acceleration Trajectory

(a) Player Steering in a Regular Game (b) Player Steering with Delayed Feedback

Figure 5.5: Three-Player Game Steering Trajectory

Table 5.2: Game Parameters for 4-Player Game

Parameters AV-A Pedestrian-A Pedestrian-B Pedestrian-C

Initial State (-15, 0, 0, 2.5) (1, 10, -π/2, 1.2) (0, 10, -π/2, 1.2) (-1, 10, -π/2, 1.2)
Brownian Noise 0.1 0.1 0.1 0.1

Mean 1 1 1 1
Standard Deviation 1.2 1.2 1.2 1.2
Collision Radius (m) 1.75 0.75 0.75 0.75

Delay (s) 0.1 0.1 0.1 0.1

The control dependent noise is visible in the acceleration pattern of the players (Figure 5.10),

specifically for the pedestrians as they adjust their speed with respect to the initial condition. The
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(a) Player Orientation in a Regular Game (b) Player Orientation with Delayed Feedback

Figure 5.6: Three-Player Game Orientation Trajectory

(a) Player Trajectory in a Regular Game (b) Player Trajectory with Delayed Feedback

Figure 5.7: Four-Player Interaction Game Trajectory

delay in the feedback control just shifts the control system of the interacting players, keeping all

the other features same.

5.7 Quantitative and Qualitative Evaluation

The quantitative and qualitative evaluation in this section follows the same methodology detailed

in Chapter-3.
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(a) Player Trajectory with Speed in a Regular Game (b) Player Trajectory with Speed in Delayed Feedback

Figure 5.8: Four-Player Interaction Game Trajectory with Speed

(a) Player Speed in a Regular Game (b) Player Speed with Delayed Feedback

Figure 5.9: Player Speed Trajectory

5.7.1 Quantitative Evaluation

Table 5.3: Quantitative Evaluation Summary for Delayed Feedback Game

Avg Crossing (s) Avg Simulated (s) Difference (s)

Scenario Sample Mix Con Agr Int Crs Int Crs Int

A (1) 16 10.331 10.750 9.075 2.994 10.412 3.524 0.081 0.530
B (2) 10 10.380 10.539 8.950 3.035 10.625 3.824 0.245 0.789
C (3) 7 10.519 10.506 9.200 3.048 10.824 3.925 0.305 0.877
D (4) 6 10.758 10.810 9.233 3.079 11.561 3.815 0.803 0.736
E (5) 5 10.972 11.068 9.133 3.092 11.859 3.719 0.887 0.627

*Avg - Average, s - Seconds, Mix - Mixed, Con - Conservative, Agr - Aggressive, Int - Interaction,
Crs - Crossing.
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(a) Player Acceleration in a Regular Game (b) Player Acceleration with Delayed Feedback

Figure 5.10: Player Acceleration Trajectories

(a) Player Steering in a Regular Game (b) Player Steering with Delayed Feedback

Figure 5.11: Player Steering Trajectories

The results indicate that the average crossing and interaction time for each simulated scenario

are relatable to the real-world data. For instance, the difference between simulated and real-world

crossing time for two pedestrians crossing from the opposite direction is 0.245 seconds. For the

four pedestrians crossing scenario, the difference between average crossing time is about 0.803

seconds. The interaction time difference for multiple pedestrian scenarios (A, B, C, D, E) ranges

from 0.530 to 0.877 seconds (Table 5.3). The maximum difference in average crossing time (0.887)

is recorded for scenario E with 5 pedestrians crossing as a group. The average interaction time
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(a) Player Orientation in a Regular Game (b) Player Orientation with Delayed Feedback

Figure 5.12: Player Orientation Trajectories

remains identical across the scenarios.

We can see a subtle increase in the difference between real-world and simulated trajectories.

This effect exists because the feedback introduced in both players’ control directly impacts the

crossing and interaction time. The finite delay in communication strategy increases the crossing

and interaction time by a small magnitude compared to our previous research results in Chapters 3

and 4. This increment may result from the increase in delay from both players’ controls instead of

a mixed strategy. It will be interesting for future research to test a hypothesis indicating a possible

balance case for mixed strategy effect. For instance, we could check if the increase from the feedback

delay is mitigated when AV has regular feedback and pedestrians have delayed information.

5.7.2 Qualitative Evaluation

We evaluate the delayed feedback game using qualitative pedestrian trajectories. The motion

pattern of real-world pedestrians relates to the simulated trajectories with noise. The finite time

delay introduced in the stochastic game system affects the interaction and crossing time, indicating

that the game is sensitive to the control strategy followed by the players.

The simulated pedestrian trajectories visually match the motion pattern of the real-world data
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(a) Pedestrian Trajectories from 3-player Delayed
Feedback Game

(b) Pedestrian Trajectories from 5-player Delayed
Feedback Game

Figure 5.13: Qualitative Evaluation of the Simulated Trajectories with respect to ETH data

with some differences (Fig 5.13). The negligible visual difference with the real-world trajectories

occurs as the pedestrians are not walking in a controlled crosswalk environment in the presence

of a vehicle nearby. The effect of delayed feedback is not much significant from the qualitative

comparison as the pedestrian motion pattern remains identical.

5.8 Conclusion

The proposed game investigates the specifics of a pedestrian crossing in urban streets, considering

delayed information patterns for both types of players (AV and pedestrians). The game incorporates

noise into the control variable to reflect the real-world stochastic condition and accommodates

feedback delay as part of the communication strategy. Notably, the feedback delay introduces some

behavior shifts in the player compared to the regular stochastic game introduced in Chapter 3. In

Chapter 5, we augment the previous interaction game framework with delayed feedback control

features to accommodate the players’ communication strategy variation, which may arise in a real-

world interaction. This addition ensures that the proposed game framework is flexible enough to

facilitate a different communication strategy with relevant changes within the game formulation.
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The game proposes a finite feedback delay in communication between the players with a noise on

the controls. This research uses the game-theoretic framework to detail pedestrian crossing behavior

and explore the change in player response with the finite delay in the feedback control strategy. The

numerical results show a marked effect of the finite delay on the player control strategy compared

to the stochastic game proposed in Chapter-3. The proposed game admits Nash’s solution since

players follow the same delay. Notably, a higher delay or delay greater than multiple time steps

moves away from the Nash equilibrium due to the game formulation and constraints.

We used the same quantitative and qualitative metrics from Chapter-3 to evaluate the proposed

game with feedback delay. The quantitative results indicate that the average interaction time of

pedestrians has a marked difference of 0.5 to 0.9 seconds approximately between real-world and

game-simulated trajectories. This difference in behavior results from the delayed communication

between the players, which indicates that the players take more time to decide and negotiate space

during an interaction over the crosswalk. Notably, the difference in average crossing time between

the simulated and real-world pedestrians remains almost the same as in Chapter-3.

The game framework with delayed feedback shows that the interaction time is affected by the

finite delay in communication between the players. This implies that type of communication used

to relay the control strategies between players is critical for the interaction framework of AV in

urban settings. For future research direction, we can look towards mixed strategies for different

types of players. For instance, we can model the AV with a regular feedback control strategy and

design the pedestrian model with delayed feedback. Although the current game framework has the

flexibility to incorporate changes in the mechanism design or formulation, Nash equilibrium based

on the premise of mixed feedback control strategy remains an open question. Moreover, the current

research trend has shifted towards using machine learning methods to obtain classical features in

a sizable macroscopic version known as a mean-field game.
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Chapter 6

Conclusion and Future Work

6.1 Conclusions

This dissertation presents a stochastic game framework to capture pedestrian behavior for au-

tonomous driving in urban settings. The game development is divided into three parts (Chapters

3, 4, and 5) to complement the proposed interaction framework. The first part (Chapter 3) is

the primary component that captures the pedestrians’ behavior to improve autonomous driving

in urban settings. The game focuses on the interaction scenarios specific to pedestrians over the

crosswalk in the presence of an AV. Based on differential game theory, we propose a novel approach

to capture the pedestrians’ stochastic behaviors and describe the nature of the interaction (coop-

erative and competitive) with AV. We model AV and pedestrians using the kinematic bicycle and

unicycle models. Then, we linearize the nonlinear dynamics of the players (pedestrians and AV).

We use Brownian motion noise in the state dynamics equation to reflect the stochasticity in the

players’ behavior. Specifically, we test the players’ behavior with noise on the control variables.

Player-specific behavior and control features in a linear quadratic optimal control formulation in-

spired the control-dependent noise setup. The cost functions for each type of player are designed
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based on collision, acceleration, and boundary cost. The constraints on the players’ state and

control are included as a penalty in the combined cost function. The proposed game mechanism

can also handle different crossing behavior of pedestrians, including conservative, aggressive, and

group. The interaction game admits the Nash equilibrium solution in a feedback form. The solution

algorithm closely resembles the architecture of the iterative Linear Quadratic Regulator.

Although the developed game model in Chapter 3 can handle a specific noise in dynamics, the

model is not robust against external noise in urban settings. To tackle this limitation, we can build

a robust game assuming the range of possible noise and insert it deterministically into the system.

Thus, in Chapter 4, we test the robustness of the proposed interaction game using an adversarial

input.

We evaluate the robust game from qualitative pedestrian trajectories. The motion pattern of

real-world pedestrians matches the simulated trajectory with noise. The robust game filters the

noise and generates a smooth trajectory for AV and pedestrians. The flexibility of the smoothing

effect is controlled through the weightage of the adversarial input into the system. This implies

that the AV can fine-tune the robust control to adjust to real-world pedestrian motion patterns and

interact safely. The flexibility of the robust model developed in this chapter will aid in smoothing

AV trajectory while maintaining the noise element in the pedestrians’ motion to reflect real-world

conditions.

The robust game is set up in a finite horizon and follows a feedback control strategy. The feed-

back control implies that immediate information is available to each player, which helps to identify

a safe and optimal strategy for any given interaction scenario. However, in real-world scenarios,

each interacting player can access limited or delayed information about other players’ states. For

instance, pedestrians are limited by peripheral vision and other constraints, whereas vehicle control

may vary with the ever-changing urban scene. Thus, a strategy with delayed information available
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to the players will reflect the interaction event more accurately. Therefore, in Chapter 5, we explore

the delayed feedback strategy for pedestrians and AV to update the current framework. We used

the stochastic game framework in Chapter 3 to detail pedestrian crossing behavior and explore the

change in player response with the finite delay in the feedback control strategy.

The numerical results show a marked effect of the finite delay on the player control strategy

compared to the stochastic game proposed in Chapter-3. The proposed game admits Nash’s solution

since players follow the same delay. We used the same quantitative and qualitative metrics from

Chapter-3 to evaluate the proposed game with feedback delay. The quantitative results indicate that

the average interaction time of pedestrians has a marked difference between real-world and game-

simulated trajectories, resulting from the delayed communication between the players. Moreover,

the difference in average crossing time between the simulated and real-world pedestrians remains

almost the same as in Chapter-3. The results indicate that the players with delayed information

take more time to decide and negotiate space during an interaction over the crosswalk.

6.2 Limitations

The limitations of this research are two folds. One relates to the formulation difficulty, and the

other relates to the availability of the model-specific validation data. For instance, we measured the

data for the pedestrian crossing considering the time interval to cross the approaching vehicle over

the crosswalk from one specific approach of the intersection. However, the vehicle arriving from the

opposite side may influence the pedestrian’s behavior. In short, the crossing pedestrian’s behavior

may change midway on the crosswalk, given a vehicle waiting or approaching the intersection from

the other side. The proposed models cannot capture this distinction that may arise in real-world

interaction scenarios. For this research, we focus our model on explaining pedestrian behavior and

possible interaction pattern for AV from one approach.
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Understanding the type and time of interaction is a complex and subjective task in data collec-

tion as it relies heavily on the observer’s interpretation of the interaction event. Moreover, the game

condition and real-world scenario may vary depending on the motorists’ (drivers) and pedestrians’

communication and behavior. In this case, we are documenting an interaction between a regular

motorist and pedestrians in the real world. In contrast, the interaction between AV and pedestri-

ans in urban scenarios may vary depending on the communication medium, pedestrian behavior,

and driving style. For example, the AV can sense the presence of incoming pedestrians and may

slowly approach the crosswalk to give enough time for pedestrians to cross and save energy with-

out stopping. Sometimes, it may speed up to cross before the pedestrian starts to walk near the

crosswalk. These behaviors are typically absent in regular motorists as the sensor range is limited

and subjective to the person driving the vehicle. Thus, traditional stop-interact-go situations may

change with the adoption of AV in urban interaction scenarios.

This research proposes a decision framework for autonomous driving to capture pedestrian-

specific behavior and safely interact in urban scenarios. However, it only proposes a model to solve

a sub-problem of the complex interaction issues arising in real-world interaction scenarios, where

the AV will interact with multiple types of road users, including bicyclists and other motorists.

In terms of robust formulation in Chapter-4, this research captures the external noise as an

adversarial input and mitigates the noise effect on the players’ trajectory. However, drawing an

exact range of noise for urban scenarios is complex. The more accurate, robust interaction frame-

work for AV driving should include a different set of noise for different types of road users in urban

scenarios.

The communication pattern or control strategy for players plays a critical role in the game

formulation. In Ideal conditions, the pedestrians should have access to small information compared

to the AV equipped with a wide array of sensors. Thus, the formulation would be more realistic for
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the proposed interaction framework when each player has access to a different type of information.

A possible validation method that we may use is a tracking error for the real-world trajectory

of a pedestrian or vehicle. Using the vehicle trajectory would be practical as the vehicle motion

model is more reliable in tracking, whereas pedestrian motion is unpredictable. However, using

pedestrian motion tracking will be unrealistic in some instances as we are developing a model to

handle challenging interaction scenarios in urban streets. In other words, we can feed the model

with different pedestrian trajectories to develop an expected range of pedestrian behavior in urban

streets.

For this type of research, we should allocate a funding stream to collect relevant data from urban

streets and merge it with other public data sources to develop a representative sample. Then, after

collecting, cleaning, and annotating the dataset, we could employ inverse optimal control to learn

from the pedestrian-specific trajectories. Finally, we can design the interaction game with AV using

the learning parameters from the real-world pedestrian model.

6.3 Future Work and Open Questions

In this game formulation, we use simple kinematic bicycle dynamics and unicycle dynamics for

the pedestrian model to simplify the complex interaction scenario. In future research, we can

add slip angle to vehicle dynamics and other motion equations to accurately reflect real-world AV

motion control. Similarly, we can introduce complex behavioral features (reactive and proactive)

and additional motion states for pedestrians.

Next, we can build on the research by introducing more complex urban scenarios to negotiate

right-turn and left-turn in stop sign intersections. Moreover, the interesting behavior in the presence

of pedestrians at the roundabout can also be explored by extending the game mechanism design or

formulation.
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Noise is also a critical component of the system. We can test the flexibility using different types

of noise in the system and check the variability of the output and stability of the game system.

We can conduct a detailed sensitivity analysis listing the range of pedestrian motion patterns

by controlling the weightage of the adversarial input in the robust game framework.

Finally, communication pattern or control strategy specific to each player is a critical part of

the game framework. We have seen from the results in Chapter 5 that the player behavior and

game equilibrium are influenced by the type of strategy the players follow. Therefore, in ideal

research conditions, the game should incorporate a mixed strategy for the players, indicating that

each player will access the state information at different intervals to reflect more accurate real-world

interaction scenarios. In literature, this type of game is called a mixed strategy game. However,

the Nash feedback solution of this type of game remains an open question.
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Appendices

Appendix-A

Table 6.1: Recorded Field Data for Scenario A

Scenario Location Sample No Pedestrian No Pedestrian Type Crossing Time Interaction Time

A 1 1 1 Conservative 10 3
A 1 2 1 Aggressive 9 2.8
A 1 3 1 Conservative 10.4 2.6
A 1 4 1 Aggressive 9.3 2.8
A 1 5 1 Aggressive 9.1 3.1
A 1 6 1 Conservative 10.2 2.7
A 1 7 1 Conservative 10 3.1
A 1 8 1 Conservative 10.4 3.2
A 1 9 1 Conservative 11 3.5
A 1 10 1 Conservative 11.5 3
A 1 11 1 Aggressive 8.9 3.2
A 2 12 1 Conservative 11 2.9
A 2 13 1 Conservative 11.2 3
A 2 14 1 Conservative 12 3
A 2 15 1 Conservative 10.5 3.2
A 2 16 1 Conservative 10.8 2.8

*Sample size - 16, No. of Pedestrians in Each Sample - 1

115



Table 6.2: Recorded Field Data for Scenario B

Scenario Location Sample No Pedestrian No Pedestrian Type Crossing Time Interaction Time

B 1 1 1 Conservative 10.2 3.1
B 1 1 2 Conservative 10.1 2.9
B 1 2 1 Conservative 10.5 3
B 1 2 2 Aggressive 9.1 2.8
B 1 3 1 Conservative 10.8 3.1
B 1 3 2 Conservative 11 3.2
B 1 4 1 Conservative 10.1 3
B 1 4 2 Conservative 10.5 3
B 1 5 1 Conservative 10.6 3.1
B 1 5 2 Conservative 11 2.9
B 1 6 1 Aggressive 8.8 3
B 1 6 2 Conservative 10.2 2.9
B 2 7 1 Conservative 10.3 3
B 2 7 2 Conservative 10.5 3.3
B 2 8 1 Conservative 10 3.1
B 2 8 2 Conservative 10.2 2.8
B 2 9 1 Conservative 10.3 3
B 2 9 2 Conservative 11.2 3.4
B 2 10 1 Conservative 10.2 3
B 2 10 2 Conservative 12 3.1

*Sample size - 10, No. of Pedestrians in Each Sample - 2

Table 6.3: Recorded Field Data for Scenario C

Scenario Location Sample No Pedestrian No Pedestrian Type Crossing Time Interaction Time

C 1 1 1 Conservative 10.2 3
C 1 1 2 Conservative 10.6 2.8
C 1 1 3 Conservative 11 3
C 1 2 1 Conservative 10.4 3.2
C 1 2 2 Aggressive 9.2 2.6
C 1 2 3 Conservative 10.9 3
C 1 3 1 Conservative 10.8 3.1
C 1 3 2 Conservative 11.3 3.2
C 1 3 3 Conservative 11.8 3.4
C 1 4 1 Conservative 10.1 3
C 1 4 2 Conservative 10.7 2.9
C 1 4 3 Conservative 11.2 3
C 1 5 1 Aggressive 9.4 3.1
C 1 5 2 Conservative 10.2 3.2
C 1 5 3 Conservative 10.8 3
C 1 6 1 Conservative 10.3 3
C 1 6 2 Aggressive 9 3.2
C 1 6 3 Conservative 10.7 3.3
C 2 7 1 Conservative 10.2 3
C 2 7 2 Conservative 10.6 2.9
C 2 7 3 Conservative 11.5 3.1

*Sample size - 7, No. of Pedestrians in Each Sample - 3
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Table 6.4: Recorded Field Data for Scenario D

Scenario Location Sample No Pedestrian No Pedestrian Type Crossing Time Interaction Time

D 1 1 1 Conservative 10.2 3

D 1 1 2 Conservative 10.5 2.8
D 1 1 3 Conservative 11 3.2
D 1 1 4 Conservative 11.2 3
D 1 2 1 Conservative 10.3 3.3
D 1 2 2 Aggressive 9.1 3
D 1 2 3 Conservative 10.6 3.1
D 1 2 4 Conservative 11.5 2.9
D 1 3 1 Conservative 10.5 3
D 1 3 2 Conservative 10.8 3
D 1 3 3 Conservative 11.2 3.2
D 1 3 4 Conservative 12 3.2
D 1 4 1 Conservative 10.5 3.4
D 1 4 2 Aggressive 9.1 3
D 1 4 3 Aggressive 9.5 3.1
D 1 4 4 Conservative 11.5 3
D 1 5 1 Conservative 10.8 3
D 1 5 2 Conservative 11.2 2.8
D 1 5 3 Conservative 11 3.2
D 1 5 4 Conservative 12.3 3
D 1 6 1 Conservative 10.3 3
D 1 6 2 Conservative 10.6 3.5
D 1 6 3 Conservative 11 3
D 1 6 4 Conservative 11.5 3.2

*Sample size - 6, No. of Pedestrians in Each Sample - 4
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Table 6.5: Recorded Field Data for Scenario E

Scenario Location Sample No Pedestrian No Pedestrian Type Crossing Time Interaction Time

E 1 1 1 Conservative 10.2 3.1

E 1 1 2 Conservative 10.6 3
E 1 1 3 Conservative 10.8 3.3
E 1 1 4 Conservative 11.5 2.8
E 1 1 5 Conservative 12.1 3
E 1 2 1 Conservative 10.5 3.5
E 1 2 2 Conservative 11.5 3
E 1 2 3 Conservative 12 3
E 1 2 4 Aggressive 9.2 3.2
E 1 2 5 Conservative 12.4 3.3
E 1 3 1 Conservative 10 3
E 1 3 2 Conservative 10.5 3.1
E 1 3 3 Conservative 10.9 3
E 1 3 4 Conservative 11.5 2.9
E 1 3 5 Aggressive 8.9 3.4
E 1 4 1 Conservative 10.3 3
E 1 4 2 Conservative 10.8 3.3
E 1 4 3 Conservative 11.3 3
E 1 4 4 Conservative 11.8 3
E 1 4 5 Conservative 12.5 3.2
E 2 5 1 Conservative 10.5 3.2
E 2 5 2 Conservative 11.2 3
E 2 5 3 Conservative 11.8 3.1
E 2 5 4 Conservative 12.2 2.9
E 2 5 5 Aggressive 9.3 3

*Sample size - 5, No. of Pedestrians in Each Sample - 5
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[92] M. Jiménez-Lizárraga, S. V. Rodŕıguez-Sánchez, N. de la Cruz, and C. E. Villarreal, “Robust

dynamic programming in n players uncertain differential games,” Informatica, vol. 31, no. 4,

pp. 769–791, 2020.

[93] A. Bajcsy, S. Bansal, E. Ratner, C. J. Tomlin, and A. D. Dragan, “A robust control framework

for human motion prediction,” IEEE Robotics and Automation Letters, vol. 6, no. 1, pp. 24–31,

2021.

[94] G. Jank and G. Kun, “Optimal control of disturbed linear-quadratic differential games,” Eu-

ropean Journal of Control, vol. 8, no. 2, pp. 152–162, 2002.

[95] H. Nishimura, N. Mehr, A. Gaidon, and M. Schwager, “Rat ilqr: A risk auto-tuning controller

to optimally account for stochastic model mismatch,” IEEE Robotics and Automation Letters,

vol. 6, no. 2, pp. 763–770, 2021.

126


	Problem Statement
	Introduction
	Problem Statement
	Research Questions
	Contributions
	Applications


	Related Literature
	Introduction
	Autonomous Vehicle Behavior
	Pedestrian Behavior Dynamics
	Interaction Between Pedestrian and AV
	Game Models in Autonomous Driving

	Research Gap Summary

	Autonomous Vehicles Interaction with Pedestrians in Urban Streets
	Introduction
	Contributions
	Game Elements
	Player Model

	Algorithm Design
	System Description
	Local Approximation

	Computing Cost-to-go
	Backward Pass
	Regularization and Control
	Line Search for Convergence
	Computational Complexity

	Numerical Results
	General 3-Player Game
	Safety Conservative Pedestrians
	Aggressive Pedestrians
	Gap Maneuvering of AV
	Pedestrian Group Effect

	Quantitative and Qualitative Evaluation
	Quantitative Evaluation
	Qualitative Evaluation

	Conclusion

	Robust Game Theoretic Interaction Framework for Autonomous Vehicles
	Introduction
	Robust Control Literature

	Contributions
	Game Elements
	Robust Interaction Game
	AV Dynamics
	Pedestrians Dynamics
	Game System Description
	Local Approximation

	Robust Controller Design
	Game Solution

	Iterative Algorithm Overview
	Numerical Results
	3-Player Robust Interaction Game

	Quantitative and Qualitative Evaluation
	Quantitative Evaluation
	Qualitative Evaluation

	Conclusion

	Delayed Feedback Interaction Framework for Autonomous Vehicles and Pedestrians
	Introduction
	Contributions
	Proposed Interaction Game
	AV Dynamics
	Pedestrians Dynamics
	Game System Description
	Local Approximation

	Computing Cost-to-go
	Controller Design
	Numerical Results
	3-Player Interaction Game
	4-Player Interaction Game

	Quantitative and Qualitative Evaluation
	Quantitative Evaluation
	Qualitative Evaluation

	Conclusion

	Conclusion and Future Work
	Conclusions
	Limitations
	Future Work and Open Questions

	References



