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Abstract

In a field experiment at Vandenberg Air Force Base (VAFB) designed to mimic the impact of a
small-volume release of E10 (10% ethanol and 90% conventional gasoline), two plumes were
created by injecting extracted groundwater spiked with benzene, toluene, and o-xylene,
abbreviated BToX (No-Ethanol Lane) and BToX plus ethanol (With-Ethanol Lane) for 283 days.
We developed a reactive transport model to understand processes controlling the fate of ethanol
and BToX. The model was calibrated to the extensive field dataset and accounted for
concentrations of sulfate, iron, acetate, and methane along with iron-reducing bacteria, sulfate-
reducing bacteria, fermentative bacteria, and methanogenic archaea. The benzene plume was about
4.5 times longer in the With-Ethanol Lane than in the No-Ethanol Lane. Matching this different
behavior in the two lanes required inhibiting benzene degradation in the presence of ethanol.
Inclusion of iron reduction with negligible growth of iron-reducers was required to reproduce the
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observed constant degradation rate of benzene. Modeling suggested that vertical dispersion and
diffusion of sulfate from an adjacent aquitard were important sources of sulfate in the aquifer.
Matching of methane data required incorporating initial fermentation of ethanol to acetate,
methane loss by outgassing, and methane oxidation coupled to sulfate and iron reduction.
Simulation of microbial growth using dual Monod kinetics, and including inhibition by more
favorable electron acceptors, generally resulted in reasonable yields for microbial growth of
0.01-0.05.

Keywords
Ethanol; BTEX; anaerobic; methanogenic; reactive transport

1. Introduction

Ethanol has been increasingly used as a gasoline additive to lower greenhouse emissions and
expand the use of biofuels [ITRC, 2011]. A great deal of research has recently been focused
on assessing and predicting the impacts of ethanol on the biodegradation of benzene,
toluene, ethylbenzene, and xylenes (BTEX) at gasohol spill sites [e.g., Powers et al., 2001;
Mackay et al., 2006; Spalding et al., 2011]. Because ethanol is a labile electron donor
readily consumed by microorganisms, laboratory, field, and numerical studies have
identified a number of key geochemical and microbiological features of such spills. Powers
et al. [2001] summarized the important processes including depletion of electron acceptors,
changes in microbial populations, and production of methane. Although our understanding
of ethanol fate and impacts in the subsurface has improved recently, no study to date has
conducted detailed, transient numerical simulations incorporating all of the key processes.

The ability of spilled ethanol to quickly drive groundwater systems anaerobic and
potentially impact gasoline product degradation has been illustrated in a number of studies
[Chen et al., 2008; Corseuil et al., 1998; Corseuil et al., 2011; Deeb et al., 2002; Mackay et
al., 2006]. In laboratory microcosm experiments conducted by Corseuil et al. [1998],
anaerobic conditions quickly developed in aquifer sediments when ethanol was present and
significantly retarded BTEX biodegradation rates compared to aerobic microcosms. Deeb et
al. [2002] performed laboratory studies using a pure culture indigenous to a gasoline-
contaminated aquifer and concluded that the biodegradation of 25 mg/L benzene in
groundwater was highly inhibited in the presence of 25 mg/L ethanol. They suggested that
benzene plume lengths can increase 16-34% in the presence of ethanol. In a field
experiment, Mackay et al. [2006] studied the impact of ethanol on natural attenuation of
benzene, toluene, and o-xylene (BToX) under sulfate-reducing conditions in side-by-side
injection experiments. They found that sulfate was substantially depleted downgradient from
an injection of ethanol and BToX, creating a methanogenic/acetogenic zone in the area of
sulfate depletion. Biodegradation rates for BToX in the ethanol-impacted lane were
significantly slower than in the ethanol-free control. Chen et al. [2008] conducted a
microcosm study under anaerobic conditions and reported that presence of intermediate
degradation products of ethanol such as acetate, propionate and butyrate can create more
reducing conditions and slow down benzene degradation. An ethanol-blended gasoline
release experiment by Corseuil et al. [2011] showed ethanol degradation under
methanogenic conditions while acetate accumulated and inhibited benzene degradation.
Together these studies indicate the need for models of ethanol spills that include the effects
of sequential use and depletion of terminal electron acceptors.

Ethanol has the potential to spur microbial growth in shallow groundwater [Capiro et al.,
2008; Feris et al., 2008; Lovanh et al., 2002; Nelson et al., 2010]. Low ethanol
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concentrations (1 mg/L) supported biomass growth and increased biomass concentration by
a factor of three during an experiment by Lovanh et al. [2002]. In a study by Céapiro et al.
[2008] the response of microbial communities to a release of neat ethanol was measured
using quantitative polymerase chain reaction (qPCR) analyses. They reported bacteria and
archaea growth and methane production in shallow groundwater and soil samples. In a
controlled ethanol release experiment, Feris et al. [2008] reported significant ethanol
impacts on the ecology of bacteria, archaea, and sulfate-reducing bacteria (SRB). Results of
Feris et al. [2008] showed that the apparent reduction in natural attenuation rates of BToX
in the presence of dissolved ethanol is due a combination of altered geochemistry and
microbial community structure and function, including shifts in the bacterial and archaeal
communities, and significant increases in putative methanogenic archaeal populations.
These studies indicate that models of ethanol biodegradation should account for microbial
growth and population shifts.

When the supply of ethanol exceeds what can be degraded using available electron
acceptors, ethanol degradation can occur under methanogenesis and produce substantial
amounts of methane and organic acids [Freitas et al., 2010; Ma et al., 2012; Nelson et al.,
2010; Spalding et al., 2011; Suflita and Mormile, 1993]. In a microcosm study by Suflita
and Mormile [1993] 50 mg/L ethanol was completely degraded by methanogenesis after an
acclimation period of 25-30 days. Freitas et al. [2010] used stable carbon isotopes to
distinguish the methane origin between gasoline and ethanol biodegradation and showed that
organic acids from ethanol biodegradation can persist in groundwater even 2 years after an
ethanol spill. In a recent study, Spalding et al. [2011] studied the effect of a spill of more
than 75,000 liters (20,000 gallons) of E95 (95% vol/vol ethanol) and showed that although
no plume of ethanol was detected in groundwater underlying the spill, a plume of BTEX and
methane (more than 10 mg/L) was generated. Their data suggested that the dissolved
methane was degraded in groundwater during transport, promoting anaerobic conditions and
benzene persistence. In contaminant plumes, production of methane above solubility has led
to degassing of methane from the saturated zone (e.g., Amos et al., 2005; Ma et al., 2012).
These results show that models of ethanol plumes must include production and fate of
methane and organic acids.

Several researchers have conducted reactive transport modeling of ethanol in groundwater
[Freitas et al., 2011; Gomez et al., 2008; Molson et al., 2002]. These models have explored
one or more of the key processes linked to ethanol degradation listed above. Gomez et al.
[2008] used MODFLOW and RT3D to simulate the impact of ethanol on benzene plume
length in a saturated hydrogeologic setting with oxygen as the only dissolved electron
acceptor. Freitas et al. [2011] used BIONAPL to simulate the mass discharge of BTEX
compounds in groundwater during a field experiment where a residual source of ethanol-
blended gasoline was emplaced below the water table. Molson et al. [2002] simulated NAPL
dissolution and studied the effect of ethanol on the persistence of benzene in gasoline-
contaminated aquifers under aerobic conditions. None of these studies included sequential
electron acceptors or methane production and fate. The modeling study of Gomez et al.
[2008] included microbial growth but did not compare the model results to field data.

The purpose of this study was to construct a conceptual and numerical model that includes
each of the most important processes known to impact ethanol fate in the subsurface and
reproduces key features of field data from an experimental ethanol release. For the purpose
of this comparison, we used the dataset collected during the comprehensive controlled
release field experiments at VVandenberg Air Force Base in 2004-2005 by Mackay et al.
[2006]. The experimental design and major findings of that study are described below. An
iterative process of calibration to field data followed by model refinement was used to
improve the model beyond the base case, which allowed for identification of those
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physicochemical processes most important for accurate representation of ethanol
degradation and impact in the field.

2. Field experiment design and major findings

Site 60, Vandenberg Air Force Base (VAFB), California, (Fig. 1) has been described in
detail previously (Mackay et al. 2012 and references cited therein). Within the 60-m-long
study area, several thin, horizontal, sandy layers exist within 4 m of the ground surface and
the sand layer denoted S3 (Fig. 2) is the primary groundwater aquifer. Details of the ethanol
injection experiment in 2004-05 at VAFB are described in Mackay et al. [2006]. In brief,
side-by-side experiments were conducted involving the injection of site groundwater spiked
with selected BTEX species, with and without ethanol for 283 days. On the west side (No-
Ethanol Lane), 200 mL/min of water was injected that had been spiked continuously with
benzene (B), toluene (T), o-xylene (0X), and periodically with tracers; hereafter the selected
BTEX species are abbreviated BToX. On the east side (With-Ethanol Lane), the same flow
rate of water was spiked continuously with ethanol plus the same concentrations of BToX
and periodically with tracers. Flow was split equally into three injection wells for each lane.
The average injection concentrations were 2.3 mg/L for benzene, 2.2 mg/L for toluene, and
0.87 mg/L for o-xylene. In the With-Ethanol Lane the average ethanol injection
concentration was 470 mg/L. The progress of the experiments was monitored with 192
monitoring wells with 0.91 m (3 feet) screens spanning the S3 aquifer (Fig. 1). Sampling
events consisted of five major snapshots of the BToX and ethanol (at 27, 64, 115, 206, and
274 days), one major snapshot of other analytes (acetate, propionate, butyrate, methane,
nitrate, sulfate, DO, pH, and ferrous iron; at 170 days), and two snapshots of microbial
populations in groundwater (at 152 and 244 days).

The average groundwater hydraulic gradient around the time of the experiment was 0.0132
and the mean groundwater flow velocity was estimated to be 0.42 m/day. Distributed
groundwater recharge is considered negligible in this location and was not included in the
model. Concentrations of background sulfate (the predominant dissolved electron acceptor
in the groundwater at the site) averaged 120 mg/L. Analyses by Wood [2004] found that
close to where the experimental plumes were created, the bioavailable ferric iron
concentration in the aquifer sediments was 750-1,250 mg/kg. Other dissolved electron
acceptors, including dissolved oxygen, were negligible or not detectable.

The plumes developing at the injection point were monitored over time as they progressed
downgradient. In both lanes there was an initial advance of the plumes. Both plumes then
retracted but the With-Ethanol Lane plume retracted more slowly. Rates of benzene
degradation increased with time. In the With-Ethanol Lane, sulfate was depleted and
methane was produced, and BToX degradation occurred both in the core of the plume and
also along the plume fringes by sulfate reduction. Finally, the methane-rich and sulfate-
depleted zones along the With-Ethanol Lane were restricted in space.

Feris et al. [2008] described the observed effect of ethanol on the microbial community
structure and natural attenuation during the same experiments. In both lanes there was an
increase in SRB and total bacteria. The total bacteria increase extended farther in the With-
Ethanol Lane (9.4 m; EC transect) than in the No-Ethanol Lane (5.5 m; EB transect). Only
the With-Ethanol Lane had an increase in archaea. In the No-Ethanol Lane the injected
concentration of reduced carbon was too low to significantly affect redox conditions except
very near the injection wells. In contrast, in the With-Ethanol Lane the reduced carbon
stimulated SRB growth resulting in complete consumption of sulfate. Archaea in the With-
Ethanol Lane reached a maximum density 5.5 m downgradient (EB transect) after 152 days
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and at the injection wells (ER transect) after 244 days. In this lane ratios of SRB to total
bacteria decreased dramatically over the course of the experiment [Feris et al., 2008].

3. Model description

3.1. Conceptual model

The biodegradation kinetics adopted in this model link ethanol degradation, microbial
growth, and BToX biodegradation under different redox conditions. Previous monitoring
data from the site show that neither oxygen nor nitrate is a significant electron acceptor in
the study aquifer [Rasa, 2012]. Therefore, the model includes only iron-reducing and
sulfate-reducing degradation of BToX, ethanol, and methane and fermentative-
methanogenic degradation of ethanol. The model describes the distribution over time and
space of 14 species, with seven aqueous or mobile chemical compounds (benzene, toluene,
o0-xylene, ethanol, acetate, sulfate, and methane), the immaobile solid phase iron
oxyhydroxide, and six immobile microbial populations. The six microbial populations are:
BToX-degrading iron-reducing bacteria, BToX-degrading SRB, ethanol-degrading iron-
reducing bacteria, ethanol-degrading SRB, ethanol-degrading fermentative bacteria, and
acetate-degrading methanogenic archaea. The only mass transfer mechanism between the
immobile and aqueous phases in the model is sorption. The bacteria grow in place and affect
reaction rates. The immobile iron oxy-hydroxides are depleted by iron reduction.

The conceptual model for the flow system has been discussed elsewhere [Mackay et al.,
2012; Mackay et al., 2006] and used in other simulations [Rasa et al., 2011]. The model
domain in this work is quasi-three dimensional with three horizontal layers: an upper silty
aquitard (0.6 m thick), a thin sandy aquifer (0.8 m thick), and a lower silty aquitard (0.9 m
thick), as shown in cross-section in Fig. 2. The model domain is 110 m along the direction
of groundwater flow (x), 55 m in the direction perpendicular to the groundwater flow (y),
and 2.3 m in the vertical direction (z). The simulation time was 283 days. Groundwater flow
was assumed to be steady state with no sinks and a constant hydraulic gradient of 0.0132.
Transport parameters and concentrations used in the model are given in Table 1.
Hydrogeological properties including porosity and hydraulic conductivity of the aquifer and
aquitard layers are based on site-specific analyses or literature.

Injection wells (labeled ER; Fig. 2) were simulated by adding spiked background
groundwater at 3.3x103 L/s. The initial and upstream boundary concentrations of sulfate
were set to the background concentration of 120 mg/L. The initial concentration of poorly
crystalline iron oxy-hydroxide was assumed uniform in the experimental area and set to
1,000 mg/kg as Fe [Wood, 2004]. The injection concentrations of BToX and ethanol
compounds and initial concentrations of other compounds are also listed in Table 1. Water
samples taken from between the two experimental plumes and also upgradient of the
injection source were used to provide an estimate of the pre-experimental background
microbial populations. Feris et al. [2008] reported average values of 2.8x10* of bacterial
16S gene copies/mL, 1.7x102 copies of SRB, and 1.4x103 archaeal 16S copies/mL for the
regions of the aquifer unaffected by the controlled releases.

3.2. Governing equations

In this study the groundwater flow system is assumed at steady state with constant head
boundary conditions, a uniform groundwater flow gradient, and groundwater injection wells.
The three-dimensional advection-dispersion equation of a reactive compound is described in
Eq. (1). Equation (2) describes the reaction of an immobile compound:

Water Resour Res. Author manuscript; available in PMC 2014 August 01.
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where, Rf; is the retardation factor of compound i, & is the porosity of the media k [-], vis
groundwater velocity [LT-1], C;j is the aqueous-phase (mobile) concentration of compound i
[ML-3], Cin, iis the solid-phase (immobile) concentration of compound im, g® is volumetric
flow rate per unit volume of aquifer representing fluid sources and sinks [T-1], C;?
concentration of the source or sink flux for component i [ML3], R; R, and Rjn are the net
reaction rates of i, compounds i and im respectively [ML-3T-1]. The source well injection
rate is g® and source concentration of solute j is C7. The seven mobile and immobile
compounds are specific to this study and they are defined in section 3.1. Dy, Dy, and D, are
the longitudinal, horizontal and vertical hydrodynamic dispersion coefficients [L2T-1],
respectively, where Dy = a v+ Dy, Dy = at v+ D, and D, = ay v+ Dy, a, ar, and
ay are the longitudinal, horizontal and vertical dispersivities [L], respectively, Dy, is the
aqueous molecular diffusion coefficient [L2T-1], and zis tortuosity [-] [Scheidegger, 1961].

3.3. Reaction kinetics

Multiple Monod terms [Molz et al., 1986; Monod, 1949] were used to account for the effect
of different electron acceptors on degradation rates under each pathway. Eqs 5-27 show rate
equations that account for the anaerobic and methanogenic biodegradation of ethanol and
BToX and associated biomass growth. Due to the low biomass yield in this study (1-5%)
compared to substrate utilization, we did not include the carbon incorporated into biomass in
the reaction stoichiometry. Inhibition terms are added to these rate equations to account for
the succession of redox conditions. Table 2 presents the definition and assigned or calibrated
values of all the parameters used in the kinetics equations. For conciseness, the definitions
of the variables are not repeated in the text.

Degradation of benzene, toluene, and o-xylene—Benzene can degrade under iron
reduction, sulfate reduction, and methanogenesis [NRC, 2000]. However, in this work, we
did not consider methanogenic reactions of benzene, because this reaction is considered
unreliable [NRC, 2000]. Egs. 3 and 4 describe benzene degradation under iron-reducing and
sulfate-reducing conditions, respectively.

Cs Ho+30Fe( OH),+60H' — 30F*T +6C 02+ 78H,0  (3)
4Cs He+15S07” +12H,0 — 24HCO3 +15HS™ +9H™T (4
Mass ratios used for toluene and o-xylene degradation under iron reduction and sulfate

reduction are given in Table 2 and the reactions are given in Rasa [2012].

Under iron-reducing conditions the individual reaction rates of BToX are:

B Fe
02 (2
Fe maz g, KB +B KFC+F6 fELOH (5)

Water Resour Res. Author manuscript; available in PMC 2014 August 01.
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Eq. 5 reflects an assumption that growth of iron-reducing bacteria on BToX is negligible
(see Biomass Growth section). The flag feion inhibits BToX degradation in the presence of
ethanol. A microcosm study of ethanol fermentation by Adair and Wilson [2012] showed
that if ethanol is present above 1 mg/L, the concentration of its degradation products will be
high enough to inhibit the biodegradation of benzene. The adoption of the same ethanol
threshold for iron-reducing and sulfate-reducing conditions is based on the assumption that
complex molecules are converted to acetate, followed by acetate oxidation coupled to a
favorable electron acceptor. Thus, build-up of acetate can theoretically inhibit the
transformation of ethanol to acetate regardless of the electron acceptor. Therefore, we have
assumed fgion equals 0 when the ethanol concentration is above 1 mg/L. When the ethanol

concentration is below 1 mg/L, the value of this factor is 1. R, and R rates are computed
similarly to R,

Eqg. 6 presents the reaction rates of BToX compounds under sulfate reduction. We did not
include any inhibition of sulfate reduction in the presence of ferric iron, as simultaneous
degradation under iron-reducing and sulfate-reducing conditions has been observed in
several field studies (e.g., Postma and Jakobsen, 1996). The reaction rate depends on the
population of BToX-degrading SRB, Sy, which changes with time:

s P55 B S0,
504 YSE K_+B Kso/l+SO4 fSO4 foon  (6)

where fso, is a flag for limiting sulfate reduction when sulfate concentration is below a
threshold. Our field data suggest that sulfate reduction was limited where sulfate
concentration was below 15 mg/L since an average sulfate concentration of about 15 mg/L
remained along the centerline of the plume. The value of fso, is 1 when sulfate
concentration is higher than 15 mg/L. Otherwise fso, is 0 making sulfate unavailable for

. . T X A B
additional reduction (Table 2). RSO4 and Rso4 rates are computed similarly to Rso4.
The overall BToX utilization rate is obtained by adding the rates for degradation under iron-
reducing and sulfate-reducing conditions:

B__ pB B
R _Rb‘e+RSO4 U]

As before, RX and RT rates are computed similarly to RB.

Degradation of ethanol—Anaerobic degradation of ethanol under iron-reducing and
sulfate-reducing conditions occurs with the following stoichiometric relations [Chen et al.,
2008]:

CH3CHy OH+12Fe(OH);+24H" — 12Fe*T +2C0,+33H,0  (8)
2CH3CHy OH+3S02" +6H' — 3Hy S+4CO5+6H,0  (9)

In the absence of external electron acceptors, ethanol can degrade to acetate and molecular
hydrogen [Dolfing, 2001]. The generated acetate is fermented to carbon dioxide and
methane under acetoclastic methanogenesis:

Water Resour Res. Author manuscript; available in PMC 2014 August 01.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Rasa et al.

Page 8
CH3;CHy OH+Hy0 — CH5COO™+H +2H, (10)
CHsCOO™+H'Y — CH,4+COy (11)

The ethanol degradation rates under iron reduction (Eq. 12), sulfate reduction (Eg. 13) and
fermentation to acetate (Eq. 14) are presented below:

REtOH_ _ Py 53 EtOH e 1
e YEOU \ K, +E0H ) \K, +Fe) @

EtOH

REOH_ P, S4 EtOH S0, f ,
50, VIO \ K, +FtOH ) \ K, +50;) 7501 @9

EtOH

. 2 . 2
potor_ _ Hs, s EtOH Ho, e (14)
€ox  YEOH\K,,,+EtOH ) \ K. 6 +SO4 | \ Ki +Fe

EtOH

In Eq. 14, we utilize a modified form of the inhibition function (the last term). We
performed numerical tests (not shown here) which suggested a better match of simulations
‘o,

2
to observed data was obtained when (K;O4+SO4> was used as an inhibition function

1
50,4

instead of the more commonly utilized K ;O4+SO4 [Rasa, 2012]. The proposed second-
order function strongly inhibited methanogenesis in the presence of 40 mg/L (or more) of
sulfate and below 40 mg/L it quickly approached 1, allowing maximum methanogenic rates
to be applied.

The overall ethanol utilization rate is obtained by adding the rates from the three degradation
pathways assumed here (iron reduction, sulfate reduction, and methanogenesis):

FEtOH __ pEtOH EtOH FtOH
R 7RFc +Rso +Rco (15)

One of the intermediate products of ethanol degradation under methanogenic conditions is
acetate (Eq. 10). Acetate is then fermented to methane (Eq. 11). The overall reaction rate of
acetate is:

Acet __ EtOH pEtOH Acet
R __YAcct fele X + cn, (16)

RAcet: _ Hsg So Acet
where  “fa Ysﬁcd K,,.,+Acet | is the transformation rate of acetate to methane.

Methane generation and anaerobic oxidation—Biodegradation of methane coupled
to both sulfate [Martens and Berner, 1977] and iron [Beal et al., 2009] was included in this

Water Resour Res. Author manuscript; available in PMC 2014 August 01.
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modeling study. Methane oxidation coupled with sulfate reduction is described by [Martens
and Berner, 19771]:

CHy+SOF +2H" — COy+HyS+2H20  (17)

The equation for methane oxidation coupled with iron reduction [Beal et al., 2009] is:

CH,+8Fe (OH),+15H" — HCO3 +8Fe* 421 H,0  (18)

The rate of change in dissolved methane concentration is then:

CHy__ _ yAcet pAcet CH, CH,
R - YCH4 RCH4 +fso4 Rso/1 +RFe (19)

CH. . . .
where B¢ * and RS are the zero-order rates of anaerobic methane oxidation under
sulfate-reducing and iron-reducing conditions, respectively. We assume zero order rates for
reasons discussed later.

Depletion rate of electron acceptors—Iron reduction (Eq. 20) and sulfate reduction
rates (Eq. 21) are calculated using the substrate utilization rates and the reaction mass ratios
in Table 2:

RFe=yP RE 4y T RT 4y X RX 4y PIOH REIOH Ly CHaRCHA (50

SO4_~+ B pB T pT X pX EtOH pEtOH | v CH, pCH,
R _Yso4Rso4_'_Y504Rso4+yso4Rsof'—Yso/l Rso4 +Yso4 Rso4 (21

Biomass growth—The growth rates of different populations are calculated based on the
substrate utilization rates and the biomass yield. Because of the low Gibbs free energy
values reported for anaerobic oxidation of methane [Regnier et al., 2011], we assumed no
biomass growth due to methane degradation. Other studies such as Bekins et al. [1993] have
reported biodegradation with no apparent growth under methanogenic conditions. We also
assumed no growth of iron-reducing bacteria due to BToX degradation in the presence of
ethanol (Eq. 22). This assumption is consistent with the linear profile of benzene loss in the
With-Ethanol Lane observed in the experiment, which indicates a constant microbial
population (e.g. Bekins et al., 1993). Eqgs. 22 to 27 relate the growth of the six microbial
populations to the biodegradation of BToX under iron-reducing (Eq. 22) and sulfate-
reducing conditions (Eq. 23), ethanol under iron-reducing (Eq. 24), sulfate-reducing (Eq.
25), and methanogenic conditions (Eq. 26), and acetate under methanogenic conditions (Eq.
27):

RS'=0 (22)

So B pB T pT X pX
R>=— (YSZRSO4+Y52 Rso4 +Y52 Rso4) — 015, (23)

RS — _ YslztOH RitOH — 1S5 ()

Water Resour Res. Author manuscript; available in PMC 2014 August 01.
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S5__ FtOH p EtOH

R%=— YOUREOT _ bS5 (2)

RY%— _ Ysz:cethI(;zt — by Se @

where by and b, are the decay rates of bacteria and archaea, respectively (Table 2). Total
iron-reducing bacteria (IRB) and total SRB are given by S; + Sgand S, + Sy, respectively.
The concentration of total bacteria (which includes IRB, SRB, and fermentative bacteria) is
calculated as the sum of all bacteria populations (S; + Sp + S3 + Sy + S5). The concentration
of total archaea is Sg.

3.4. Conversion between gene copy numbers and biomass concentration

A common unit used for reactive transport models is mass per aqueous-phase volume. Here
the modeled biomass (S; through Sg) was in units of mg of dry weight of cells per liter of
aqueous-phase volume. Experimental data are in units of gene copy numbers per mL of
water determined by qPCR [Feris et al., 2008]. Rittmann and McCarty [2001] suggest there
are about 1012 bacteria in a gram of biomass (dry solid weight). We assumed the same dry
solid density for archaea.

The number of rRNA genes can vary from 1-15 copies per prokaryote cell [Klappenbach et
al., 2001]. Although the range observed in gene copy number is quite large, there is some
relationship to phylogenetic grouping. According to the database developed by Klappenbach
et al. [2001], the ratio of gene copies per cell averages 5 for bacteria and 1.7 for archaea.

In this modeling study, biomass is considered attached (i.e., immobile). However, field data
were from water samples and therefore represent planktonic (suspended) cells. Bekins et al.
[1999] compared suspended versus attached populations of 76 sample pairs from an aquifer
contaminated by crude oil and suggested that an average of 15% of the total population is
suspended. The relative population density of planktonic bacteria to total bacteria also was
measured by Harvey and Barber [1992], who reported a planktonic to total bacteria ratio of
7- 31% in a sewage-contaminated groundwater. Here, we assume 15% of total population is
planktonic. Thus, to compare microbial gPCR data (copies/mL) with the simulated biomass,
we multiplied simulated biomass concentrations (mg/L) by (1012 cells/g)x(10-3 g/mg)x(10-3
L/mL)x15/85%(gene copies per cell). Our conceptual model is that growth takes place in the
attached phase and that this is reflected as a proportionate increase in the adjacent planktonic
numbers. Therefore, planktonic bacteria were assumed to follow the same distribution as the
attached population at the sampling locations and transport of cells was not included in the
model.

3.5. Numerical solution

We used the U.S. Geological Survey MODFLOW model [Harbaugh et al., 2000] to solve
for groundwater flow. Grid discretizations of 0.2 m and 0.2 m were used in the x and y
directions, respectively. The simulation time was 283 days, with average transport time steps
of 0.02 days. A head change value of 0.01 cm was used as the convergence criterion. The
reactive transport system (Eqgs. 1-2) was implemented and numerically solved using RT3D
v2.5 [Clement et al., 1998]. The standard finite difference solver (upstream weighting) was
used to solve the advection term, while the standard explicit method was used to solve the
dispersion term. To solve the reaction terms, the Gear solver with explicit Jacobian was
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applied. Peclet and Courant criteria were checked (not discussed here) to ensure
convergence and stability of the transport model. Absolute and relative tolerance parameter
values of 10"13 and 1012 were used, respectively, to control the convergence of the reactive
transport of all components in the model.

4. Results and discussion

The simulated steady-state flow field used for the transport model is shown in Fig. SI.1. The
flow system diverged slightly outward in the vicinity of the injection wells but had parallel
flow paths downgradient of the injection wells.

4.1. Ethanol and BToX

Figs. 3 through 11 compare the simulated versus measured concentrations of different
compounds along the plume centerlines. For the measured data, the centerline is defined to
include the monitoring well in each transect with highest substrate concentration at any
given time in the With-Ethanol and No-Ethanol Lanes. For the simulated results, the
centerline is the center row in the model grid.

During the experiment simulated here, ethanol was detected in groundwater only rarely and
only at one location at 0.5 m downgradient of the injection wells in With-Ethanol Lane
[Feris et al., 2008; Mackay et al., 2006]. Because there are so few ethanol data from the
field experiment, we do not present plots comparing measured and simulated ethanol over
time. Although the ethanol data were limited, the ethanol degradation rate parameters were
constrained by the loss of electron acceptors and the production of methane.

Figs. 3a and 3c present the measured benzene concentrations in the With-Ethanol and No-
Ethanol Lanes, respectively. Several important features of the data needed to be captured by
the model. First, benzene degraded in portions of both lanes under sulfate-reducing
conditions. Therefore we coupled benzene degradation to sulfate reduction in the model (Eq.
6). The second feature of the benzene data was that the benzene degradation rate increased
with time in the No-Ethanol Lane and after 274 days the benzene plume was limited to the
first 3 m downgradient of the source (Fig. 3c). This suggests that growth of benzene-
degrading, SRBs (Sy) is important (Eq. 23). The third aspect was the 4.5 times greater length
of the benzene plume in the With-Ethanol Lane. In the model the inhibition of benzene
degradation in the presence of 1 mg/L of ethanol (fg;on) Was required to simulate initial
advance of the benzene plume. The benzene degradation begins after the ethanol-degrading
population has grown sufficiently large to degrade ethanol upgradient of the first sample
transect. A fourth feature of the data is that in the With-Ethanol Lane, benzene degraded
even after ethanol degradation depleted most of the available sulfate, suggesting benzene
degradation coupled to iron reduction was also required in the model (Eg. 5). However,
benzene degradation rates did not change significantly over time in the With-Ethanol Lane
(Fig. 3a), suggesting that benzene-degrading, iron-reducing bacteria (S1) were not growing
over time (Eq. 22). Comparing the model results in Figs. 3b and 3d with the data in Figs. 3a
and 3c shows that including SRB growth, ethanol inhibition, and degradation by iron
reduction captured the differing benzene behavior in the No-Ethanol and With-Ethanol
Lanes.

The fate of toluene differed somewhat from that of benzene (Figs. 4a and 4c). There was a
similar initial advance of the plume and retraction in the With-Ethanol Lane due to
inhibition of degradation by ethanol. Also degradation of toluene in the With-Ethanol Lane
was slower compared to the No-Ethanol Lane because of the depletion of sulfate after 64
days. So toluene degradation is coupled to iron reduction downgradient of 3 m. Unlike
benzene, toluene concentrations dropped below the detection limit throughout the
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experimental area (with just a few exceptions, all near the detection limit) by the end of the
experiment in the With-Ethanol Lane. This feature was captured by the model through a

higher growth rate of toluene-degrading SRB relative to benzene-degrading SRB (/Lg;,
Table 2). As a result, once ethanol is below 1 mg/L upgradient of 3 m, degradation of
toluene proceeds faster than benzene degradation consuming available sulfate near the
injection well. As presented in Fig. 4b and 4d, simulation results showed very good
agreement with the toluene data from both lanes.

Data from the field experiment showed o-xylene behaved similarly to benzene, persisting
within 13 meters downgradient of the ethanol injection source after 274 days (Figs. 5a and
5c¢). Therefore the same approach used for benzene degradation was used for o-xylene.
Comparison of simulated versus measured data (Fig. 5) shows that the model could explain
the important features of o-xylene data over time and space.

4.2. Sulfate, Iron and Methane

Figs. 6a and 6¢ present measured sulfate data at 170 days. One important feature of the
sulfate data was that sulfate was reduced to 10-15 mg/L within the methanogenic zone in the
With-Ethanol Lane and then remained constant (Fig. 6a). This does not appear to be due to
substrate limitation because within 13 meters of the injection source in the With-Ethanol
Lane, there are still relatively high concentrations of methane (10 to 29 mg/L), benzene (0.5
to 2 mg/L) and o-xylene (0.1 to 0.6 mg/L) within the aquifer. To capture this feature, we
used a flag (fso,) to limit the availability of dissolved sulfate for all sulfate reduction
pathways below the threshold of 15 mg/L that was observed in the field data (Egs. 6, 13, and
19).

A second important feature of the sulfate data was the increase in sulfate concentration
beyond 35 meters downgradient from the source (Fig. 6a). Simulations suggested that this is
due to vertical mixing of sulfate-depleted groundwater in the aquifer with sulfate-rich
groundwater entering from the upper and lower silty aquitard layers through vertical
dispersion and diffusion. Earlier versions of the model used in this study only included the
aquifer layer and not the adjacent aquitards. Comparing the results of the same reactive
transport model with and without the aquitard layers (results not presented here) suggested
that the aquitard layers provided the additional sulfate to the aquifer downgradient of the
source.

Simulated sulfate concentrations in Figs. 6b and 6d indicate that the model with aquitard
layers and the sulfate threshold could reproduce the behavior of the sulfate plume in the
presence and absence of ethanol. Threshold limitations in sulfate reduction have been
reported by other studies [Knab et al., 2008; Roychoudhury and McCormick, 2006;
Roychoudhury et al., 2003]. Possible explanations for the limitation of sulfate reducers may
be the presence of toxic concentrations of sulfide or competition from other microbial
populations with respect to mineralizable organic carbon, as reported by Roychoudhury and
McCormick [2006]. Leloup et al. [2007] suggested there may be a threshold concentration
below which sulfate is not bioavailable to SRB. Finally, Knab et al. [2008] reported at
concentrations below 0.2 mM (19.2 mg/L) sulfate was not readily available for anaerobic
oxidation of methane in marine sediments. This study may be the most relevant to the
VAFB plume because the main reduced carbon source beyond 13 m downgradient was
methane.

Upgradient of 13 m BToX is still present and could be coupled to sulfate reduction. Other
studies of BTEX degradation coupled to sulfate reduction have presented data indicating
that sulfate concentrations may remain above 10 mg/L when benzene is present at greater
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than 1 mg/L. Anderson and Lovley [2000] studied the transient effect of sulfate addition to a
benzene contaminated aquifer and found that sulfate initially decreased and then remained
level at 100-200 pmol/l (10-19 mg/l) with benzene at 20-30 umol/l (1.5-2.5 mg/l). A study
of a BTEX plume by Dauvis et al. [1999] indicated that the mean sulfate concentration was
10.8 mg/l in areas of the plume where benzene was greater than 1 mg/l. These results are
consistent with the observation that sulfate remains at 15 mg/L at VAFB even when BToX
and methane were present.

Measurements of ferric iron concentration were available only prior to the field experiment;
therefore no comparison could be made to iron values simulated during the experiment (Fig.
7). Simulations suggested that a greater amount of ferric iron was reduced in the With-
Ethanol Lane. This is due to the inclusion in the model of anaerobic degradation of methane
coupled to iron reduction. The importance of this process in the simulations is discussed
further below.

Fig. 8a shows the measured concentration of dissolved methane along the plume centerline
in the With-Ethanol Lane. Three important features of the data needed to be captured by the
model. First, methane concentrations measured at 64 days were within the levels observed at
the site prior to this experiment, indicating an increase in rate and spatial extent of
methanogenesis occurred after this time. To reproduce this feature of the data,
methanogenesis was inhibited in the presence of sulfate according to Eq. 14 and ethanol was
first fermented to acetate before being transformed to methane. These two changes to the
model delayed methanogenesis until after 64 days, but the simulated methane concentrations
at 115 days are higher than the observed values suggesting that an additional unknown
process delayed the start of methane production in the field experiment. Possible candidates
not included in the model are toxicity of ethanol, fluctuations in injected sulfate
concentration, or greater accumulation of acetate.

The second important feature is that after 115 days there is a linear decrease in methane
concentration with distance from the injection source, indicating a loss mechanism for
methane. To capture this loss the model includes anaerobic oxidation of methane coupled to
both sulfate and iron reduction. Recent studies have indicated that methane oxidation may
be coupled to iron reduction [Beal et al., 2009; NRC, 2000]. The inclusion of iron was
required by the continued loss of methane in a zone where sulfate was below the posited
thermodynamic threshold of 15 mg/L. Results suggested a degradation rate of 0.28 mg/L/
day for anaerobic oxidation of methane coupled to iron (Table 2). The maximum
degradation rate for anaerobic oxidation of methane coupled to sulfate (Rscéf) was 0.04 mg/
L/day. Modeling results indicated that by the end of 283 days, sulfate reduction could
account for 12% (1.6 kg) of the methane degradation while 88% (13 kg) of methane
degradation was through iron reduction. The third important feature of the methane data is
that after 200 days the highest concentration of dissolved methane in water samples
remained constant at 29 mg/L which is within the range of methane solubility in
groundwater [Lee et al., 2009]. These data indicate that methane produced near the source
after 200 days was degassing. Thus, in the simulations we assumed that any methane
concentration above the 29 mg/L threshold could degas from the system. This was
implemented using a maximum concentration for the dissolved methane (29 mg/L),
replacing the methane values above this threshold assuming the excess methane left the
dissolved phase. Fig 8b compares the corresponding simulated values of methane
concentration. The correspondence of simulated and observed methane values when both
degassing and anaerobic methane oxidation by sulfate and iron reduction were included
indicates the importance of these processes at ethanol and hydrocarbon contaminated sites.
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Degassing of methane from groundwater aquifers has been previously reported and
investigated in several studies. Amos et al. [2005] studied the production and transport of
methane at Bemidji crude oil spill site and using inert gasses provided evidence that a
considerable amount of methane was lost due to degassing. Results of a more recent study
by Ma et al. [2012] showed that methane concentrations in an aquifer exposed to a
continuous release of a 10% ethanol solution (by volume) reached the saturation level in
groundwater and methane was detected in a surface flux chamber indicating that degassing
was an important process. Spalding et al. [2011] also suggested that methane can migrate
from the subsurface at ethanol spill sites and present vapor risks for nearby confined spaces
with ignitable conditions. Generation of explosive levels of methane were reported by
Nelson et al. [2010] where a continuous feed of dilute E85 was used for a column study.

Caldwell et al. [2008] showed that anaerobic oxidation of methane coupled to iron is
energetically favorable. The study by Beal et al. [2009] showed that anaerobic oxidation of
methane may be coupled to reduction of manganese and iron. In a methanogenic crude oil
contaminated aquifer near Bemidji, Minnesota, methane isotope analyses by Amos et al.
[2012] indicated microbial oxidation of methane in an anaerobic portion of the plume. They
argued that iron-mediated anaerobic oxidation of methane was occurring based on the
dominance of the Fe(l11)-reducing genus Geobacter and mass balance calculations of
reduced carbon flux and depletion of labile sediment iron. Crowe et al. [2011] presented
evidence of methane oxidation at Lake Matano and argued that the oxidation was coupled to
iron reduction based on the abundance of ferric iron and absence of oxygen, sulfate, and
nitrate. Numerical modeling presented in this study, along with field observations, suggest
that methane degradation occurred in an area of the plume where iron was the only available
electron acceptor. Although the species involved and the reaction pathway for anaerobic
oxidation of methane coupled to iron reduction are still unknown, the mass balance in the
modeling and observed constant degradation rate in the field are consistent with this process.
Figs. 9a and 9b present the simulated cumulative amounts of methane oxidation through iron
reduction and sulfate reduction pathways, respectively, indicating a zone within the plume
where methane degradation coupled to sulfate reduction was limited and iron reduction was
the only available process for methane oxidation. The total amount of methane oxidation
coupled to iron reduction was about eight times more than by sulfate reduction (13 kg and
1.6 kg respectively). This finding is consistent with our field observations suggesting that
methane oxidation was occurring along the plume centerline (Fig. 8a).

The aquitard layers were added to the model to investigate whether the observed loss of
methane could be caused by either diffusion into the aquitards or by reaction with sulfate
diffusing from the aquitards. The numerical dispersion associated with the low vertical
resolution in the quasi-3D model represents a maximum amount of exchange with the
aquitard, yet this is still inadequate to explain the methane loss. The results support the
suggestion that the observed methane loss may be coupled to iron reduction. Numerical
dispersion of BToX into the aquitard layers did not change the calibrated reaction rates. Our
modeling results before and after addition of the aquitard layers indicated no changes were
required to the kinetic parameters.

4.3. Bacteria and Archaea

Field data suggest that densities of total bacteria, SRB, and archaea populations were up to
four orders of magnitude higher within the experimental lanes relative to the background
levels [Feris et al., 2008]. Simulation of transient growth of biomass at a field site is
challenging. First, because the data are sparse in time and space and comparison of model
results to data requires assumptions about the relationship between attached and planktonic
biomass and conversion between qPCR data and cell density. Second, accumulation of
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biomass has a positive feedback because it leads to faster degradation rates which in turn
lead to faster growth, so it is difficult to achieve orders of magnitude increases in biomass in
a simulation without exceeding the observations. Recognizing these challenges, we iterated
during our simulation efforts to generate the most reasonable estimates of growth and rates
given the field observations and results of prior studies.

Growth rates of bacteria and archaea in the model are controlled by the parameters listed in
Table 2 together with the substrate and electron acceptor concentrations (e.g. Eq. 6). Growth
yields were calibrated for ethanol degradation by SRB and fermenters and acetate
degradation by methanogens. The remaining yields were based on energetic calculations as
described in Rittmann and McCarty [2001]. Figs. 10 through 12 present the comparison
between biomass data and numerical simulations. Field data are presented as the average of
three values from sampling wells in the center of the experimental lanes with bars
representing maximum and minimum values. Simulated values are converted to copy
numbers per mL of groundwater for comparison with the data.

At 244 days the model reproduces the observed increase of SRB of two to four orders of
magnitude in both lanes relative to the background level (Fig. 10). The greatest increase
occurs adjacent to the injection wells because the injected groundwater in both lanes
contained background concentrations of sulfate. The model SRB values were 10° per mL
near the injection well in both lanes at 244 days whereas field results were 10° per mL
indicating that the model overpredicted growth near the injection wells. Downgradient of the
injection wells, the model results were 104-10° per mL SRB in the With-Ethanol Lane at
244 days compared to averages of 103-10° per mL in the field. In the No-Ethanol Lane the
model results were 103-10 per mL SRB compared to field values of 102-10 per mL in the
field. Thus, at the most downgradient locations the simulated SRB values were about ten
times too high in the With-Ethanol Lane but matched well in the No-Ethanol Lane. In the
With-Ethanol Lane, the abundance of SRB decreased slightly between 152 and 244 days at
the injection well [Feris et al., 2008]. The simulations also show a decrease in SRB between
152 and 244 days but located downgradient of the injection wells (Fig. 10b). The simulated
SRB decrease occurs in the With-Ethanol Lane because the sulfate concentration was below
the posited thermodynamic threshold of 15 mg/L (Fig. 6a). The high concentration of
injected ethanol and growth of SRB resulted in consumption of available sulfate below the
threshold of 15 mg/L, which was followed by a decline of the SRB at later times. In the No-
Ethanol Lane populations initially expanded as the BToX plume advanced downgradient.
The higher populations lead to faster BToX degradation rates and shrinking of the BToX
plume. Even though sulfate was high, the SRB population declined due to the lower BToX
concentrations.

The simulations reproduced the trend of the total bacterial density data (which include iron-
reducing, sulfate-reducing, and fermentative bacteria) in that the highest concentration for
both With-Ethanol and No-Ethanol Lanes occurred adjacent to the injection wells (Fig. 11),
similar to what was reported by Feris et al. [2008]. Simulations produced 1.5-2 orders of
magnitude more growth in the With-Ethanol than the No-Ethanol Lane due to the greater
supply of reduced carbon with the ethanol injection. Simulations suggest that growth of total
bacteria populations in the No-Ethanol Lane was due to the growth of SRB. In the With-
Ethanol Lane, however, the model suggested that growth of fermentative bacteria
contributed the most to the increase in the densities of total bacteria. Feris et al. [2008]
indicated that elevated values in the With-Ethanol Lane extended beyond 7 m downgradient,
whereas the elevated values in the No-Ethanol Lane were limited to the first 3 m (Figs 11a
and 11c). The model reproduces the elevated values at 7 m in the With-Ethanol Lane but
also predicts some growth downgradient (Fig 11b).
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In the No-Ethanol Lane the model predicts growth near the injection wells and values
similar to background levels downgradient of 3 m (Fig. 11d), which is consistent with the
trend of the field data. However, the model cannot explain the very high value of 108 per mL
total bacteria observed at 244 days near the injection well in the No-Ethanol Lane and the
comparatively lower bacterial densities in the With-Ethanol Lane. Possibly this reversal was
due to lower energetic yield of fermentation of ethanol to acetate followed by
methanogenesis from acetate, processes which dominate at late time in the With-Ethanol
Lane. Consistent with this explanation, the data earlier in the experiment (152 days Figs 10
and 11) show SRB and total bacterial densities were higher in the With-Ethanol Lane that in
the No-Ethanol Lane. In this earlier period the biomass level in the With-Ethanol Lane may
still have reflected some contribution of the sulfate-reducing metabolism and higher yield,
e.g. if sulfate was supplied to the permeable media by diffusion from lower permeability
layers before their reservoirs of sulfate were exhausted. Nevertheless, when the model yields
were calibrated to the full data set, the same values were obtained for SRB and fermenting
bacteria (Table 2), suggesting further investigation into the yields in such dynamic settings
could prove illuminating.

A notable discrepancy between the model and data occurs at the most downgradient point,
where the No-Ethanol Lane data show almost 108 per mL bacteria versus fewer than 10° per
mL in the model. These differences may occur because the model simulates attached
populations while the observations represent suspended cells. If 15% of the population
growing near the injection wells had been transported downgradient, then the observed
numbers in the No-Ethanol Lane could have resulted from transport of these cells. We based
our conversion of attached to planktonic numbers on the data of Bekins et al. [1999] for the
Bemidji site. Their data showed similar ratios throughout the plume with no indication that
transport of the planktonic phase increased numbers in the downgradient region of the
plume. Whether the planktonic cells were transported downgradient at the VAFB site is
unknown, but some evidence of transport is suggested by the observed increases
downgradient in the No-Ethanol Lane in an area where little growth substrate is present.

Observations of archaeal densities showed that elevated archaea were observed in the With-
Ethanol Lane where sulfate was depleted [Feris et al., 2008]. After 244 days the measured
archaea population increased about 3 orders of magnitude at the location of the injection
wells in the With-Ethanol Lane (Fig. 12a). Simulations for that lane reproduced the observed
growth of archaea from 102 to ~107 per mL copy numbers near the injection wells at 244
days. In contrast, in the No-Ethanol Lane field data did not show a significant growth of
archaea above the background level (approximately 103 copy numbers per ml). Consistent
with the measurements, our simulations indicated no methanogenesis occurring in the No-
Ethanol Lane, hence no growth of archaea in this lane (Fig. 12d). The simulations could not
produce the observed increase in archaea numbers between 152 and 244 days at 3-10 m
downgradient because the ethanol substrate was consumed immediately downgradient of the
injection well. As noted above, the difference may occur because the model simulates
attached populations while the observations represent suspended cells.

Very few published studies have attempted to compare simulated to measured microbial
data in a transient plume. Essaid et al. [1995] simulated aerobic and anaerobic
biodegradation processes at the Bemidji, Minnesota, crude oil spill site and compared
modeled and measured biomass only at the end of the simulation time (13 years). Wilson et
al. [2012] developed a model based on results of active remediation of a BTEX plume but
assumed a constant biomass. Ma et al. [2012] modeled microbial reactions and population
dynamics at the fringe of a steady state plume using dual Monod kinetics to describe the
microbial population dynamics. In a previous study, Eckert and Appelo [2002] simulated an
in situ enhanced bioremediation of nitrate-contaminated aquifer with a well-pair
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recirculation system using multi-Monod kinetics and biomass growth. However, they did not
compare the modeled and field-measured biomass results. In this study, the simulations were
somewhat successful in reproducing the order of magnitude of observed microbial
population changes. Growth of SRB, total bacteria, and archaea were required to explain the
transient behavior of the plume. The growth yields used for different populations were based
either on theoretical values or were calibrated (Table 2). A comparison of the three
calibrated values to theoretical values shows that the calibrated values used for growth
yields of SRB and fermenters were reasonable, but the value for acetate-utilizing archaea
was 10 times lower than the theoretical value (Table SI-2).

Models of reactive transport with biodegradation of multiple solutes coupled to biomass
growth typically have a great many parameters, calling into question the validity of the
calibrated values. In this study, the focus has been on process insights gained from
incrementally revising the conceptual model, rather than on emphasizing the values obtained
for the calibrated parameters. A general discussion of the calibrated values seems premature
for several reasons. These include a paucity of other microbial datasets from transient field
experiments, lack of consensus on the relationship between gPCR data and active
populations, and questions on the relationship between attached and planktonic numbers.
Instead we have concentrated on achieving simulated microbial growth at comparable orders
of magnitude to the observations using reasonable growth yields. To assess which
parameters were most important, the U.S. Geological Survey (USGS) universal inverse
modeling code, UCODE_2005 [Poeter et al., 2005] was used to perform a sensitivity
analysis for the calibrated parameters. The values of composite scaled sensitivity (CSS) are
presented in Fig. SI-2. Interestingly, the archaea yield had the highest CSS and the calibrated
value was low compared to the theoretical value (Table SI-2) suggesting that the archaea
growth at this site is poorly understood. Other parameters with high sensitivities were the
maximum specific growth rate of SRB ethanol degraders, sulfate half-saturation
concentration, and maximum specific growth rate of SRB toluene degraders indicating the
importance of methane production and sulfate reduction processes. A thorough examination
of parameter sensitivities and correlation of parameters would be possible if more microbial
datasets for these types of models become available.

Fig. 13 illustrates contour plots of the simulated plume for different compounds at 274 days,
corresponding to the last observed data in the experiment. The benzene plume (defined here
as concentrations greater than 20 g/L) was about 4.5 times longer in the With-Ethanol Lane
than in the No-Ethanol Lane by the end of the 274-day simulation time (Fig. 13a). Toluene
and ethanol concentrations, which were non-detectable by this time are therefore not shown
in Fig. 13. Simulated o-xylene persisted in the With-Ethanol Lane as was observed in the
field [Mackay et al., 2006]. The methane concentrations (Fig. 13c) showed good agreement
with the field observations although the simulated plume was somewhat shorter than the
observed plume. The simulations of areal distributions of the microbial populations (Fig. 14)
help identify zones within which active biodegradation under different redox conditions are
to be expected. For example, Fig. 14b shows the area with high growth of total bacteria is
also the area with active ethanol fermentation within the first 10 meters downgradient of the
With-Ethanol Lane injection wells.

On the basis of simulated growth of archaea populations after 274 days, the methanogenic
zone was found to have extended beyond 13 m downgradient of the ethanol injection source
with the most active zone within 4 m downgradient from the ethanol injection source. The
areas with high growth of microbial populations were consistent with observed redox
processes from chemical data and can serve as an indicator of active biodegradation zones.
Due to transport of dissolved methane with groundwater flow, identifying the methanogenic
zone solely based on methane concentration is inaccurate.
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5. Summary and Conclusions

A kinetics-based reactive transport model coupled to microbial growth was developed,
providing quantitative understanding of the impact of ethanol and its degradation products
on petroleum hydrocarbon compounds of interest: benzene (B), toluene (T), and o-xylene
(o-X). High resolution data from a field study, intended to represent a small-volume release
of E10 gasohol (10% ethanol and 90% conventional gasoline), were used to construct the
model and identify important processes controlling the natural attenuation of different
compounds.

Using insights from the field experiment, we included in our numerical model the
degradation of BToX under sulfate reduction and iron reduction, degradation of ethanol
under sulfate reduction, iron reduction, and methanogenesis, and anaerobic oxidation of
dissolved methane coupled sulfate and iron. Results reproduced the field observation that the
natural attenuation of BToX compounds was slowed significantly in the presence of
dissolved-phase ethanol. The model results were also consistent with the observation that
ethanol did not persist in the aquifer more than 0.5 meters downgradient of the injection
wells. Discrepancies between simulations and the measured BToX and ethanol data
suggested that addition of iron reduction as a degradation pathway was a necessary
refinement of the model. Also, since measurements indicated that sulfate was depleted to no
lower than about 10 to 15 mg/L within the methanogenic zone, the model was further
refined to account for this, an assumption supported by results of prior research by others.
Modeling results indicated that vertical dispersion and diffusion of sulfate-rich groundwater
from aquitard layers into the aquifer replenished the sulfate-depleted groundwater.
Therefore, some BToX compounds for which degradation under methanogenic conditions
was limited were biodegraded by either iron- or sulfate-reduction further downgradient.

Based on field results, dissolved methane seemed to degrade with a constant rate over time,
so the rate was assumed constant in the model. The model predicted methane concentrations
in excess of the water solubility limit suggesting that a fraction of the generated methane
escaped the groundwater. Simulations also suggested anaerobic oxidation of methane is
required to explain methane data over time along the plume centerline. Another highlight of
this study was that theoretical computed and calibrated bacteria yields resulted in microbial
growth over time that matched reasonably well with observations. The model yield for
archaea was too low by a factor of ten indicating that more work is needed to understand
growth of the archaea populations under such conditions. In creating a model that
reproduced the data for this field setting and experimental conditions it was necessary to use
some phenomenological components based on observations. These include thresholds for
ethanol and sulfate, negligible growth for iron reducers and methanogens on BToX, and
methane oxidation coupled to iron reduction. We have tried to document and discuss these
assumptions so that future modeling efforts for other sites and conditions can examine
whether the same effects occur and possibly advance methods for modeling the underlying
mechanisms.
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Annotation*

Fundamental quantities

benzene concentration (mg/L)
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EtOH

Fe*3
Acet
CHy

toluene concentration (mg/L)

o0-xylene concentration (mg/L)

ethanol concentration (mg/L)

sulfate concentration (mg/L)

sediment iron concentration (mg/kg)

acetate concentration (mg/L)

dissolved methane concentration (mg/L)
BToX-degrading iron-reducing bacteria (mg/L)
BToX-degrading sulfate-reducing bacteria (mg/L)
ethanol-degrading iron-reducing bacteria (mg/L)
ethanol-degrading sulfate-reducingbacteria (mg/L)
fermentative bacteria(mg/L)

acetate-degrading archaea (mg/L)

Kinetic parameters

fEtoH

fso,

* The specific parameters and their values are listed in Table 2.

reaction rate (mg/L/day)

maximum degradation rate (mg/L/day)
maximum specific growth rate (1/day)
biomass yield coefficient

mass ratio of different solutes
half-saturation concentration (mg/L)
inhibition concentration (mg/L)
biomass decay rate (1/day)

Flag for BToX degradation inhibition in the presence of ethanol (-)

Flag for limiting sulfate reduction when sulfate is less than a threshold (-)

Water Resour Res. Author manuscript; available in PMC 2014 August 01.

Page 22



Rasa et al. Page 23

Water Resour Res. Author manuscript; available in PMC 2014 August 01.



1duosnuey JoyIny vd-HIN 1duosnuey JoyIny vd-HIN

1duosnuei\ Joyiny Vd-HIN

Rasa et al.

Page 24

Expected
flowpath

BTX injection
lane . %
BTX+Ethanol _ @eP N
injection lane - (’Q 20 50 ft
' = ===
0 5 10 15 m
Figure 1.

Map of Site 60, Vandenberg Air Force Base (VAFB) in California. Groundwater from
upgradient of the wells was spiked with BToX (No-Ethanol Lane on the west side) and with
BToX+ethanol (With-Ethanol Lane on the east side). Spiked groundwater was injected in
the ER wells to create two side-by-side plumes.
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Figure2.

Conceptual subsurface model and layering used for this study. Model domain is quasi-3D
with homogenous saturated horizontal layers, as shown. The ER wells were used to inject
the BToX and ethanol compounds into the S3 sand aquifer (Fig. 1). Diagram is not to scale.
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Comparison of measured (left panels) versus simulated benzene (right panels)
concentrations in the centerline of the With-Ethanol (a and b) and No-Ethanol experimental
lanes (c and d). Benzene injection concentration was used as measured concentration in

groundwater at distance=0 (a and c).
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Comparison of measured (left panels) versus simulated toluene (right panels) concentrations
in the centerline of the With-Ethanol (a and b) and No-Ethanol experimental lanes (c and d).
Toluene injection concentration was used as measured concentration in groundwater at
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Comparison of measured (left panels) versus simulated o-xylene (right panels)
concentrations in the centerline of the With-Ethanol (a and b) and without-ethanol
experimental lanes (c and d). O-xylene injection concentration was used as measured
concentration in groundwater at distance=0 (a and c).
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Figure7.

Simulated ferric iron concentrations in the centerline of the With-Ethanol Lane. Note that
there were no measurements made during the field experiment.
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Total amount of methane oxidation through iron reduction (a) and sulfate reduction (b) over
the 283 days of simulation.
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Figure 10.

Comparison of measured (left panels) versus simulated sulfate-reducing bacteria (right
panels) densities in the centerline of the With-Ethanol (a and b) and No-Ethanol
experimental lanes (c and d). The dashed line represents the background populations at the
site estimated from monitoring data in areas unaffected by the experimental injections.
Upper and lower whiskers represent maximum and minimum of sampling wells from the
center of the experimental lanes, respectively. Results of 244-day data are plotted at slightly
offset distances for clarity.
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Comparison of measured (left panels) versus simulated total bacteria (right panels) densities
in the centerline of the With-Ethanol (a and b) and No-Ethanol experimental lanes (c and d).
The dashed line represents the background level at the site estimated based on data from
area unaffected by the plume. Upper and lower whiskers represent maximum and minimum
of sampling wells from the center of the experimental lanes, respectively. Results of 244-day

data are plotted at slightly offset distances for clarity.
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Figure 12.

Comparison of measured (left panels) versus simulated archaea (right panels) densities in
the centerline of the With-Ethanol (a and b) and No-Ethanol experimental lanes (c and d).
Dashed line represents the background level at the site estimated based on data from the
areas unaffected by the plume. Upper and lower whiskers represent maximum and minimum

of sampling wells from the center of the experimental lanes, respectively. Results of 244-day

data are plotted at slightly offset distances for clarity.
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Figure13.

Simulated plumes of different compounds in the No-Ethanol Lane (west side) and the With-
Ethanol Lane (east side) after 274 days of the experiment for benzene (a), o-xylene (b),
sulfate (c), and dissolved methane (d). For the location of injection wells within each
experimental lane refer to Fig. 1. There was no detectable toluene and ethanol in the
simulations after 274 days therefore we do not show their contour plots here.
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Figure14.

Populations ofsulfate-reducing bacteria (a), total bacteria (b), and total archaea (c) simulated
by the calibrated reactive transport model after 274 days. The initial densities based on
background data were 1.7x102 for sulfate-reducing bacteria (SRB), 2.8x10* for the total
bacteria, and 1.4x103 copies per mL of groundwater for archaea. Contour lines represent the
area with one order of magnitude growth from the initial density.
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Table 1

Parameters for the flow and transport model. See text for discussion and assumed locations.

Parameter Value Source

Hydraulic parameters

Aquifer horizontal hydraulic conductivity 10.89 m/d [Rasa et al., 2013]1
Silt layers horizontal hydraulic conductivity 2x102 m/d [Rasa et al., 2013]1
Horizontal to vertical hydraulic conductivity ratio 10 assumed

Hydraulic gradient (i) 0.0132 [Mackay et al., 2012]
Aquifer effective porosity 0.34 [Mackay et al., 2012]
Silt layers effective porosity 0.4 [Rasa et al., 2011]
Injection rates 200 mL/min [Mackay et al., 2006]

Transport parameters

Retardation factor of benzene (Rfg) 12 [Mackay et al., 2006]

Retardation factor of toluene (Rfy) 16 [Mackay et al., 2006]

Retardation factor of o-xylene (Rfy) 2.3 [Mackay et al., 2006]

Longitudinal dispersivity (a) 0.55m [Rasa et al., 2013]%

Transverse horizontal dispersivity (ar) 0.013m [Rasa et al., 2013]%

Transverse vertical dispersivity (ay) 1.3x10°3m [Rasa et al., 2013]%

Benzene aqueous diffusion coefficient (Dgg) 2 6.71x10°m?%d  [EPA, 2011]

Tortuosity (7) 0.40 [Rasa et al., 2011]

Background sulfate concentration 120 mg/L [Mackay et al., 2006]

Background iron concentration 1,000 mg/kg [Wood, 2004]

Initial density of BToX-degrading iron-reducing bacteria (S;) 3 10 mg/L Assumed same as S,

Initial density of BToX-degrading sulfate-reducingbacteria (S;) 4 10 mg/L Calculated based on [Feris et al., 2008]
Initial density of Ethanol-degrading iron-reducing bacteria (S3) 3 10 mg/L Assumed same as S,

Initial density of Ethanol-degrading sulfate-reducing bacteria (S;) 4 10 mg/L Calculated based on [Feris et al., 2008]
Initial density of Fermentative bacteria (Ss) ° 0.0317 mg/L Calculated based on [Feris et al., 2008]
Initial density of acetate-degrading archaea (Sg) & 0.0046 mg/L Calculated based on [Feris et al., 2008]
Benzene injection concentration 2.3mg/L [Mackay et al., 2006]

Toluene injection concentration 2.2 mg/L [Mackay et al., 2006]

o-Xylene injection concentration 0.87 mg/L [Mackay et al., 2006]

Ethanol injection concentration 470 mg/L [Mackay et al., 2006]

1Hydra\ulic conductivity and longitudinal and horizontal dispersivities were estimated by inverse modeling of long term tracer study at the site.
2RT3D model ver. 2.5 used here allows only one diffusion coefficient for the multispecies reactive transport as discussed in Rasa et al., [2011].
3Total iron-reducing bacteria (IRB) is S1+S3

4Total sulfate-reducing bacteria (SRB) is S2+S4

5Total bacteria is S1+S2+S3+S4+S5
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6Total archaea is Sg
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Table 2

Kinetic parameter values

Page 40

Symbol Definition Value Source
CH Rate of anaerobic methane oxidation coupled to sulfate (mg/L/day) 0.04 Calibrated
4
Rso4
CH Rate of anaerobic methane oxidation coupled to iron (mg/L/day) 0.28 Calibrated
4
RF‘e
B Maximum degradation rate of benzene coupled to iron (mg/L/day) 0.05 Calibrated
’VTL(LILFE
T Maximum degradation rate of toluene coupled to iron (mg/L/day) 0.05 Calibrated
maz
X Maximum degradation rate of o-xylene coupled to iron (mg/L/day) 0.03 Calibrated
maz
B Maximum specific growth rate of SRB& benzene degraders (1/day) 0.045 Calibrated
K,
T Maximum specific growth rate of SRB toluene degraders (1/day) 0.095 Calibrated
x Maximum specific growth rate of SRB 0-xylene degraders (1/day) 0.022 Calibrated
#52
Hsg Maximum specific growth rate of IRBP ethanol degraders (1/day) 0.07 Calibrated
fisy Maximum specific growth rate of SRB ethanol degraders (1/day) 0.55 Calibrated
fss Maximum specific growth rate of fermentative bacteria (1/day) 50 Calibrated
fisg Maximum specific growth rate of methanogenic archaea (1/day) 0.06 Calibrated
B Mass ratio of iron to benzene (-) 21.45 stoichiometry
Fe
T Mass ratio of iron to toluene (-) 21.83 stoichiometry
Fe
¥ Mass ratio of iron to o-xylene (-) 22.09 stoichiometry
Fe
v EtOH Mass ratio of iron to ethanol (-) 14.54 stoichiometry
Fe
Mass ratio of iron to methane (-) 27.85 stoichiometry
yCHa
Fe
B Mass ratio of sulfate to benzene (-) 461 stoichiometry
50,
T Mass ratio of sulfate to toluene (-) 4.69 stoichiometry
50,
¥ Mass ratio of sulfate to o-xylene (-) 4.75 stoichiometry
50,
EtOH Mass ratio of sulfate to ethanol (-) 3.13 stoichiometry
50,
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Symbol Definition Value Source
CH Mass ratio of sulfate to methane (-) 5.99 stoichiometry
YSO !
4
EtOH Mass ratio of acetate to ethanol (-) 1.3 stoichiometry
Acet
Acot Mass ratio of methane to acetate (-) 0.27 stoichiometry
CH,
Kg Benzene half-saturation concentration (mg/L) 0.5 Calibrated
Kr Toluene half-saturation concentration (mg/L) 0.01 Calibrated
Ky O-xylene half-saturation concentration (mg/L) 0.15 Calibrated
KetoH Ethanol half-saturation concentration (mg/L) 1 Calibrated
Kacet Acetate half-saturation concentration (mg/L) 0.1 Calibrated
Kee Iron half-saturation concentration (mg/L) 10 Calibrated
Ksoy Sulfate half-saturation concentration (mg/L) 100 Calibrated
; Sulfate inhibition concentration (mg/L) 5 Calibrated
SO,
) Iron inhibition concentration (mg/L) 2000 Calibrated
K,
B SRB yield per benzene mass utilized (-) 0.015 [Rittmann and McCarty,
Y. 2001]
S2
T SRB yield per toluene mass utilized (-) 0.014 [Rittmann and McCarty,
2001]
Sa
¥ SRB yield per o-xylene mass utilized (-) 0.014 [Rittmann and McCarty,
2001]
Sa
BtOH IRB yield per ethanol mass utilized (-) 0.053 [Rittmann and McCarty,
YS 2001]
3
YE'tOH SRB yield per ethanol mass utilized (-) 0.015 Calibrated
Sy
EtOH Fermentative bacteria yield per ethanol mass utilized (-) 0.015 Calibrated
Y.
S5
Archaea yield per acetate mass utilized (-) 0.001 Calibrated
Acet
Se
by Decay rate of bacteria populations (1/day) 0.015 Calibrated
b, Decay rate of archaea (1/day) 0.01 Calibrated
feton Ethanol threshold flag, set to 0 if ethanol is above the value listed at right, or 1 otherwise 1 [Adair and Wilson, 2012]
(mg/L)
fso, Sulfate threshold flag, set to O if sulfate is below the value listed at right, or 1 otherwise 15

(mg/L)

aSRB is short for sulfate-reducing bacteria.

k)IRB is short for iron-reducing bacteria.
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