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ABSTRACT OF THE DISSERTATION

Quantum critical lines, Quantum critical fan and Measurement induced transition

by

Hui Yu

Doctor of Philosophy in Physics

University of California, Los Angeles, 2023

Professor Sudip Chakravarty, Chair

After a brief introduction that overviews quantum phase transitions and quantum criticality

at finite temperatures, we begin Chapter 1 by introducing an exactly solved model with

multiple critical lines - transverse field Ising model with added 3-spin interaction. We focus

on the phase diagram and discuss several features associated with critical lines. Then we

explicitly show how to calculate the spin-spin correlation function and dynamical structure

factor S(k, ω) in terms of a Pfaffian. Next, we present the zero-temperature dynamical

structure factor at various critical lines in the pure and disordered systems. Finally, this

chapter concludes with a discussion about further research on similar models with quantum

critical lines or quantum critical surfaces.

In Chapter 2, we emphasize the finite temperature behavior of the same model as in

the previous chapter by first showing any necessary modifications when the temperature is

nonzero. Then we illustrate the finite temperature properties of the model in various aspects.

We show how specific heat is computed and its temperature dependence at several critical

points. In addition, we identify several crossovers (quantum critical to quantum disordered

or renormalized classical) by classifying different temperature dependencies of the correlation

length and thus constructing a quantum critical fan along one of the critical lines.

In Chapter 3, we start with an introduction to show what measurement-induced en-

tanglement transition is and its current status. Next, we discuss our model and its setup.
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Topological entanglement entropy and mutual information have been calculated to con-

struct the phase diagram. We discover the system ends in different phases by applying

non-commutative measurement gates at each time step on a line of qubits. Moreover, we

obtain various critical exponents through finite-size scaling.
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Introduction

Understanding phase transition is very important since it occurs ubiquitously in nature.

In everyday life, one frequently encounters transitions like solid to liquid, liquid to gas, or

vice versa. These transitions are usually achieved by changing the ambient temperature or

pressure. For example, turning water into ice by freezing it or into steam by heating it. These

transitions are called finite temperature phase transitions. However, we are not considering

these kinds of transitions in this paper.

Instead, we focus on quantum phase transitions1. A quantum phase transition [Her76,

SGC97, Con17, Sac99, Car10] is a phase transition between different quantum phases, de-

termined by the ground state’s property, occurring only at zero temperature. It is a widely

studied subject in the condensed matter community these days. These transitions often ac-

company a typical setting that involves a Hamiltonian H = H1 + gH2 where H1 and H2 are

two non-commuting terms in H. By tuning the parameter g, it is possible that the system

could go from an ordered phase (symmetry-breaking) to a disordered phase (symmetry-

preserving) as shown in 0.1. Precisely at the boundary between two phases, we have a point

with g = gc, which is referred to as a quantum critical point. There are several properties

associated with a quantum critical point. (1) The ground state wave function is a super-

position of many states that fluctuate at all length scales. Those quantum fluctuations are

governed by Heisenberg’s uncertainty principle. (2) Since fluctuation happens at all length

scales, the correlation length is infinite, and thus the energy gap is zero. (3) Near the critical

point, the correlation length scales as |g− gc|−ν and the energy gap scales as |g− gc|zν . Here

z and ν are called critical exponents of the critical point. In particular, the value z tells

us whether fluctuations in the time direction behave the same as fluctuations in the spatial

direction. For a Lorentz-invariant quantum critical point, we have z = 1.

λ2 = −1 (0.1)

1In this paper, we put emphasis on the second-order quantum phase transition
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A quantum critical point (QCP) is not the only possibility in a strongly correlated electron

system. With few more tuning parameters g1,g2,..., in the Hamiltonian H, one could have

a quantum critical line (surface), which is made out of a line (surface) of quantum critical

points, in the phase diagram. Along the quantum critical line (surface), critical exponents

could vary from place to place.

Figure 0.1: Finite temperature phase diagram for a quantum critical point gc. At zero
temperature, the system is in ordered phase for g > gc and disordered phase for g < gc.
The blue-shaded region is quantum critical fans. The region bounded by those lines is the
regime of quantum criticality. The size or width of quantum critical fan depends on critical
exponents from the critical point gc.

Finite Temperature - Quantum Critical Fan

As mentioned before, quantum fluctuation at a critical point implies the property of the

ground state. Thus, it is extremely important that one can detect these fluctuations in an

experiment. Moreover, all experiments are carried out at finite temperatures. But we know

quantum phase transition, by its definition, only occurs at zero temperature.

2



In fact, a zero temperature quantum critical point does leave fingerprints in the finite

temperature phase diagram. This idea is first explored in [CHN88, CHN89] in the problem of

two-dimensional quantum antiferromagnets. Finite temperature measurements reveal that

the ground state has a long-ranged antiferromagnetic order [EYB88]. As shown in 0.1,

the critical point gc induces a blue-shaded region in parameter spaces as we turn on the

temperature. This region is called quantum critical regime. Inside this region, one could

still feel the presence or influence of those quantum fluctuations from the critical point. That

extended region increases the ability to detect those fluctuations. The size or width of the

critical fan depends on various exponents from the critical point. Those blue solid lines in

the picture are the boundary of the critical fan. These are crossover lines determined by

the relative magnitude between two energy scales in the system (temperature and energy

gap). Since the energy gap is scaled as |g− gc|zν at zero temperature, quantum criticality is

obtained when the temperature is comparable to the energy gap. Thus, we have the following

equation.

T ∼ |g − gc|zν

Generally speaking, a cusp is not the only option for a quantum-critical fan. Its geometric

shape relies on the exact value of those exponents.

The issue of fine-tuning

The signature of quantum criticality can now be felt in a much broad region in the phase

diagram. However, this doesn’t simplify experimental measurements in detecting quantum

criticality. For example, a large value of zν will make quantum critical fan narrow and

thus limits the ability to detect criticality. Also, obtaining critical exponent ν in a generic

strongly correlated system poses another objection to experimental measurements. All these

concerns give rise to the fact quantum critical point needs to be fine-tuned. On the other

hand, if zero temperature criticality is extended to a line (quantum critical line), not a

point, experimental evidence of quantum criticality can be much more easily observed at

finite temperatures. This is what we try to emphasize in this essay.

3



CHAPTER 1

Transverse field Ising model with added 3-spin

interaction

This chapter is adapted from the publication:

[YC23] H. Yu and S. Chakravarty. Quantum critical points, lines, and surfaces, Phys. Rev.

B. 107, 045124, 2023

1.1 The Model

The one-dimensional transverse field Ising model (TFIM) is a classic example of QCP. From

a theoretical point of view, the integrability of the model gives us the power to study the

properties of QCP in detail. A complete discussion on that topic can be found in [Sac99].

From the experimental side, this model is well-captured by CoNb2O6 [KFM14], which illus-

trates the nature of quantum criticality. However, quantum critical lines are less studied

in the literature. We introduce a simple but exactly solved model of a QCL. This model

was introduced by Kopp and Chakravarty [KC05], with numerous exciting properties. It

remains to be experimentally studied. The phase transitions in this model have intriguing

topological aspects discussed by Niu [NCH12]. This model is the three-spin extension of the

transverse-field Ising model. The Hamiltonian, H, is

H = −
∑
i

(hiσ
x
i + λ2σ

x
i σ

z
i−1σ

z
i+1 + λ1σ

z
i σ

z
i−1) (1.1)

4



written in term of standard Pauli matrices σx,z. In a pure system, we shall set hi = h = cst.

In disordered case, we shall let h have spatial dependence. The Hamiltonian after Jordan-

Wigner [Pfe70, LSM61] transformation

σx
i = 1− 2c†ici (1.2)

σz
i = −

∏
j<i

(1− 2c†jcj)(ci + c†i ) (1.3)

is

H = −
N∑
i=1

h(1− 2c†ici)− λ1

N−1∑
i=1

(c†ici+1 + c†ic
†
i+1 + h.c.)

− λ2

N−1∑
i=2

(c†i−1ci+1 + ci+1ci−1 + h.c.).

(1.4)

In contrast to the spin model, the spinless fermion Hamilitonian is actually a one-dimensional

mean-field model of a p-wave superconductor, but there are both nearest- and next-nearest

neighbor hopping, as well as condensates - note the pair creation c†ic
†
i+1 and destruction

cici+1 operators. The solution of the corresponding spin Hamiltonian through Jordan-Wigner

transformation is, however, exact and includes all possible fluctuation effects and is not a

mean-field solution of any kind [Kit01].

Imposing periodic boundary conditions, a Bogoliubov transformation results in its diag-

onalized form:

H =
∑
k

2Ek

(
η†kηk −

1

2

)
. (1.5)

As usual, the anticommuting fermion operators ηk’s are suitable linear combinations in the

momentum space of the original Jordan-Wigner fermion operators. The spectra of excitations

are (lattice spacing will be set to unity throughout the paper unless stated otherwise)

Ek =
√

1 + λ21 + λ22 + 2λ1(1− λ2) cos k − 2λ2 cos 2k (1.6)

5



We have set h = 1 when discussing the zero temperature, T = 0, properties. Quantum phase

transitions of this model are given by the nonanalyticities of the ground state energy:

E0 = −
∑
k

Ek. (1.7)

Taking the derivative of the energy dispersion, we get:

∂εk
∂k

=
4λ2 sin 2k − 2λ1(1− λ2) sin k

2
√

2λ1(1− λ2) cos k − 2λ2 cos 2k + λ1
2 + λ2

2 + 1
(1.8)

The derivative vanishes at k = 0,±π and cos k = λ1(1− λ2)/4λ2. For these values of k the

spectra assume minimum values. The nonanalyticites are defined by the critical lines where

the energy gaps collapse.

Figure 1.1: The phase diagram,n = 0, 1, 2, corresponds to regions with n Majorana zero
modes at each other of an open chain. Three quantum critical lines (λ2 = λ1 + 1, λ2 =
1 − λ1, λ2 = −1) are determined by the vanishing of the energy gaps. The points a and d
are multicritical points. The thin red line is a disorder line of no significance to quantum
criticality.

6



1.2 Phase diagram and several properties of the model

As we see in 1.1, we see this model has two multicritical points and three critical lines. Each

critical line has different characteristics. We enumerate below some of the features of the

phase diagram and its associated critical lines. To follow the description below, refer to 1.2

and 1.3:

Figure 1.2: 2Ek vs k. The criticality along (a) λ2 = 1 − λ1: top to bottom λ1 → 0 (b)
λ2 = 1 + λ1, where λ1 varies between 0 and 1, and (c) λ2 = −1, 0 ≤ λ1 ≤ 2, plotted in the
interval between 0 and 2π.
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1. For the Ising model in a transverse field without a three-spin interaction, the gaps

collapse at the Brillouin zone boundaries, k = ±π at the self-dual point λ1 = 1 and

λ2 = 0.

2. As we move along the critical line λ2 = 1 − λ1, there are no additional critical points

until we reach a multicritical point λ2 = 1 then the gaps collapse at k = 0. This is

shown in 1.2(a). In the language of conformal field theory, this crossover is described

by Zamolodchikov’s c function, which takes one from a theory of conformal charge

c = 1 to that of charge c = 1/2 [NF93]. At exactly λ1 = 0 and λ2 = 1, we have

dynamical critical exponent z = 1 due to the linearly vanishing spectrum at k = 0.

Then λ2 = 1+λ1 constitutes a critical line with criticality at k = 0, as we can see from

1.2(b).

3. Moreover, the gaps also collapse at k = cos−1(λ1/2) for λ2 = −1 and 0 < λ1 < 2. This

constitutes an unusual incommensurate critical line. Right at λ1 = 2 and λ2 = −1,

we have a non-Lorentz invariant multicritical point with dynamical critical exponent

z = 2. This is evident from 1.2(c) since the spectra vanish quadratically at ±π. This

fact is due to the confluence of two Dirac points.

4. In the dual representation discussed below, the region enclosed by λ21 = −4λ2 is an os-

cillatory ferromagnetically ordered phase separating from an ordered phase for λ2 < 0,

as determined by the spatial decay of the instantaneous spin-spin correlation function.

This does not reflect a critical line [BM71].

5. In the spin representation, our model exhibits two phases - ordered and disordered.

These phases are distinguished by the presence of long-range order. As shown in Fig

2, the long-range order is reflected in the equal-time correlation function C(r, 0) from

Eq (19). Both λ2 = 1 + λ1 and λ2 = 1 − λ1 separate these phases. However, the line

λ2 = −1 (0 < λ1 < 2) can not be understood in the usual context of quantum phase

transition (symmetry breaking) since it separates two disordered phases.

6. In the fermion language, the phase transitions are best described by the number of
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Majorana zero modes (n) at each end of an open chain. This view was discussed in

detail in a previous paper [NCH12]. So λ2 = −1 (0 < λ1 < 2) is a line of topological

transition that separates n = 0 and n = 2. Referring to Fig.1, the number of Majo-

rana modes were also winding numbers [Sar18, Sar17] explained in terms of Anderson

pseudospin Hamilitonian [And58], when time-reversal symmetry is preserved. More

recently, the topological nature of the model was explained by the notion of a curva-

ture renormalization group [KKR21, AMR20] that may be useful in higher-dimensional

systems.

Finally, this model has a dual representation which shows that it is equivalent to an anisotropic

XY -model with a magnetic field in the z-direction. It is possible that XY -version is better

realized in experimental systems. Let us define the dual operators:

µx(n) = σz(n+ 1)σz(n), (1.9)

µz(n) =
∏
m≤n

σx(m), (1.10)

which implies that

[µz(n), µx(n)] = −2iµy(n), (1.11)

µy(n) = −i
( ∏

m≤n

σx(m)

)
σz(n+ 1)σz(n). (1.12)

The Hamiltonian under duality transforms to

HD = − 2

1 + r

∑
n

[
1 + r

2
µx(n)µx(n+ 1)

+
1− r

2
µy(n)µy(n+ 1) + hzµz(n))

]
,

(1.13)
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where we have carried out the rotations : µx(n) → µz(n), µz(n) → µx(n), µy(n) → −µy(n).

The parameters are related by

λ1 =
2hz
1 + r

, λ2 =
r − 1

1 + r
. (1.14)

The critical line in the XY -model, separating the disordered phase from the ordered phase,

is hz = 1, which corresponds to λ1 + λ2 = 1, separating the ordered phase from the disor-

dered phase. Since the ordered and the disordered phases are exchanged under duality, the

disordered phase of the three-spin model is λ1 + λ2 < 1.

Figure 1.3: Contour plot of the square of the gap in the region 0 ≤ λ1 ≤ 2 and −1 ≤ λ2 ≤ 0.
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1.3 Correlation function in terms of a Pfaffian

In this section, we discuss the calculations in some detail. Quite generally, the spin-spin

correlation function Cij(t) is defined as

C(r, t) =
〈
σz
i (t)σ

z
j (0)

〉
(1.15)

where i, j are lattice sites and r is the separation between them. The dynamical structure

factor S(k, ω) is the time and space Fourier transformation of Cij(t) ≡ C(j − i, t) ≡ C(r, t).

In a finite system of length L, we choose i = [L/2− l/2] to reduce the boundary effects and

j = i+ l to compute C(r, t), where [z] is the largest integer smaller than z. Thus,

S(k, ω) =

∫
dt

∫
dr eiωte−ikrC(r, t). (1.16)

The integral over r represents of course a discrete sum on a lattice. For the disordered case

we compute

C(r, t) = < σz
i (t)σ

z
j (0) > (1.17)

where the overline stands for an average over the disorder ensemble. The dynamical structure

factor S(k, ω) is

S(k, ω) =

∫
dt

∫
dr eiωte−ikrC(r, t) (1.18)

Using the Jordan-Wigner transformation Eq.1.2 and 1.3. we get [LSM61]

C(r, t) =

〈(
i−1∏
m=1

(c†m + cm)(t)(c
†
m − cm)(t)

)
(c†i + ci)(t)

(
j−1∏
l=1

(c†l + cl)(c
†
l − cl)

)
(c†j + cj)

〉
(1.19)

Because of the free fermion nature of the Jordan-Wigner transformed Hamiltonian, we can

apply Wick’s theorem [Pes18] to C(r, t). After collecting all terms in Wick expansion, this

gives us a Pfaffian. It means that

〈
σz
i (t)σ

z
j

〉
= Pf(S) (1.20)
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Here S is a 2(i + j − 1) dimensional skew-symmetric matrix. If we identify Am = c†m + cm

and Bn = c†n − cn, The matrix S is

S =



0 < A1(t)B1(t) > < A1(t)A2(t) > ... < A1(t)Aj >

− < A1(t)B1(t) > 0 < B1(t)A2(t) > ... < B1(t)Aj >

− < A1(t)A2(t) > − < B1(t)A2(t) > 0 ... < A2(t)Aj >
...

...
...

. . .
...

− < A1(t)Aj > − < B1(t)Aj > − < A2(t)Aj > ... 0


(1.21)

All we need is two-point correlation function such as

< (c†m(t)± cm(t))(c
†
l ± cl) > (1.22)

The next step is to utilize free fermion operators ηk and η†k to calculate the above two-point

correlator. Here are the details of the remaining part of the calculation. The matrix form of

the Hamiltonian in the fermion basis is

Ĥ =
(
c† c

) A B

−B −A

 c

c†

 (1.23)

in which c = (c1, c2.....cL), c
† = (c†1, c

†
2.....c

†
L), and A and B are both L× L matrices, whose

elements are

Aij = λ1(δj,i+1 + δj,i−1) + λ2(δj,i+2 + δj,i−2)− 2hiδij (1.24)

Bij = −λ1(δj,i+1 − δj,i−1)− λ2(δj,i+2 − δj,i−2) (1.25)

Now, if we diagonalize H as, we get

Ĥ =
(
c† c

)
V DV −1

 c

c†

 =
(
η† η

)
D

 η

η†

 (1.26)
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Here D and V are 2L× 2L matrices and take the following form.

D =



E1

E2

E3

...

...

E2L


, V =

XL×L YL×L

YL×L XL×L

 (1.27)

(X)L×L means a L ∗ L matrix. Now, our Hamilionian in the basis of η and η† becomes

H =
L∑

µ=1

2Eµ(η
†
µηµ − 1/2) (1.28)

We represent everything in real space since momentum representation in Eq.1.5 does not

work in the disorder case; µ is no longer the momentum quantum number. The first term is

the diagnolized Hamilitonian and the second term is the ground state energy. Next, in order

to evaluate Eq.1.22, we need to rewrite c† and c in terms of η† and η. Since

 c

c†

 = V

 η

η†

,

we have c† + c

c† − c

 =

X + Y 0

0 X − Y

η† + η

η† − η

 . (1.29)

Evaluation of Eq. 1.19 requires all possible m and l in Eq. 1.22. Then we can rewrite Eq.

1.22 as a (2L×2L) matrix called Ct whose elements contain all possible two-point correlators.

Ct =

〈c†(t) + c(t)

c(t)− c†(t)

(c† + c c− c†
)〉

(1.30)

Here c+ c† = (c1 + c†1, c2 + c†2, ....., cL + c†L). Then we use Eq.(1.29) to get

Ct =

X + Y 0

0 X − Y

〈η†(t) + η(t)

η(t)− η†(t)

(η† + η η − η†
)〉

(1.31)
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X† + Y † 0

0 X† − Y †



Next we just need to evaluate

〈η†(t) + η(t)

η(t)− η†(t)

(η† + η η − η†
)〉

. We calculate that by

first computing

〈 η(t)

η†(t)

(η† η
)〉

. Here η(t) = (η1(t), η2(t), ....., ηL(t)). Fortunately, the

only non-zero contraction is ηi(t) with η
†
j . It gives < ηi(t)η

†
j >= δije

i2Eit, Now our matrix Ct

becomes

Ct =

X + Y 0

0 X − Y

 (δije
i2Eit)L×L −(δije

i2Eit)L×L

−(δije
i2Eit)L×L (δije

i2Eit)L×L

X† + Y † 0

0 X† − Y †


(1.32)

Then, if one finds X and Y correctly, we are able to compute Ct without any difficulty.

However, getting those eigenvectors X and Y from exact diagonalization of H is not numer-

ically stable (suffers large errors) if their eigenvalues are very close to zero. Thus, instead

of directly diagonalizing our 2L× 2L Hamilitonian, we choose to use singular value decom-

position (SVD) [PTV07] to diagonalize the L× L matrix. To this end, we change our basis

from c and c† into c† + c and c† − c, our Hamilitonian transforms to

H̃ =
(
c† + c c− c†

) 0 MT

M 0

c† + c

c† − c

 (1.33)

in which M = − (A+B)
2

and MT = − (A−B)
2

.
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The exact form of M is

M =



h1 −λ1 −λ2

h2 −λ1 −λ2

h3 −λ1
. . .

. . . . . . −λ2
. . . −λ1

hL


(1.34)

Next we apply SVD to matrix M . This gives us

M = ψΛϕT (1.35)

where ψ and ϕ are L × L orthogonal matrices and Λ is diagonal with non-negative entries.

This SVD also implies

Mϕ = ψΛ (1.36)

MTψ = ϕΛ (1.37)

Those are equivalent to the equation

H̃

ϕ ϕ

ψ −ψ

 =

ϕ ϕ

ψ −ψ

Λ 0

0 −Λ

 (1.38)

Then one can show the equivalence between X + Y , X − Y and ϕ, ψ in SVD. We have

ϕ 0

0 ψ

 =

X + Y 0

0 X − Y

 (1.39)

Finally, our two-point fermion-fermion correlation function becomes

Ct =

ϕ 0

0 ψ

 (δije
i2Eit)L×L −(δije

i2Eit)L×L

−(δije
i2Eit)L×L (δije

i2Eit)L×L

ϕ† 0

0 ψ†

 (1.40)

15



Now we can get all elements in matrix S by mapping to all elements in Ct. But we still

need to deal with one last issue. The computation of a Pfaffian consumes a lot of time by

standard methods for a large-sized system. An efficient method for calculating such Pfaffians

was invented in a previous paper [JC06]. Let X be a 2N×2N skew-symmetric matrix which

has the following form

X =

 A B

−BT C

 (1.41)

where A is a 2 × 2 matrix, and B and C are matrices of appropriate dimensions.Then we

have the identity

 I2 0

BTA−1 I2N−2

X
 I2 −A−1B

0 I2N−2

 =

 A 0

0 C +BTA−1B

 (1.42)

where In is a n× n identity matrix, and

det(X) = det(A)det(C +BTA−1B) (1.43)

This gives us a iteration method. We will get a 2×2 matrix A in each iteration step, then we

treat C + BTA−1B to be our next X and keep doing this. Our det(X) eventually becomes

a product chain of 2× 2 matrices.

1.4 Dynamical structure factor

In this section, we examine both pure and disordered versions of the model at zero tem-

perature. For this purpose we compute a spin-spin correlation function, which is possible

to be determined by neutron scattering experiments. It is difficult to find a suitable ex-

perimental technique in the superconducting picture, except perhaps by scanning tunneling

microscopy. But the dynamical structure factor S(k, ω) could be measured in neutron scat-

tering experiment. It is fortunate that we can provide a numerically exact method in this

respect.
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For a pure system, S(k, ω) contains no more information beyond the results for the excita-

tion spectrum, but it encourages the experimentalists to perform the neutron measurements

by measuring the spin-spin correlation function. Secondly, the method of calculation of the

correlation function for the pure system can be tested before we consider the more complex

disordered systems. Another important point is that it is rare that one can compute the

real-time correlation function. In the present problem, this is possible because we have the

full exact spectrum regardless of whether or not we have a pure or disordered case.

We treat two different models of disorder: The binary and the uniform distribution. We

only allow randomness to happen in the transverse field h. The binary distribution consists of

a large field hL and a small field hS, with the probability distributions such that PL+PS = 1

where

hi =


hL with probability PL

hS with probability PS

(1.44)

in this case we keep λ1 and λ2 spatially independent. The probability distribution P (h) for

the binary distribution is

P (h) = PL δ(h− hL) + PS δ(h− hS) (3)

The uniform distribution for h is denoted by its average have and the width hW . It is

given by

P (hi) =


1/hW , hi ∈ [have − 1

2
hW , have +

1
2
hW ]

0, otherwise.

(1.45)

1.4.1 Pure system

The calculations in this section were performed on a chain that has 256 lattice sites with free

boundary conditions. We always choose 128 sites in the middle to compute the correlation

function. In the pure model, we focus on how dynamical structure factor S(k, ω) evolves

17



Figure 1.4: Dynamical structure factor S(k, ω) calculated at 4 points along the critical line
λ2 = 1 − λ1. Top left: λ1 = 0, λ2 = 1, Top right: λ1 = 0.1, λ2 = 0.9, Bottom left:
λ1 = 0.4, λ2 = 0.6, Bottom right: λ1 = 1, λ2 = 0.

along the line λ2 = 1 − λ1 as represented in 1.4. As we see in 1.4, we plot S(k, ω) at four

different points, including two critical points in that region. One can see that we have exactly

two modes k = 0 and k = π close to ω = 0. As we move to λ1 = 0.1 , λ2 = 0.9, the energy

near k = π is no longer exactly zero. The weight in the middle shifts upward. As we move

further to λ1 = 0.4 , λ2 = 0.6, the dip near k = π becomes more and more closer to nearby

tips. As we right at the other critical point, we find out that the dip in the middle eventually

levels with the nearby tips to make a transition from two arcs into one arc. Finally, we have

exactly one zero mode at λ1 = 1 , λ2 = 0. The colors in these figures are closely tied to the

neutron experiment. The yellow color around ω = 0 and k = 0 means that if you shoot a

neutron beam through the model, neutrons will highly likely to have a collision with zero

energy and zero momentum transfer. The darker color with energy ω and momentum k

means less probability. Since the availability of energy transfer between neutrons and the

system should be completely determined by the spectrum of our model, the lines traced out

in the figure are the dispersion relation Ek vs k. Moreover, we can learn two interesting facts

from these plots. The first one is that the highest probability is always associated with the
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mode with the lowest energy. This is because collisions with less energy transfer are always

preferential in zero temperature. The second interesting fact to notice is that neutrons can

have collision with zero energy but finite momentum transfer (like a ball bounces off the

wall) due to the appearance of zero mode k = π.

Figure 1.5: Top: The Dynamical structure factor S(k, ω) calculated at the multicritical point
λ1 = 2, λ2 = −1. Bottom: λ1 = 1.5, λ2 = −1

In addition, we also plot the result as we tune λ1 to the multicritical point λ1 = 2, λ2 = −1
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along the incommensurate line (see Fig.1.5). Along the incommensurate line λ2 = −1, we

see energy gap vanishes linearly between π/2 and π and between π and 3π/2. This tells

us the dynamical critical exponent z is equal to one. As we move close to the multicritical

point, those k values where the gap closes are also moving closer to each other. Exactly at

λ1 = 2, λ2 = −1, we see the gap vanishes quadratically at k = π, this indicates z is equal to

2.

Possible neutron scattering will measure the spin-spin correlation function. It is satisfying

to see that the spectra still correctly represent the fermionic excitations. It is of course not

possible to directly couple to the Jordan-Wigner fermions. In addition it is a good test that

our calculations are reliable and we can safely continue to the disorder problem.

1.4.2 Disordered system

A cursory look at Eq. 1.4 would seem that the disorder in this one-dimensional model will

result in Anderson’s localization of the fermionic states. This is not because the Hamil-

tonian contains pair creation and destruction operators. It corresponds to a model of a

superconductor in which charge is not conserved.

The computation of S(k, ω) involves averaging of the correlation function. The calcula-

tions performed here are done averaging over 3000 realizations even though we found that

there appears to be no difference between configuration averages of 1000 and 3000 samples.

A representative of S(k, ω) is shown in Figs. 1.6 - 1.9. For uniform distribution, we can

see disorder smears out the original spectrum. With a small value hw (less than 1), the

spectra remain intact. For a large value hw, as we see in the bottom of 1.6, the spectra show

significant broadening. For binary distribution, the disorder has a different impact on the

spectra. Referring to Fig. 1.8, we can still see a quadratic dispersion at the multicritical

point with a small PL. However, if we increase PL to 0.5, we see the dispersion breaks up

into two pieces. The upper piece (2 ≤ ω ≤ 2π) with a flat band that has k between π/2 and

3π/2 comes from the spectra hL = 3. The bottom piece (0 ≤ ω ≤ 2) comes from part of the

spectra hS = 1.
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Figure 1.6: Dynamical structure factor S(k, ω) calculated for a uniform disorder. have = 1.
Top: λ1 = 1.5, λ2 = −1, hw = 1. Bottom: hw = 2
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Figure 1.7: Normalized dynamical structure factor S(k, ω) with increasing value of λ2 for
uniform disorder. The parameters are λ1 = 1, have = 1.4, hw = 0.5: λ2 = (a)0.1,(b)0.5,(c)1.0,
and (d)3.0
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Figure 1.8: Binary distribution. The parameters are λ1 = 2, λ2 = −1, hL = 3, hS = 1, and
PL = 0.1 at the multicritical point. The quadratic dispersion is still visible
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Figure 1.9: Binary distribution. The parameters are λ1 = 2, λ2 = −1, hL = 3, hS = 1, and
PL = 0.5 at the multicritical point. The dispersion is broken up for large disorder.
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1.5 Discussion and Summary

In this chapter, we have explored an exactly solved model that exhibits three interesting

quantum critical lines and two multicritical points. The centerpiece is the notion that the

existence of quantum critical lines allows one to explore zero-temperature quantum critical

fluctuations without excessive fine-tuning, as would be the case for a quantum critical point.

The three lines have their unique characteristics. On one line, criticality is unchanged and

is located at k = ±π with critical exponents ν = 1 and z = 1,in the other it is centered at

k = 0 that has the same exponents, and in the third, the criticality is at incommensurate k

points. It is remarkable that the same model can exhibit such varied behavior. In addition,

there are two multicritical points. One of which corresponds to nonrelativistic quadratic

dispersion with a dynamical exponent z = 2 and a critical exponent ν = 1/2.

The transition lines at T = 0 are topological in the sense that the number of Majorana

zero modes at each end of the chain changes across the transition lines. Since all relativistic

physical examples must involve some degree of disorder, we explored its effects on the dis-

persion spectrum. It is quite fortunate that the real-time spectra can be calculated because

the model is exacly solved. Typically it is difficult to calculate the real-time spectra.

We believe that experimental realizations of the model can be found in which a free

chain is all that is needed. Perhaps experimental techniques of NMR relaxation methods

[KFM14] as well as terahertz spectroscopy could be employed [MAG14, CSB09]. The artifact

of periodic boundary conditions is not necessary, simplifying the search for a physical model.

It is possible to extend our model by adding further neighbor interactions, still main-

taining its exact solvability, so as to discuss quantum critical surfaces in the parameter

space. However, the experimental realization of such models will be increasingly difficult to

achieve. Finally, a QCS that is only cursorily mentioned here could be found in the language

of gauge-gravity dual ideas [ZLS15].
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CHAPTER 2

Finite temperature studies of TFIM with longer

ranged interaction

This chapter is adapted from the publication:

[YC] H. Yu and S. Chakravarty. Quantum critical fan arising from critical lines at finite

temperatures, In Preparation. 2023

2.1 Introduction

In the previous chapter, we present the result of the dynamical structure factor in the

pure and disordered system at zero temperature. Here we focus on the finite temperature

properties of the model. Instead, we will restrict ourselves to a pure system. We are going

to show the specific heat, finite temperature S(k, ω), and the quantum critical fan from our

critical lines. However, there are some subtleties we need to take care of before we dive into

our studies. The Hamiltonian of TFIM with 3-spin interaction is

H = −
∑
i

(hσx
i + λ2σ

x
i σ

z
i−1σ

z
i+1 + λ1σ

z
i σ

z
i−1) (2.1)

where we set h = 1 in zero temperature. At finite temperatures, we use h as a scale to

measure other parameters by factoring out h from the Hamiltonian, we get

H = −
∑
i

(σx
i +

λ2
h
σx
i σ

z
i−1σ

z
i+1 +

λ1
h
σz
i σ

z
i−1) (2.2)
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Three critical lines λ2 = h+ λ1, λ2 = h+ λ1 and λ2 = −h becomes λ2

h
= 1+ λ1

h
, λ2

h
= 1+ λ1

h

and λ2

h
= −1. In order to make the location of critical lines look the same as before,

our parameters λ1 and λ2 are now measured in units of h. Meanwhile, the temperature T

is also measured in units of h when we have the finite temperature phase diagram. The

following 2.1 is the zero-temperature phase diagram labeled by the different behavior of the

phases. This will be useful when we construct our finite temperature phase diagram in a later

section. These ordered and disordered phases can be distinguished by the usual symmetry-

breaking argument (non-zero expectation value of a local order parameter O). We show this

by computing the time-independent spin-spin correlation function C(r, 0). In the following

sections, we start with a calculation of the correlation function and show what steps need

to be modified in finite temperatures. Then we will present and discuss any results of our

finite temperature study of the model.

2.2 Finite temperature correlation function

Here the finite temperature correlation function is defined as follows

C(r, t) =
〈
σz
i (t)σ

z
j (0)

〉
(2.3)

where σz
i (t)σ

z
j (0) is no longer evaluated with respect to the ground state. The angle brackets

represent a thermodynamic average ⟨(...)⟩ = Tr(e−βH(...))/Tr(e−βH) in this case. The entire

procedure for calculating the dynamical structure factor and time-independent correlation

function is similar to what we showed before. The only modification we need to make is to

recalculate all matrix elements in S from Eq. 1.21. There are four different combinations

of correlators we need to consider. They are ⟨Ai(t)Aj⟩, ⟨Ai(t)Bj⟩, ⟨Bi(t)Aj⟩, and ⟨Bi(t)Bj⟩.

Here is the detail for calculating ⟨Ai(t)Aj⟩.

⟨Ai(t)Aj⟩ =
〈
(c†i + cj)(t)(c

†
i + cj)

〉
(2.4)
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Figure 2.1: The phase diagram, n = 0,1,2, corresponds to regions with n Majorana modes
at each end of an open chain. Three quantum critical lines λ2 = λ1 + 1, λ2 = 1 − λ1
and λ2 = −1(0 < λ1 < 2). λ1 and λ2 are measured in units of h. Points a and b are
multicritical points with dynamical critical exponent z = 1 and z = 2. Ordered: ordered
phase. Disordered: disorder phase.

Next we rewrite the correlator in η and η† basis, we get

〈
(c†i + cj)(t)(c

†
i + cj)

〉
=

L∑
p,q=1

ϕpiϕqj

〈
(η†p + ηp)(t)(η

†
q + ηq)

〉
(2.5)

Then we drop η†pη
†
q and ηpηq since these terms don’t conserve particle numbers. We only

need to worry about the particle-conserving terms. For example,

〈
η†p(t)ηq

〉
=
∑
m,n

〈
m|e−βHη†p(t)|n

〉
⟨n|ηq|m⟩ /Tr(e−βH) (2.6)
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where the sum is over single and multiparticle states and η†p(t) = e−iEtηpe
iEt. In order to

have a non-zero contribution, index p needs to be equal to q. And we compute the sum, we

get 〈
η†p(t)ηq

〉
= δpq

e−i2Ept

eβ2Ep + 1
(2.7)

where 1/eβ2Ep + 1 comes from fermi-dirac distribution.
〈
ηp(t)η

†
q

〉
can be computed in same

manner. We get 〈
ηp(t)η

†
q

〉
= δpq(1−

1

eβ2Ep + 1
)ei2Ept (2.8)

Finally, we collect all terms and the result for ⟨Ai(t)Aj⟩ can be concretely expressed as

follows

⟨Ai(t)Aj⟩ =
L∑

p=1

ϕpiϕpj
cosh (2iEpt− βEp)

cosh (−βEp)
(2.9)

Similarly, one can carry out same computations for ⟨Ai(t)Bj⟩, ⟨Bi(t)Aj⟩, and ⟨Bi(t)Bj⟩

[DK97, You97], we have

⟨Ai(t)Bj⟩ = −
L∑

p=1

ϕpiψpj
sinh (2iEpt− βEp)

cosh (−βEp)
(2.10)

⟨Bi(t)Aj⟩ =
L∑

p=1

ψpiϕpj
sinh (2iEpt− βEp)

cosh (−βEp)
(2.11)

⟨Bi(t)Bj⟩ = −
L∑

p=1

ψpiψpj
cosh (2iEpt− βEp)

cosh (−βEp)
(2.12)

where ϕ and ψ again come from SVD of matrixM . For time-independent correlation function

, we can simplify these expressions further by setting t = 0, we get

< AiAj >=
L∑

p=1

ϕpiϕpj (2.13)

< AiBj >=
L∑

p=1

ϕpiψpj tanh(βEp) (2.14)
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< BiAj >= −
L∑

p=1

ψpiϕpj tanh(βEp) (2.15)

< BiBj >= −
L∑

p=1

ψpiψpj (2.16)

2.3 Specific Heat

This section is devoted to calculating specific heat at various points on critical lines. In order

to get specific heat C, we start with the partition function Z

Z =
∑
µ

e−Eµ/T (2.17)

where µ runs over all eigenstates, Eµ are energy for those eigenstates and T is the temper-

ature. (Here we set kB = 1) Because our model is essentially a free-fermion system after

various transformations. Our partition function becomes

Z =
∏
k

e−E0/T (1 + e−ϵk/T ) (2.18)

where εk = 2
√

1 + λ21 + λ22 + 2λ1(1− λ2) cos k − 2λ2 cos 2k and E0 = −1
2

∑
k εk. From that,

we can deduce the free energy F

F = −T lnZ =
∑
k

E0 − T
∑
k

ln (1 + e−ϵk/T ) (2.19)

Since the first term has no T dependence, we can safely discard it. Next, we turn the discrete

sum over k into a integral. We have

F = −TL
∫ π

−π

dk

2π
ln (1 + e−ϵk/T ) (2.20)
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where L is the system’s size. Finally, the expression for specific heat C is given by

C = −T ∂
2F

∂T 2
=

L

2π

∫ π

−π

dk (
ϵk/T

1 + e−ϵk/T
)2 e−ϵk/T . (2.21)

At extremely low temperatures, one can perform a calculation similar to phonons to get the

exact temperature dependence of heat capacity. Here we choose a critical point from line

λ2 = 1−λ1 as an example. We linearize ϵk (or expand around k = π) since only modes near

zero energy will contribute. We get ϵk = 2
√
λ21 + 4(1− λ1) k. Meanwhile our integration

domain in Eq.(2.21) becomes (π − ϵ, π + ϵ). Here ϵ is a small fixed value. Next we define

x = ϵk/T and our Eq.(2.21) becomes

LT

2
√
λ21 + 4(1− λ1)π

∫ ϵ/T

0

dx (
x

1 + e−x
)2e−x =

LT

2
√
λ21 + 4(1− λ1)π

∫ ϵ/T

0

dx x2 d(
1

1 + e−x
)

(2.22)

Here we send ϵ/T to ∞ by making low T approximation and apply integration by parts. We

have

C =
LT

2
√
λ21 + 4(1− λ1)π

[x2(
1

1 + e−x
− 1)

∣∣∣∞
0
−
∫ ∞

0

dx 2x (
1

1 + e−x
− 1)] (2.23)

Then the first term vanishes exponentially and the second term can be evaluated exactly.

It gives us −π2

6
. Then our specific heat per length is C = πT

12
√

λ2
1+4(1−λ1)

. From the above

derivation, we can conclude that if the dispersion of low energy mode is linear (like ϵk = v k),

Then our specific heat per length is πT/6v. For line λ2 = 1 − λ1, v = 2
√
λ21 + 4(1− λ1).

For line λ2 = 1 + λ1, v = 2
√

4λ21 + 4(1 + λ1). For line λ2 = −1, v = 4
√

1− λ21/4. But one

needs to double the value of specific heat since two distinct values of k contribute to C in

this case. The exact temperature dependence of the specific heat at various critical points

are shown below At λ1 = 1, λ2 = 0, we have v = 2
√
λ21 + 4(1− λ1) = 2 and

C = πT/6v = πT/12 = 0.26 T (2.24)
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At λ1 = 1, λ2 = −1, we have v = 4
√

1− λ21/4 = 4
√
0.75 and

C = 2πT/6v = 2πT/24
√
0.75 = 0.3 T (2.25)

At λ1 = 1.5, λ2 = 2.5, we have v = 2
√
λ21 + 4(1− λ1) = 2

√
19 and

C = πT/6v = πT/12
√
19 = 0.06 T (2.26)

Right at multi-critical point λ2 = −1,λ1 = 2. the dispersion of low energy mode is not

linear but quadratic (ϵk ∝ k2). We need to expand ϵk to the second order in k and thus get

ϵk = 2k2. Next, as we did above, we restrict our domain to (−ϵ, ϵ) and change the integration

variable. We have

C =
L
√
T

2
√
2π

∫ ϵ/T

0

dx x3/2(
1

1 + e−x
)2e−x (2.27)

Then we use integration by parts and send ϵ/T to ∞. We arrive at the following expression

C =
L
√
T

2
√
2π

[x3/2(
1

1 + e−x
− 1)

∣∣∣∞
0
−
∫ ∞

0

dx
3

2
x1/2 (

1

1 + e−x
− 1)] (2.28)

The first term vanishes, and the second term in the bracket gives us 1.017. So the temperature

dependence of specific heat per length at this point is 1.017
√
T

2
√
2π

= 0.114
√
T . These results

match the lines in 2.2.
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Figure 2.2: Specfic heat C calculated at various points by exact evaluation of the integral
Eq. 2.21. C is measured in units of kB/L. z = 1 gives you C ∼ T and z = 2 gives you
C ∼

√
T .

2.4 Finite temperature dynamical structure factor

The previous chapter shows the dynamical structure factor S(k, ω) at zero temperature.

In a pure system, S(k, ω) only contains the excitation spectrum. At finite temperatures,

bogoliubov fermions η can be thermally excited. Furthermore, we need to sum over all

eigenstates as Eq. 2.6 when we evaluate the spin-spin correlation function. The weight for

each eigenstate is associated with the Boltzmann factor e−E/T . These facts lead to a finite

lifetime for each Bogoliubov fermion with momentum k, thus broadening the spectrum.

From that, we can predict two common features from finite temperature S(k, ω). The first

one is a large broadening effect corresponds to a smaller lifetime, which comes from a higher

temperature (since more thermal excited particles are available to collide with). The second

one is the broadening is strongest for the lowest energy in the spectra at a fixed temperature.

But this broadening can not be observed at any parameters due to the competition between
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energy gap ∆ and temperature T . In a gapless phase (along critical lines), as shown in 2.3

and 2.4, any small temperature can immediately broaden the spectrum. We can also see the

broadening becomes stronger as we increase the temperature.

However, as we move away from critical lines, we don’t see any noticeable broadening

within a certain temperature range. In 2.5, we see the excitation spectrum still looks the

same as before. There is no significant difference between the top figure and the bottom

one. Since the temperature T is smaller than the energy gap, fermions have a much lower

probability of being excited. The probabilities are roughly e−10 for T = 0.1 and e−2 for

T = 0.5. As we increase the temperature, fermions start to be thermally excited, and we

eventually see the broadening in 2.6.

Finally, we plot a slice of S(k, ω) along fixed k at λ1 = 0.5,λ2 = 2. We see several

interesting things in the plot. First, the location of the peak matches our expectations. If

we plug the value of λ1, λ2 and k = π in Ek from Eq. 1.6, we get the energy to be around 3.

Second, the peak remains sharp as long as the temperature is smaller than 1. Finally, the

peak does not become broaden symmetrically. As one observes more closely, one can see the

peak shifts to the right, and the shape of the curve becomes more and more right-skewed.

These effects are also observed in other spin chain models [JGE09, GKE10, JEK08].

2.5 Quantum critical fan

2.5.1 Ordered vs Disordered

Before we construct the finite temperature phase diagram, we need to know how our system

behaves at each region separated by different critical lines in zero temperature. From 2.8,

we see both λ2 = 1+ λ1 and λ2 = 1− λ1 separate ordered phase and disordered phase. One

can infer the behavior of these phases from computing time-independent correlation function

C(r, 0). The following description can be referred to 2.8. In the ordered phase, C(r, 0) attains

a finite value as r goes to ∞, which means the system possesses a long-range order. In the

disordered phase, C(r, 0) decays exponentially to 0 when r is around the order of O(1). An
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Figure 2.3: Dynamical structure factor S(k, ω) calculated at λ1 = 0.5,λ2 = −1 (incommen-
surate critical line). Top: T = 0.01. Bottom: T = 0.1.
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Figure 2.4: Dynamical structure factor S(k, ω) calculated at λ1 = 2,λ2 = −1 (multicritical
point). Top: T = 0.01. Bottom: T = 0.1.
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Figure 2.5: Dynamical structure factor S(k, ω) calculated at λ1 = 0.5,λ2 = 2 (energy gap
∆ = 1). Top: T = 0.1. Bottom: T = 0.5.
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Figure 2.6: Dynamical structure factor S(k, ω) calculated at λ1 = 0.5,λ2 = 2 (energy gap
∆ = 1). Top: T = 1. Bottom: T = 2.
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Figure 2.7: Dynamical structure factor S(k = π, ω) vs ω calculated at λ1 = 0.5,λ2 = 2. Here
β is the inverse of temperature. Top: T = 0.1 , T = 0.5 , and T = 1. Bottom: T = 1 ,
T = 1.5 , and T = 2.
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interesting fact from bottom n = 2 is that C(r, 0) becomes negative for 1 < r < 4. This is

because that region lies below λ21 = −4λ2 is an oscillatory ferromagnetically ordered phase

from XY model. The instantaneous spin-spin correlation from [NCH12] is 1
x2 e

−2x/ξcos(Kx).

The cosine function makes the correlation function oscillate between the positive and negative

Figure 2.8: Equal-time correlation function C(r, 0) at various regions which are labeled by
the number of Majorana zero modes n. r is expressed in the units of lattice spacing. Red:
λ1 = 0.5, λ2 = 2. Blue: λ1 = 1.5, λ2 = 0. Black: λ1 = 0.5, λ2 = −0.5. Green: λ1 = 2,
λ2 = −1.5.

numbers.

2.5.2 Finite temperature phase diagram

Here we show our finite temperature phase diagram and discuss several properties of quan-

tum critical fans and their crossovers at finite temperatures. Generically, as we raise the

temperature, quantum criticality from a critical point can be felt in an extended region

(quantum critical fan) in parameter space. From 0.1, the shaded region is the quantum
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critical region, and its boundaries are crossover lines. The width and shape of the quantum

critical fan depend on the critical exponents ν and z. In 2d parameter spaces, one can ap-

proach a critical point in any direction. This leads to a cone-like quantum critical fan for

a point. In our model, with added three-spin interaction, we have a quantum critical line

made from a line of critical points. Referring to 2.9, the quantum critical fan looks like a

valley along the critical line in this case. Along the line λ2 = λ1 − 3, we have the usual fan

diagram for a quantum critical point. These fans are crossover lines that separate different

regimes (quantum critical, quantum disordered, and renormalized classical). These regimes

can be distinguished by the temperature dependence of the correlation length ξ and relative

magnitude between two energy scales (energy gap ∆ and temperature T ), as I will illustrate

below.

Figure 2.9: A sketch of a quantum critical fan of a quantum critical line λ2 = 1 − λ1.
The blue-shaded regions are quantum critical fan. The red line is the crossover line for
multicritical point λ1 = 2,λ2 = −1 along the direction λ2 = λ1 − 3.
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2.5.2.1 Quantum Critical (∆ ≪ T )

In this regime, the physical properties of the model at finite temperatures are completely

determined by the quantum critical point at zero temperature. There is no intrinsic scale

at this point except temperature T . With the property of scale-invariance, the correlation

length must behave as a power law in T .

ξ ∼ 1

T 1/z
(2.29)

where z is the dynamical critical exponent from the QCP. However, this description certainly

breaks down at a certain point if the temperature is too high. One should restore the behavior

of classical physics at this level. Thus, strictly speaking, one should only observe quantum

criticality at ∆ < T < max(λ1, λ2)

2.5.2.2 Renormalized Classical (∆ ≫ T )

In this regime, ξ goes to∞ exponentially fast as T goes to 0 due to the presence of long-range

magnetic order at zero temperature. In general, we expect the correlation length to have the

following form.

ξ ∼ C1(T )e
C2/T (2.30)

where C2 is a constant and C1(T ) is a function of T . The exact form of C1(T ) is not

important to us since we are only interested in the general form of ξ.

2.5.2.3 Quantum Disordered (∆ ≫ T )

Since there is no long-ranged order at T = 0, we expect the correlation length to become

temperature independent as T goes to 0 and saturates to a value of order 1.

ξ ∼ Const (2.31)
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2.5.3 Results

The calculations in this subsection are performed on a chain that has 300 lattice sites with

free boundary conditions. The temperature T is measured in units of h. Full construction of

quantum critical fans along our three critical lines is possible but not necessary since most

quantum critical fan diagrams are quantitatively the same. Here we choose to construct

the quantum fan diagrams at two points λ1 = 2,λ2 = −1 and λ1 = 1,λ2 = 0 along the

direction of the line λ2 = λ1 − 3 and λ2 = λ1 − 1. The construction is based on the

computation of correlation length. Generically, the equal-time correlation function C(r, 0)

decays exponentially at finite temperatures. This allows us to determine the correlation

length ξ by fitting C(r, 0) to an exponential function.

C(r, 0) ∼ e−r/ξ (2.32)

where the prefactor could be a constant or an oscillatory function of r.

Figure 2.10: The correlation length ξ vs temperature T at two quantum critical points
λ1 = 1, λ2 = 0 (z = 1) and λ1 = 2, λ2 = −1 (z = 2). Ctop ∼ 2.38 and Cbottom ∼ 2.25.
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Figure 2.11: Quantum Critical to Renormalized Classical. The correlation length ξCL vs
temperature T at λ1 = 2.075, λ2 = −0.925 (∆ = 0.3). C ∼ 3.81,C1 ∼ 22 and C2 ∼ 0.25.

2.5.3.1 Quantum Critical to Renormalized Classical

Referring to 2.10, at two multi-critical points, we see the correlation length ξ scale as 1/T 1/z

with z close to the theoretical values 1(2). The coefficients C in the fitting function depend

on the microscopic detail of the model, which is not our main concern. Moving away from

the critical point λ1 = 2,λ1 = −1 into the ordered phase along the line λ2 = λ1 − 3, we

see a crossover happen when we plot ξ vs T in 2.11. At high T (T ∼ 0.6), the temperature

dependence of the correlation length is almost characterized by a power law. At low T

(T ∼ 0.1), the correlation length grows exponentially to infinity due to the nature of the

ordered phase. Between these regimes, we have a crossover since data points near the

middle don’t match any kinds of behavior mentioned. From that, we construct one side of

the quantum critical fan along the lines λ2 = λ1 − 3. These are shown in 2.12. The colors in

these contour plots represent the relative deviation from the power law scaling. The exact

formula is

log(|ξ(T )− Fit(T )|) (2.33)
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where Fit(T ) is the expression for the fitting function. Here we add the log function in the

evaluation to minimize the difference since ξ blows up at extremely low T . The white lines

are obtained by computing the energy gap at different distances to the critical point and also

are expected crossover lines based on competition between the energy gap and temperature.

Since we are considering crossovers, not phase transitions, we accept some misalignments

between the places where the color change happens and the white lines.
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Figure 2.12: Quantum critical fan diagrams. Black: Quantum Critical. Yellow: Renormal-
ized Classical. Top: d is the distance to the multicritical point λ1 = 1,λ2 = 0 (z = 1).
Bottom: d is the distance to the multicritical point λ1 = 2,λ2 = −1 (z = 2). Two white
lines are the energy gaps ∆ at different d.
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2.5.3.2 Quantum Critical to Quantum Disordered

Moving away from the critical point (λ1 = 2,λ1 = −1) into the disordered phase, we also

see a crossover happen when we plot ξ vs T in 2.13. At high T (T > ∆), the temperature

dependence of the correlation length is again a power law. Interestingly, as we lower the

temperature, we see a bump in the intermediate region (T ∼ ∆). But we can not differentiate

whether the occurrence of the bump is due to the model itself or uncertainty from the fitting.

At low T (T < ∆), we see a completely different behavior. The correlation length saturates

to a finite value since the nature of the ground state is disordered at zero temperature. We

denote this value as ξsat, which actually depends on the distance d to the critical point.

ξsat ∼ d−ν (2.34)

where ν is the critical exponent. It is clear from 2.14 that ν are close to 1 (z = 1) and 1/2

(z = 2). Similarly, we construct the second half of the quantum critical fan diagrams along

the lines λ2 = λ1 − 1 and λ2 = λ1 − 3. These are shown in 2.15. The colors in these contour

plots again represent the relative deviations from the power law scaling. The places where

color-changing happens don’t perfectly match with the expected crossover line. This issue

could be related to various factors - the accuracy of line fitting or the extent of validity of

quantum critical fan.
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Figure 2.13: Quantum Critical to Quantum Disordered. The correlation length ξ vs tem-
perature T at λ1 = 1.8,λ2 = −1.2 (∆ ∼ 0.22). C ∼ 1.69
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Figure 2.14: The saturated correlation length ξsatcl vs distance d in quantum disordered
regime. Top: d is the distance to the multicritical point λ1 = 1,λ2 = 0 (z = 1). Bottom: d is
the distance to the multicritical point λ1 = 2,λ2 = −1 (z = 2). Ctop ∼ 0.25. Cbottom ∼ 2.34
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Figure 2.15: Quantum critical fan diagrams. Black: Quantum Critical. Yellow: Quantum
Disordered. Top: d is the distance to the multicritical point λ1 = 1,λ2 = 0 (z = 1). Bottom:
d is the distance to the multicritical point λ1 = 2,λ2 = −1 (z = 2).
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CHAPTER 3

Measurement Induced Transition in a

measurement-only model

3.1 Introduction

Figure 3.1: A generic phase diagram of random circuit. Unitary gates versus Measurements.
Here the probability of the measurement P is the tuning parameter. The probability increases
from left (P = 0) to right (P = 1). There is a phase transition between two phases at
probability PC . On the left side, the entanglement entropy satisfies a volume law. On the
right side, the entanglement entropy satisfies an area law.

Out-of-equilibrium dynamics in quantum many-body systems [EFG15] have drawn much

attention in recent years. New concepts and tools have been developed in these settings.

Most of them come from the phenomenon of many-body localization [AP17, SPA13, HNO14],

which is characterized by a breakdown of Eigenstate Thermalization Hypothesis (ETH)

[Deu91, Sre94, RDO08]. Such a phenomenon is usually achieved in a closed quantum system

with strong disorder. With sufficiently strong disorder, all excited states become localized.

More recently, the idea of many-body effects in an open system has become popular due to

the invention of noisy intermediate-scale quantum devices [Pre18]. The motivation for this

direction comes from two reasons. One reason is that physicists try to understand and clas-
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sify what kind of phase could emerge from an open many-body system. The other reason is

that scientists can build a fault-tolerant quantum computer with the help of understanding

how to control and manipulate such systems. However, a direct tackle on a generic open

many-body system is difficult. Based on that, a simpler and more versatile model called ran-

dom circuits has been developed [LCF18, SRN19a, LCF19, CNP19, SRS19, JYV20]. This

model consists of applying unitary gates and measurements on a line of qubits. At each time

step, a random unitary gate will be applied at each neighboring pair of qubits. After that,

a measurement will be applied to one or multiple qubits with probability P . This iteration

will continue until a steady state has been reached. Unlike conventional phase transition,

the phase can only be distinguished by a non-local order parameter - Von Neumann en-

tanglement entropy S. A generic phase diagram is depicted in 3.1. When P is near zero,

measurements can not prevent the entanglement from growing. The entanglement entropy S

of subsystem A is proportional to the length of the subsystem. Conversely, when P is close

to one, any entanglement between two qubits built up from those random unitary gates will

be killed off immediately by projective measurements. This leads to an area law for entan-

glement entropy S. At some intermediate value of P , we encounter a measurement-induced

phase transition. Furthermore, these authors [GH20, CBQ20] explain these phases from the

language of quantum error correction. In the volume-law phase, any quantum information

stored in the qubits are robust against measurements. In the area-law phase, measurements

will overcome the effect from the unitary gate and thus lead to the loss of information.

Hence, staying in the volume-law phase becomes crucial to transmitting quantum informa-

tion over a noisy channel. An experimental realization of such phase transition has been

verified recently in a ion-trapped quantum computer [NNZ22].

Due to the simplicity of the model, various extensions have been made to deepen our

understanding of a generic open many-body system. Several authors [LAB21, SH21, LB20,

SRN19b] suggested and discovered a new class of measurement-induced transition, which

is the theme of this chapter. These transitions occur in a measurement-only model. Even

without unitary gates, different types of measurement gates can still lead the system to
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exhibit non-trivial phases.

3.2 The Model

We start with a detailed description of our model. This model is an extension of previous

work [LAB21, SH21]. Consider we have an open chain that has length L and consists of a

line of qubits. All qubits are in spin-up state. Thus, our initial state |Ψ⟩ is an unentangled

product state. We evolve this system discretely as 3.2. At each time step, we have three

options. (1) We either perform a measurement in Z direction on a single qubit with position

i, which is drawn uniformly from a line of qubits, with probability PZ . (2) Or we apply a

multi-sites (two sites) measurement on a neighboring pair of qubits i, i+1 inX direction with

probability PXX . This means that suppose we get +1 from the measurement outcome, we

discard |+−⟩i,i+1 and |−+⟩i,i+1 in the state |Ψ⟩. (3) Or we apply a three-sites measurement

on three qubits i− 1, i, i+ 1 in Xi−1ZiXi+1 direction with probability PXZX . If we get +1

from the measurement outcome, we need to discard any state that has an odd number of spin-

down states in |Ψ⟩. Similarly, both (i, i+1) and (i−1, i, i+1) from multi-site measurements

are drawn independently from sets (1, 2)...(L− 1, L) and (1, 2, 3)...(L− 2, L− 1, L). We also

demand this condition PZ + PXX + PXZX = 1 to be satisfied. The type of measurement

gates applied can be determined by assigning a random number P between 0 and 1 at each

time step. For example, if P < PZ , we choose option one above. If PZ < P < PZ +PXX , we

apply a XiXi+1 measurement gate. Otherwise, we apply a three-sites measurement. Based

on that, PZ , PXX , and PXZX naturally becomes tuning parameters in our model. Certainly,

at each time step, we need to renormalize |Ψ⟩ after we impose a measurement gate. The

renormalized state
∣∣Ψ′〉

is calculated by the following

∣∣∣Ψ′
〉
=

PM |Ψ⟩√
⟨PMΨ|PMΨ⟩

(3.1)

where PM is a measurement projection operator with measurement gateM . For a single site

measurement, PZ =
1±σZ

i

2
. For a two-sites measurement, PXX =

1±σX
i σX

i+1

2
. For a three-sites
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measurement, PXZX =
1±σX

i−1σ
Z
i σX

i+1

2
. The ± sign depends on the measurement outcome we

get. Then we keep updating our state |Ψ⟩ through the above iteration until an entanglement

steady state is reached. It usually takes O(Polynomial(L)) time steps. Natively, one thinks

measurements can only decrease the system’s entropy by collapsing wave function. However,

due to non-commutativity of different measurement gates, physical quantities related to Von

Neumann entropy can grow non-trivially. This leads to an interesting phase diagram we

show in later section.

Figure 3.2: The Circuit Diagram. Five qubits (L = 5) in total. Time evolved discretely.
Here we evolve the circuit for 4 time steps. At each time step, we apply a measurement
operator (Zi, XiXi+1 and Xi−1ZiXi+1) to one qubit or multiple qubits. For example, at
t = 1, we apply a measurement in the Z direction to the second qubit. At t = 2, we apply
a multi-site measurement in X direction to the third and the fourth qubits.
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3.3 The Method

In order to probe measurement-induced phase transition, I use two entanglement-related

physical quantities to detect the transition (critical points or critical lines). One is topological

entanglement entropy. The other one is mutual information. The definition of topological

entanglement entropy Stopo is the following

Stopo = SAB + SBC − SB + SABC (3.2)

where SAB stands for the Von Neumann entanglement entropy of region A∪B in the chain.

SAB = −Tr(ρAB ln(ρAB)) and ρAB is a density matrix by tracing out all degrees of freedom

from the rest of the chain (C ∪ D). The system’s partition is shown in 3.3. The chain is

split into four parts with equal lengths. This physical quantity was first introduced in the

context of two dimensions in [KP06]. Stopo = 0 tells us that the system is in a trivial phase.

A nonzero value of Stopo means the system is in a topological phase and contains certain

topological order (boundary modes).

Figure 3.3: The partition of the chain for defining topological entanglement entropy Stopo

The definition of mutual information IqA:qC is

I(qA : qC) = SqA + SqC − SqAC
(3.3)

where qA or qC means qubits from region A or C. The mutual information I(qA : qC) measures

the entanglement between qubits in region A and qubits in region C. For example, suppose

we choose one qubit from the middle of regions A and C and compute the mutual information
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between these two qubits. If they are in bell state |↑↓⟩+|↓↑⟩√
2

(maximally entangled). Then the

mutual information will give us 1. If they are in a product state, mutual information gives

you zero. For a large size (L > 100) system, it is not efficient to evolve the state |Ψ⟩ by

storing it as a column vector as usual quantum mechanics. Since the Hilbert space for a

single qubit is 2, this requires at least 2100 entries for the column vector. This consumes too

much memory of the computer.

Here we use stabilizer formalism to encode our state |Ψ⟩ and stimulate the circuit. This

formalism has been used in looking at measurement-induced transitions in various circuit

settings . This method was first introduced by [AG04]. For an operator O to be a stabilizer

for state |Ψ⟩ , it has to satisfy the following property

O |Ψ⟩ = |Ψ⟩ (3.4)

A stabilizer set for state |Ψ⟩ is a set that is made up of all stabilizers for that state. Suppose

we have a stabilizer set R = {O1, O2, ...., OL} for state |Ψ⟩, it has to satisfy two properties

Oi |Ψ⟩ = |Ψ⟩ (3.5)

where i goes from 1 to L

[Oi, Oj] = 0 (3.6)

where i and j go from 1 to L with i ̸= j. For example, suppose all qubits in our sys-

tem are initially in |↑⟩ state. The stabilizer set made from all stabilizers for this state is

{Z1, Z2, ...., ZL}. Here we use Z or X to represent Pauli matrices σZ or σX . To represent a

pure state, the number of stabilizers in the set is equal to the size of the system. A mixed

state can be obtained by specifying fewer stabilizers. However, as we apply a measurement

gate at each time step, our stabilizer set R needs to be updated and is not trivial. In order

to implement this updating step efficiently on the computer, we represent any arbitrary op-

erators as a binary vector. Suppose we have a Pauli string operator O acts on our circuit
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and has the following form

O =
L∏
i=1

Xmi
i

L∏
i=1

Zni
i (3.7)

where mi’s and ni’s are entries from two 1×L vectors m = (m1, ...,mL) and n = (n1, ..., nL).

Thus, any Pauli string operatorO can be represented as a 1×2L vector kO = (m1, ...,mL, n1, ..., nL).

We denote kO as the binary representation of operator O. For example, as ??, the binary

representation for Z2 at t = 1 is

kZ2 = (0, 0, 0, 0, 0|0, 1, 0, 0, 0) (3.8)

The binary representation for X3X4 at t = 2 is

kX3X4 = (0, 0, 1, 1, 0|0, 0, 0, 0, 0) (3.9)

The binary representation for X1Z2X3 at t = 3 is

kX1Z2X3 = (1, 0, 1, 0, 0|0, 1, 0, 0, 0) (3.10)

where we put | in the middle to distinguish X and Z operators. Given a stabilizer set R,

one can build a L× 2L matrix G by taking the binary representation of elements in R as its

row. For example, if all fives qubits are in the spin-up state, we have R = {Z1, Z2, ...., Z5}

and its corresponding stabilizer matrix is

G =



0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 1


(3.11)
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For a system with length L, the stabilizer matrix G is

G = (0L×L|1L×L) (3.12)

where 1L×L is an identity matrix with size L × L. Every state |Ψ⟩ has its stabilizer matrix

since every state has its stabilizer set. Because of different types of measurement gates

applied at each time step, the wavefunction |Ψ⟩ changes. Thus we need to set up a few rules

regarding How to update the stabilizer matrix G. Suppose we apply a Pauli string operator

O at time t and denote the stabilizer set R at time t− 1 as Rt−1.

Case 1 (Operator O commutes with every stabilizer in the set Rt−1): For example, a single

qubit measurement in Z direction on a state that has stabilizer set {Z1, Z2, ...., ZL}.

In that case, applying a measurement operator O has no effect on the state |Ψ⟩. Then

we don’t update R and thus Rt = Rt−1 (Gt = Gt−1).

Case 2 (Operator O does not commute with some stabilizers in the set Rt−1): For example,

a two-sites measurement X1X2 applied on a pair of qubit does not commute with

Z1 and Z2 in the set {Z1, Z2, ...., ZL}. Based on that, we need to replace Z1 and Z2

from the set with new stabilzers such that these new stabilzers communte with X1X2

and {Z3, Z4, ...., ZL}. This is accomplished by using anti-commutation relation from

Pauli matrices. Suppose operator O anticommutes with stabilizers O1, ..., Om in Rt−1,

then we update our stabilizer set by replacing O1 with ±O and Oi with ±O1Oi for

i = 2, ...,m. The choice of ± depends on the measurement outcome (±1). Here I

choose + for all measurement operators O since von Neumann entanglement entropy

is a physical quantity that measures non-local degrees of freedom. This does not cause

any bias in the final calculation. From the perspective of the stabilizer matrix G, the

above modifications mean replacing the row corresponding to O1 with kO and the rows

corresponding to O2, ..., Om with kO1 + kO2 , ..., kO1 + kOm mod 2.

Next, the von Neumann entanglement entropy for a region U can be obtained in the following
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way

SU = rank(GU)− nU (3.13)

where GU is a matrix by keeping the columns of G that only belongs to region U and nU is the

number of qubits in region U . Here, finding the rank is performed by simplifying the matrix

to row reduced echelon form over Z2. Once we get von Neumann entanglement entropy from

the above approach, we can compute Stopo and mutual information by restricting U to be

any region we are interested in. Finally, we need to average Stopo (mutual information) over

many realizations as

Stopo =
1

N

N∑
i=1

Stopo,i (3.14)

where N is the number of realizations we are averaging. We count a full history of the circuit,

which contains the locations and types of measurement gates and its measurement outcome

at the time step, as one realization. As one can see, this method involving computation with

matrices only has a size on the order of L and does not require any renormalization process

of the wavefunction |Ψ⟩.

3.4 Results

In this section, we present the results of our simulation. The phase diagram is shown in 3.4.

We have one multicritical point and two critical lines. The upper critical line (PXZX = 0.5) is

mapped out by the computation of topological entanglement entropy. The lower critical line

(PZ = 0.5) is mapped out by the computation of mutual information. Even though there is

no well-defined Hamilitonian in our system, this phase diagram still has some similarities with

1.1. We have one critical point at PXX = 0, PZ = PXZX and another one at PXZX = 0, PZ =

PXX . These critical points match with h = λ2 = 1, λ1 = 0 and h = λ1 = 1, λ1 = 0. Critical

point A match with h = 0, λ1 = λ2. Similarly, PXX = 0, PZ = PXZX is a multicritical point

at which two critical lines meet. However, our tuning parameters represent the probability,

which can not go below zero. Thus, we can not obtain the lower half of the phase diagram

as 1.1.
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Figure 3.4: A ternary phase diagram. Any point on the phase diagram satisfy PZ + PXX +
PXZX = 1. Red solid lines are critical lines. Green lines are paths we take to detect phase
transitions by Stopo. Blue lines are paths we take to detect phase transitions by mutual
information. Point A is a critical point on the line PXZX + PXX = 1.
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3.4.1 Topological entanglement entropy Stopo

In order to probe the upper critical line (PXZX = 0.5), we compute topological entanglement

entropy along a few paths at different system sizes from the smallest 32 qubits to 256 qubits.

The number of realizations we are averaging over depends on the number of qubits. For

L = 32 and L = 64, the number of realizations is 5000. For L = 128 and L = 256, we only

average over 2000 realizations. As we can see from 3.5, 3.6, and 3.7, we certainly see a phase

transition happens as we cross the line (PXZX = 0.5). At PXZX > 0.5, Stopo equals some

integer values which correspond to the number of boundary modes. At PXZX < 0.5, Stopo

gradually decreases as we go further away from the transition point (becomes strictly zero in

thermodynamic limit). Furthermore, we carry out the finite-size scaling and find the critical

exponent ν to be around 1.3. The procedure of finite-size scaling is shown below.

3.4.1.1 Finite-size Scaling

To obtain critical exponent ν, we must carry out finite-size scaling [LAB21]. First, we equal

our Stopo and mutual information to be the following finite-size scaling form.

Stopo(P,L) = G((P − PC)L
1/ν) (3.15)

|I(P,L)− I(PC , L))| = H((P − PC)L
1/ν) (3.16)

where PC is the critical probability and G(...),H(...) are some arbitrary functions which

depend on dimensionless quantity (P − PC)L
1/ν . Since Stopo or mutual information is unit-

less, no prefactor appears in front of the function G. For a correct choice of ν, all data

points should lie on the curve G((P −PC)L
1/ν) when we plot Stopo vs (P −PC)L

1/ν . This is

achieved by minimizing an objective function with the following form.

ϵ(ν) =
1

n− 2

n−1∑
i=2

(yi − yi)
2 (3.17)
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where n is the total number of data points, yi = Stopo(Pi, Li) and yi can be calculated as

yi =
(Xi+1 −Xi)yi−1 − (Xi−1 −Xi)yi+1

Xi+1 −Xi−1

(3.18)

where Xi = (Pi − PC)L
1/ν with X1 < X2... < Xn.

3.4.2 Mutual information I

To probe the lower critical line (PZ = 0.5), we compute the mutual information along a

few paths at different system sizes from the smallest 32 qubits to 256 qubits. The number

of realizations we are averaging over is similar to Stopo case. As we can see from 3.8 and

3.9, we also see a phase transition happens as we cross the line (PZ = 0.5). At PZ > 0.5,

mutual information is non-zero due to long-range entanglement between two ends of the

system. At PZ < 0.5, mutual information gradually decreases as we go further away from

the transition (becomes strictly zero in thermodynamic limit). Furthermore, we also carry

out the finite-size scaling and find the critical exponent ν to be around 1.3.

Additionally, we obtain the dynamical critical exponent z by inspecting the time and

spatial dependence of the entanglement entropy at the critical point. In 3.10 top. we see

the growth of half-chain entanglement entropy follows the fitting line SL/2(t) = atLog(t)+ b.

The form of the fitting function comes from a certain feature of the critical point. Switching

to the bottom, we also see how the size of the subsystem affects its entanglement entropy.

The fitting line is SL/2 = axLog(L/πsin(πx/L)) + c. We find out that ax = at = 0.23 and

thus conclude the dynamical exponent z is one.
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Figure 3.5: Along PXX + PXZX = 1. Top: A phase transition occurs at PXX = 0.5. In
the thermodynamic limit, Stopo = 2 tells us that there exist two degrees of freedom at the
boundary of the chain for PXX < 0.5. Bottom: Based on the results of finite size scaling, we
see a critical point with critical exponent ν = 1.3.
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Figure 3.6: Top: Along the path 1 (PZ > PXX) in the phase diagram. Bottom: Finite-size
scaling also shows the critical exponent ν = 1.3 along the critical line PXZX = 0.5.
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Figure 3.7: Top: Along the path 2 (PZ < PXX) in the phase diagram. Bottom: Finite-size
scaling also shows the critical exponent ν = 1.3 along the critical line PXZX = 0.5.
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Figure 3.8: Along path 3 PXX = PXZX . Top: A phase transition occurs at PZ = 0.5.
Bottom: Based on the results of finite size scaling, we have a critical point with critical
exponent ν = 1.3.
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Figure 3.9: Along path 4 PXX > PXZX . Top: A phase transition also occurs at PZ = 0.5.
Bottom: Based on the results of finite size scaling, we also have a critical point with critical
exponent ν = 1.3.
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Figure 3.10: At the critical point (PXZX = 0.5 and PZ = PXX). Top: half-chain entangle-
ment entropy versus time. Red: logarithmic fitting line. Black: L = 128. Blue: L = 256.
Bottom: entanglement entropy of the subregion vs the length of the subregion at L = 360.
Red: logarithmic fitting line. Blue: Data.
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