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ABSTRACT OF DISSERTATION

Understanding How Lexical and Multisensory Contexts Support Speech Perception

by

Joshua Jeremiah Dorsi

Doctor of Philosophy, Graduate Program in Psychology
University of California, Riverside, September 2019
Dr. Lawrence D. Rosenblum, Chairperson

The perception of speech is supported by both multisensory (e.g. Sumby & Pollack, 1954) and lexical information (e.g. Miller, Heise, & Lichten, 1951). How the mechanism for speech perception processes these two sources of information is an open theoretical question. Evidence indicates that multisensory information is integrated early in speech processing (e.g. Musacchia et al., 2006) and some theories assume that integration precedes lexical processing (e.g. Fowler, 2004; see also Rosenblum et al., 2016). Accordingly, these theories assume that lexical processing is performed on the integrated multisensory information. In contrast, some have recently proposed that lexical processing is performed on unintegrated unisensory information (e.g. Ostrand et al., 2016; Samuel & Lieblich 2014). This dissertation provides a careful investigation into these claims to address the potential interactions between lexical processing and
multisensory integration. Chapter 1 investigates if semantic processing of McGurk stimuli is consistent with the unperceived (and putatively unintegrated) auditory information (i.e. Ostrand et al., 2016) or the perceived (audio-visually integrated) information. Chapter 2 investigates if selective adaptation, a perceptual phenomenon known to be sensitive to low-level sensory information (e.g. Samuel & Newport, 1979) but also to lexically supported illusory percepts (e.g. Samuel, 1997), is sensitive to multisensory illusions. Finally, Chapter 3 investigates if lexical information influences the integration of auditory and visual speech information. The results of this dissertation indicate that lexical processing is sensitive to integrated multisensory information. However, this dissertation found no indication that lexical information influenced the multisensory integration process.
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Introduction

Speech consists of words spoken by a talker that can be both seen and heard; that is, speech has both lexical and multisensory information. While the supportive effects of lexical and multisensory information on speech perception were first reported more than half a century ago (Miller, Heise, & Lichten, 1951; Sumby & Pollack, 1954), research has generally studied their effects in isolation from one other. In the multisensory literature, there is evidence that cross-sensory information is completely integrated early in perceptual processing (see Rosenblum, Dorsi, & Dias, 2016 for a review). However, within the few studies that have examined both lexical and multisensory contexts, some recent research indicates that lexical information influences speech perception independent of multisensory integration (e.g. Samuel & Lieblich, 2014; Ostrand et al., 2016). Thus, while multisensory information is thought to be integrated early, lexical processing seems to sometimes operate on unisensory information.

In light of this paradox, this dissertation will investigate the interactive processing of lexical and multisensory information in a series of three projects, presented here in three separate chapters. Each chapter will address a question motivated by a different account that has been put forward for the processing of multisensory and lexical information. However, the scope of these chapters extends beyond these motivating accounts. Within each chapter, we discuss multiple theories relevant to the tested research question and test multiple competing predictions.
Speech is Multisensory

Some of the earliest examples of the multisensory nature of perception have come from speech. Perhaps the most well known of these examples is the McGurk effect, the finding that discrepant visual speech can alter how auditory speech is heard (McGurk & MacDonald, 1976). For example, auditory ‘ba’ + visual ‘ga’ is sometimes heard as the visual stimulus, ‘ga’, or a fusion of the auditory and visual stimuli, such as ‘da’ (MacDonald & McGurk, 1978). Even before this seminal study, research had established that congruent visual speech could facilitate auditory speech perception (Sumby & Pollack, 1954). In the decades since these classic studies, there has been accumulating evidence for just how fundamental multisensory information is to speech perception (See Rosenblum et al., 2016 for a review).

Early Multisensory Speech Processing

Much research has investigated the time course of multisensory integration (for a review, see Rosenblum et al., 2016). This research has demonstrated that multisensory information can influence speech perception as early as feature recovery (Brancazio, Miller, & Paré, 2003; Fowler, Brown, & Mann, 2000; Green & Kuhl, 1989; Green & Miller, 1985). Other research shows influences of visual speech in auditory brain areas, often occurring too soon following visual stimulus onset to have been produced by feedback from other brain areas (See Besle, Fort, Delpuech, & Giard, 2004; Besle et al., 2008). There is also evidence of visual speech modulating auditory processing as early as the brainstem (Musacchia, Sams, Nicol, & Kraus, 2006). Overall, it seems that cross-sensory processing occurs early in perception.
**Multisensory Speech Processing Is Encapsulated**

Not only does it seem that multisensory integration occurs early, but there is also evidence that this process is encapsulated from top-down factors. For example, research using the McGurk effect shows that multisensory integration occurs even when participants are made aware of the incongruent nature of the stimuli (Summerfield & McGrath, 1984). Similarly, directing attention to one stimulus modality also does not diminish the McGurk effect (Massaro, 1987). The McGurk effect persists when the auditory and visual stimuli originate from speakers of different genders (Green et al., 1991); and when the auditory and visual signals are desynchronized or come from very different locations (Munhall, Gribble, Sacco, & Ward, 1996; Jones & Munhall, 1997; Jones & Jarick, 2006).

**Multisensory Speech Processing is Automatic**

There is evidence of multisensory integration occurring across stimuli that are rarely experienced together; auditory and tactile speech stimuli can integrate to improve accuracy for speech in noise listening (Gick, Johannsdottir, Gibrael, & Mühlbauer, 2008; Sato et al., 2010) or produce McGurk like effects (Gick & Derrick, 2009; Fowler & Dekle, 1991). There are also demonstrations of audio-visual speech integration when visual speech is presented outside the awareness of the listener (Rosenblum & Saldana, 1996; Munhall, ten Hove, Brammer, & Pare, 2009).
Linguistic Speech Processing Is Multisensory

In light of the above discussed literature, it may be unsurprising that linguistic processing of speech is also multisensory. Consistent with the assertion that the speech brain is blind to modality, visual speech seems to mirror the lexical organization of auditory speech, showing effects of lexical frequency and linguistic neighborhoods (Tye-Murray, Sommers, & Spehar, 2007; Strand & Sommers, 2011). Moreover, visual speech influences the identification of basic phonetic features (Brancazio et al., 2003; Fowler et al., 2000; Green & Kuhl, 1989; Green & Miller, 1985). Visual speech can also facilitate the processing of complicated speech (Arnold & Hill, 2001; Bernstein, Auer, & Takayanagi, 2004; Reisberg, McLean, & Goldfield, 1987). Finally, there is also evidence that linguistic processing can cross modalities. Two studies, Kim et al., (2004) and Fort et al., (2013) have shown evidence of visual-only speech interacting with the lexical processing of auditory speech. In short, there is evidence that linguistic processing is sensitive to multisensory speech information.

Models of Multisensory and Linguistic Processing

In light of the apparent ubiquity of multisensory information in speech perception, there have been a number of attempts to formulize the interaction of linguistic and multisensory processing in a single framework. This dissertation focuses on three such accounts.
Lexical Processing Begins Before Multisensory Integration is Complete

Ostrand et al., (2016) propose that lexical processing and multisensory integration occur in parallel, with the lexical information from the auditory component being processed before multisensory integration completes (Figure 0.1). This account was motivated by a finding that seems to suggest that the unperceived auditory component of McGurk stimuli drives semantic priming (Ostrand et al., 2016; but see Chapter 1). The key assumption of this account is the privileged access of auditory speech in linguistic processing. Under this account, when audio-visual speech enters the speech process, the auditory speech is immediately analyzed for linguistic meaning. In contrast, this account assumes that before visual speech can be linguistically analyzed it must be integrated with the auditory signal. Thus, under this account, auditory speech is always linguistically processed faster than visual speech. This assumption leads to interesting predictions in McGurk contexts; under this account a perceiver might illusorily “hear” the visual speech but linguistically process the unperceived auditory signal.

The Linguistic Process is Independent of Multisensory Perception

Samuel and Lieblich (2014) suggest that lexical and multisensory contexts influence speech perception through separate and independent processes (Samuel & Lieblich, 2014). Under this account, one perceptual pathway integrates multisensory information and determines the phenomenological experience of a speech stimulus. Concurrent with this processing, a separate pathway processes the linguistic information from a speech stimulus. These authors argue that lexical context has far reaching effects
on even the most fundamental linguistic and perceptual processes, while multisensory context is limited to superficial, non-linguistic, perceptual processes (See Figure 0.2).

This account is similar to the one offered by Ostrand et al., (2016): both accounts propose an early dissociation between the perception of speech and the linguistic processing of it. There are, however, key differences between these accounts that should be noted. First, the account of Ostrand et al., (2016) was put forward specifically to address a dissociation observed in semantic priming; this account does not require that this dissociation operate at pre-lexical levels of processing. Second, and more important, the Ostrand et al., (2016) model is a time sensitive account. The authors never claim that multisensory information cannot access linguistic processing, only that, at least with respect to semantic processes, acoustic information will be processed before multisensory information.

In contrast, Samuel and Lieblich (2014) argue that even the most basic (i.e. featural) levels of linguistic processing are independent of multisensory perception. In fact, these authors offer no mechanism by which multisensory perception might gain access to these linguistic processes. Samuel and Lieblich (2014) support their claim with the observed dissociation between lexical and multisensory influences on selective adaptation. Interestingly, lexical, but not multisensory, context influences selective adaptation (see Samuel & Lieblich, 2014). Samuel and Lieblich (2014) argue that this dissociation in selective adaptation reflects a distinction in the processing of speech, with multisensory information influencing the phenomenological experience of speech, but not the linguistic processing of that speech.
Multisensory Integration Does Not Process Lexical Information

Brancazio (2004) formulates a model in which multisensory speech identification involves two stages. In the first stage, cross-sensory inputs are combined. The second stage concerns the phonetic categorization of that integrated output (See Figure 0.3). Here, we should note that these points for lexical influences on perception are not necessarily mutually exclusive. Brancazio (2004) notes that linguistic processing could take place during either, or both, of these stages. In contrast, a prominent theory of perception, the amodal account, (Fowler, 2004; see also Rosenblum et al., 2016), predicts that lexical processing will be restricted to post integration stages of processing. Chapter 3 investigates the stages of perception and their sensitivity to lexical information. The results are interpreted with respect to the Brancazio (2004) framework as well as their implications for the amodal account.

In the following sections we will empirically test predictions formed by each of these three models and compare them to predictions formed by competing accounts. In the discussion section we will discuss the broader implications of the three chapters taken together.
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Figure 0.1 shows a schematic of the account of multisensory and lexical processing put forward by Ostrand et al., (2016).
Figure 0.2

Figure 2 shows a schematic of the account of multisensory and lexical processing put forward by Samuel and Lieblich (2014).
Figure 3 shows a schematic of the account of multisensory and lexical processing put forward by Brancazio (2004).
Chapter 1

Semantic Priming from McGurk Words:

Priming Depends on Perception
Semantic Priming from McGurk Words:

Priming Depends on Perception

Speech perception is inherently multisensory. Seeing the articulations of a talker can enhance perception of auditory speech whether degraded by noise or foreign accent, or even if the speech is clear, but complicated (e.g. Arnold & Hill, 2001; Reisberg, McLean, & Goldfield, 1987; Sumby & Pollack, 1954). Regardless of one’s level of hearing, visual speech perception is also used during first and second language acquisition, and plays a role in inadvertent speech alignment between interlocutors (e.g. Dias & Rosenblum, 2011; Navarra & Soto-Faraco, 2007; Teinonen, Aslin, Alku, & Csibra, 2008). The multisensory nature of speech is also evidenced by neurophysiological research showing that the speech brain responds to auditory and visual input in remarkably similar ways (for a review, see Rosenblum, Dorsi, & Dias, 2016).

Certainly, the most studied example of multisensory speech perception is the McGurk effect (McGurk & MacDonald, 1976; and for a review see Alsius et al., 2018). The McGurk effect is the finding that if visual speech segments are dubbed onto incongruent auditory segments, the results can be an illusory ‘heard’ percept that differs from the auditory stimulus. For example, McGurk and MacDonald (1976) report that when auditory ‘ba’ is dubbed onto a visual ‘ga,’ perceivers report hearing either ‘ga’ (a visually-dominated perception) or ‘da’ (a fusion perception). Since its discovery, the McGurk effect has been taken as a hallmark example of audio-visual integration (e.g. Bebko, Schroeder, & Weiss, 2014; Samuel & Lieblich, 2014; Stropahl, Schellhardt, & Debener, 2016; but see Alsius et al., 2018).
The McGurk effect has also motivated much research into how multisensory integration fits into the overall language function. This research has provided both neurophysiological and behavioral data. Much of the neurophysiological work indicates that audio-visual integration occurs early in speech processing (for a review, see Rosenblum et al., 2016). For example, visual speech has been found to produce interactions in the auditory brainstem as early as 11ms following stimulus onset (Musacchia, Sams, Nicol, & Kraus, 2006). This result is consistent with the finding that visual speech produces activity in the auditory cortex (Calvert et al., 1997; Pekkola et al., 2005) as early as 10ms following activation of the visual cortex (Besle et al., 2008). Finally, while likely the result of feedback interactions, visual speech can influence auditory processing in the cochlea as demonstrated by influences on transient-evoked otoacoustic emissions (Namasivayam, Yiu, & Wong, 2015). Collectively, these neurophysiological findings support the assumption that audio-visual integration begins at the earliest stages of speech processing.

These findings are also consistent with behavioral results indicating that multisensory integration occurs very early in the linguistic process. For example, Green and Miller (1985) found that visual speech could produce a McGurk effect that influenced the perception of voice-onset-time (VOT) (See also Brancazio & Miller, 2005; Green & Kuhl, 1989; Sanchez, Miller, & Rosenblum, 2010). As VOT is a pre-phonemic feature of speech perception, this finding suggests that audio-visual integration occurs prior to word, or even word segment, recovery. Similarly, the auditory perception of place of articulation for co-articulated speech is also sensitive to visual speech.
information (Fowler, Brown, & Mann, 2000; Green & Norrix, 2001). These findings suggest that multisensory integration begins early, likely before segment features are established, and long before words are identified.

These findings come from work with syllable stimuli, and it is possible that the relative timing of multisensory processing may be different for word stimuli, which carry lexical information (knowledge about the words of the perceivers language). In fact, there is research showing that lexical information may influence multisensory integration. For example, it has been found that McGurk effects are more reliable when they form words as opposed to nonwords (Brancazio, 2004; but see Sams, Manninen, Surakka, Helin, & Kättö, 1998). This finding has been shown to be stronger when the audio-visually discrepant segment occurs in the word final, as opposed to word initial, position (e.g. Barutchu, Crewther, Kiely, Murphy, & Crewther, 2008). Relatedly, this McGurk word bias is stronger when the McGurk word is consistent with the preceding sentence context (e.g. Windmann 2004). These findings suggest that there may be an interactive processing of lexical and multisensory contexts.

What is unclear from these studies is when this interaction occurs. Does lexical processing intervene early and influence how unisensory streams are integrated, or are unisensory streams integrated after which the lexical information influences how that integrated percept is categorized (for a discussion, see Brancazio, 2004)? In other words, does lexical processing commence before or after multisensory integration is complete?

To better understand the relative timing of lexical and multisensory processing, Ostrand and her colleagues (Ostrand et., 2016) tested the semantic priming of audio-
visual words. In this task, participants identified audio-only ‘target’ utterances as words or nonwords, and these targets followed an audio-visual ‘prime’ word. In such a task, it is generally found that word targets are identified as such faster when they are semantically related to the preceding prime word (e.g. Milberg, Blumstein, & Dworetzky, 1988). Importantly, some of the primes used by Ostrand et al., (2016) were audio-visually congruent (auditory ‘bait’ + visual ‘bait’; auditory ‘date’ + visual ‘date’) while others were McGurk-type stimuli (auditory ‘bait’ + visual ‘date’ —often perceived as ‘date’; see also Brancazio, 2004; Sams et al., 1998; Barutchu et al., 2008; see also MacDonald & McGurk, 1978; McGurk & MacDonald, 1976).

Ostrand and her colleagues’ (2016; Experiment 2) found that these McGurk words produced semantic priming more similar to the priming found for words that were audio-visually congruent with the McGurk auditory word than for words that were audio-visually congruent with the (ostensibly perceived) McGurk visual word. For instance, auditory ‘bait’ + visual ‘date,’ while putatively perceived as ‘date,’ facilitated the identification of the word semantically related to ‘bait’ (‘worm’) but not the word semantically related to ‘date’ (‘time’).

From these results Ostrand et al., (2016) concluded that semantic processing preferentially accesses the auditory over the visual—and integrated/perceived—speech information. That is, when both the auditory and visual speech signals contain words, the lexical system processes the auditory information before the visual/integrated information. These results are surprising considering that with McGurk stimuli, participants typically report “hearing” the visually-influenced word. That semantic
processing seems to prefer auditory information even when the auditory word is not the percept suggests that lexical processing occurs prior to the completion of multisensory integration.

The finding that the auditory component of McGurk words determines semantic processing challenges the aforementioned perspective that audio-visual integration occurs early (e.g. Rosenblum et al., 2016). Recall that a large amount of research has suggested that integration occurs at the featural level of speech and that crossmodal influences occur exceptionally early in the neurophysiology of speech processing. In this sense, the findings of Ostrand and her colleagues (2016) are striking and could indicate that a shift in theories of multisensory speech perception is needed. In fact, recent work has attempted to incorporate the results reported by Ostrand et al., (2016) into a coherent theory of multisensory speech perception (e.g. Mitterer & Reinisch, 2017; see also Samuel & Lieblich, 2014; Baart & Samuel, 20151).

Given the potential implications of Ostrand and colleagues’ (2016) findings, additional tests of audio-visual speech semantic priming seems warranted. This would seem especially important because their findings are based on semantic priming from McGurk stimuli, and the McGurk effect is known to be quite variable. Research shows that the same McGurk stimuli can produce dramatically different sized effects across subjects within and between experiments (e.g. Brancazio, 2004; Brancazio & Miller, 2005; McGurk & MacDonald 1976; MacDonald & McGurk 1978; for a discussion, see

---

Alsious et al., 2017). For example, if the McGurk prime stimuli sometimes failed to produce a McGurk effect, that is, if subjects most often perceived the McGurk stimuli as the auditory word, then the semantic priming of the perceived word would be similar to the priming of the auditory word.

Ostrand and colleagues (2016) conducted a pilot study in which perception of the McGurk stimuli was assessed and found that ratings of the integrated McGurk percept were significantly higher than ratings of the auditory signal alone, indicating that participants successfully integrated the audio and visual signals. However, the pilot study asked for goodness ratings of a queried initial consonant (e.g. “how good was the initial D?”), rather than an open-ended input of the participant’s perception, and thus participants may not have had the opportunity to rate the consonant that they actually perceived. As a result, if participants sometimes perceived the auditory signal rather than the combined McGurk percept, the semantic priming observed by Ostrand et al., (2016) may have been consistent with the auditory word of the McGurk prime simply because the auditory word was what was most often perceived (with the McGurk effect often ‘failing’). If this were the case, then Ostrand et al’s (2016) results would actually reflect the perceived words, thereby not providing evidence against early integration theories.

Additionally, without knowing how the critical priming words were identified, there may be instances for which a visual influence does occur, but not in the way presumed. Consider one of the priming stimuli used by Ostrand and her colleagues (2016): Auditory ‘bore’ + visual ‘gore,’ which was assumed to induce a ‘gore’ perception and was therefore used to prime the target word “blood.” However, prior research using
auditory ‘ba’ + visual ‘ga’ syllables indicates that participants often perceive the visually-influenced ‘ga’ less than 30% of the time (e.g. MacDonald & McGurk, 1978).

Complicating matters, this same syllable combination is often perceived as the (visually-influenced) ‘da’ more than 60% of the time. Thus, even if subjects identified the stimulus as consistent with the auditory component (‘ba’) infrequently, it is unclear whether the most common percept would be semantically-related to a ‘g’ or ‘d’-initial word (e.g. ‘gore’ or ‘door’). Thus, to understand the relationship between audio-visual integration and semantic priming, analyses examining the specific correspondence of identification and semantic priming responses to McGurk words are clearly necessary.

This, and other considerations, motivated a follow-up study that replicated the original design of Ostrand et al., (2016) with two chief differences. First, a single set of participants performed both the priming test and an identification test of our McGurk stimuli. This was instituted to establish that for the tested group of participants, the visual influence was large enough, and occurred in the predicted way, to have the potential to induce semantic priming based on the perceived words. Inclusion of a McGurk identification task also allowed us to correlate the observed semantic priming responses with the participants’ perception of the stimuli. Second, to add to the stability of the stimuli, we chose words with McGurk segment combinations that are known to induce very large visual influences. For these purposes, we restricted our McGurk stimuli to auditory ‘b’ and visual ‘v’-initial words. Prior research has demonstrated that the auditory ‘ba’ visual ‘va’ McGurk combination is very reliable (e.g. 98% ‘va’ perceptions; Rosenblum & Saldaña, 1992).
If semantic analysis is based on the perceived, rather than auditory component of audio-visual words, then these stronger McGurk segments should induce a priming effect based on the visual component. Further, the likelihood of the visual/perceptual-based priming should correspond to the observed strength of the McGurk effect for each word combination. If, on the other hand, semantic analysis is based on the non-integrated auditory component of a McGurk stimulus, then priming should correspond to the auditory words, despite evidence for a strong McGurk effect in the identification results.

Main Experiment

Study 1 replicated the design of the semantic priming task used by Ostrand et al., (2016) but here we changed the stimuli used in that task with the goal to foster consistent McGurk-visual perceptions. If these stimuli show semantic priming to the visual word, then it is likely that semantic processing is of perceived lexical information. To further understand the relationship between McGurk perception and semantic priming, subjects were asked to perform an identification task of the McGurk stimuli, following the semantic priming paradigm. If lexical processing is preferentially related to the auditory word components, as opposed to perceived words, then this identification measure should not be related to semantic priming. If, however, semantic processing responds to the perceived (and integrated word), then there should be a correspondence between identification judgments and semantic priming.

Method

Participants
Participants were 119 native English speakers from the University of California, Riverside. All participants reported having normal hearing and vision. All participants were compensated with either course credit or $10.00 cash.

Materials

The stimuli were audio-visual word primes followed by auditory-only word or nonword targets. Following the method of Ostrand and her colleagues’ (2016) second experiment, a 50ms interval separated the offset of the audio-visual prime and the onset of the auditory-only target. All stimuli were produced in a single recording session by a male, native monolingual English speaker. The speaker had lived in Southern California for approximately 4 years prior to recording.

Our central question concerned the semantic priming produced by McGurk stimuli. Our McGurk primes consisted of pairs of English words differing only in their initial consonant. For the critical stimuli, we used only words that began with either ‘b’ or ‘v’ (e.g. auditory ‘bale’ + visual ‘veil’). The motivation for this was two-fold. First we wanted to be confident that McGurk primes rarely resulted in the participants perceiving the auditory word (i.e. auditory ‘bale’ + visual ‘veil’ perceived as ‘bale’; a ‘McGurk-auditory’). The key question addressed by this experiment, and by Ostrand and her colleagues (2016), is if lexical processing is related to the auditory stimulus, independent of perception. If a McGurk prime frequently produces a percept of the auditory stimulus (e.g. a McGurk-auditory perception) then answering this question will be difficult.

Second, we wanted to be confident that when the McGurk effect does occur, participants will perceive the predicted visually-dominated word (auditory ‘bale’ + visual
‘veil’ = perceived ‘veil’). Past research has shown that the auditory ‘ba’ visual ‘va’ combination produces a high frequency of visually-dominated percepts (e.g. ~98%; Rosenblum & Saldaña, 1992) and was thus ideal for our design.

We identified 24 /b/-initial—/v/-initial minimal word pairs to be used as McGurk stimuli (Table 1.1). A pilot study consisting of 27 participants was conducted to test the strength of the visual influence of these word combinations. Using an open response identification task it was found that these 24 audio-B visual-V McGurk words produced visually-dominated responses 74% of the time. While this average is notably smaller than the ‘v-b’ visual dominance reported in other studies (~98%; Rosenblum and Saldaña, 1992), it should be noted that those previous studies tested perception of syllable stimuli in a two-alternative force-choice task (see also Brancazio, 2004).

Each of our McGurk primes was assigned a semantically related target. Following the procedure of Ostrand et al., (2016), related targets were selected from the University of South Florida Free Association Norms database (Nelson, McEvoy, & Schreiber, 1998) and the Edinburgh Associative Thesaurus (Kiss, Armstrong, Milroy, & Piper, 1973). We also considered data collected from a norming study from students at UC Riverside (again following the procedure for Ostrand et al., 2016). From these three sources of information, we chose the targets that optimized semantic relatedness, but reduced phonological similarity between primes and targets (see Ostrand et al., 2016). This choice was made because prior work has found that visual speech stimuli can phonologically prime audio-only speech targets (e.g. Fort et al., 2013). The complete list of words used
as the McGurk auditory and visual stimuli for the primes and the targets related and unrelated to these words is presented in Table 1.1.

Across participants, each of these primes was paired with four targets: a target related to the visual word, a target unrelated to the visual word, a target related to the auditory word, and target unrelated to auditory word (Ostrand et al., 2016). Each semantically related target was presented as an unrelated target for another prime and thus acted as its own control (Ostrand et al., 2016). Nonword targets were replicated from Ostrand and her colleagues’ (2016) second experiment. Additionally, several filler primes were included; these items were also taken from Ostrand and her colleagues’ (2016) second experiment. All auditory stimuli were presented through sound insulated headphones (Ostrand et al., 2016) at an average of 70db.

**Procedure**

The experiment procedure contained two parts. First, participants preformed a lexical decision task that assessed the semantic priming of McGurk and audio-visually congruent word stimuli. Second, participants performed an identification task that assessed their perceptions of the McGurk and audio-visual congruent words used as primes in the lexical decision task, as well as the audio-only versions of those stimuli.

During the lexical decision task, participants were instructed to watch and listen to the audio-visual prime word and then listen to the audio-only target (Ostrand et al., 2016). The participants were instructed to indicate if the target was a word or nonword by pressing one of the two labeled buttons on a button box. Participants were instructed to
respond as quickly and accurately as possible (Ostrand et al., 2016). The word/nonword button assignment was counter-balanced across participants (Ostrand et al., 2016).

For the lexical decision task, 1/3 of the b/v initial primes were presented as McGurk stimuli (e.g. auditory ‘bale’ + video ‘veil’). The remaining 2/3s were presented audio-visual congruently, and were equally divided between two types of audio-visual congruent stimuli (Ostrand et al., 2016). The first of these were b-initial words (b-congruent) made up of the auditory components of the McGurk stimuli (e.g. auditory ‘bale’ + video ‘bale’). The second type of audio-visual congruent stimuli was v-initial words (v-congruent) made up of the visual components of the McGurk stimuli (e.g. auditory ‘veil’ + video ‘veil’). The items chosen as McGurk, b-congruent, and v-congruent, were counter-balanced across participants (Ostrand et al., 2016). The condition design of the experiment is portrayed in Appendix A.

Half of all trials included nonword targets. In order to test semantic priming of the critical McGurk, b-congruent, and v-congruent tokens, the 24 McGurk primes were only used for word trials, and filler items were used for the nonword target trials (Ostrand et al., 2016). These filler words were the same as those used by Ostrand and her colleagues’ (2016) (Experiment 2) and included an array of words with initial consonants other than ‘b-v’ combinations (e.g. audio ‘pad’ + video ‘tad’; audio ‘mine’ + video ‘nine’). To reduce the potential of participants statistically learning that ‘b’ and ‘v’ initial words preceded word targets, we also included 12 non-b/v initial filler primes with word targets also recorded from the same speaker.
To reduce the potential of participants learning that McGurk items were more likely to precede word targets, half of the nonword target trials were preceded by non-b/v initial McGurk primes (Ostrand et al., 2016). Finally, to reduce the possibility that participants might learn that the b/v initial McGurk primes consistently lead to word targets, four of the 12 filler primes preceding word targets were also non-b/v initial McGurk words (Ostrand et al., 2016).

Thus, for each subject, the lexical decision task included 12 McGurk primes (8 critical; 4 filler) with word targets and 12 McGurk primes with nonword targets (all filler). Additionally, the task included 24 congruent prime-words with word targets (8 b-congruent; 8 v-congruent; 8 filler) and 24 congruent primes with nonword targets. This corresponded to 72 total trials for each subject. Subjects were given one self-timed break administered between trials 36 and 37 (Ostrand et al., 2016).

The 24 critical prime words were distributed into 12 different conditions for each participant (Ostrand et al., 2016). These twelve conditions included: targets related and unrelated to the McGurk visual word, and targets related and unrelated to the McGurk auditory words (Ostrand et al., 2016). For the primes used for each subject, the unrelated words were items that actually served as related targets for primes presented to different subjects. In this sense, these words acted as their own controls (Ostrand et al., 2016).

These four conditions were repeated for primes that were audio-Visually congruent with the McGurk visual ‘v’ word (v-congruent) and primes that were audio-visually congruent with the McGurk auditory ‘b’ word (b-congruent). Each critical prime
was only presented once to each participant, and which primes were placed in which condition was counterbalanced across participants (Ostrand et al., 2016).

To summarize, each subject was presented eight of the critical b-v incongruent priming McGurk items (which of the eight were presented was counterbalanced across subjects). Two of these McGurk items were followed by targets related to the (b-word) audio component of the McGurk stimulus, and two were followed by targets related to the (v-word) visual component. The remaining four critical b-v McGurk primes were followed by target words unrelated to the prime words (and served as comparison trials). All of the remaining 72 trials included audio-visual congruent control items (16) and unscored filler items (48).

During the experiment, participants were seated approximately 30 inches from the computer screen. Each trial began with a white ‘*’ fixation point presented for 600ms on a black background. Immediately following the fixation point, the face of the talker appeared and articulated the prime word (the fixation point was aligned with the center of the talker’s lips). After the articulation of the prime word, the screen went blank (Ostrand et al., 2016). Fifty milliseconds following the acoustic offset of the prime word, the target word was presented through the same headphones, without any accompanying visual stimulus on the screen (Ostrand et al., 2016). The trial ended when the participant pressed either the ‘Word’ or ‘Nonword’ buttons on a button box (Ostrand et al., 2016).

Following the completion of the lexical decision task, participants started the identification task. A programing error resulted in identification data not being collected for one of the 24 McGurk items (audio ‘buy’ + visual ‘vie’). Thus, participants were
presented with 23 McGurk items along with the corresponding 48 audio-visual congruent items that were used as primes for the lexical decision. In addition, they were also presented the 48 audio-alone words which comprised the audio-visual items. Items were blocked by audio-visual vs. audio-alone stimulus type and randomized within blocks. Participants were instructed to attend to each utterance and to use the keyboard to type the word they heard the talker say (e.g. Alsius et al., 2018). Participants were not informed that the stimuli were the same items from the lexical decision task, and were not informed that the items would all be words. Participants were allowed to view their responses as they typed them and were instructed to correct any errors or typographic mistakes before proceeding to the next trial. As in the priming task, each audio-visual trial included a fixation point at the location of the talker’s lips that was present for 600ms immediately preceding the appearance of the talker’s face.

Results

Semantic Priming Reaction Times

Only reaction times from trials that included one of our 24 critical primes (the McGurk words) and their 48 congruent counterparts were analyzed (Ostrand et al., 2016). Responses that that were incorrect (6.4%), occurred before the target word offset (7.1%), or that were more than two standard deviations from the condition mean reaction times (3.2%) were excluded from the analysis (Ostrand et al., 2016).

Following Ostrand and her colleagues (2016), we submitted these reaction times to both a subject analysis and an item analysis. Each analysis began with an omnibus ANOVA consisting of the following factors: 2 Relatedness (Related vs. Unrelated) x 2
Target (associated with: Visual word vs. Auditory word) x 3 Prime (McGurk, v-congruent, or b-congruent). Condition means for the subject analysis are displayed in Figure 1.1a.

Consistent with what is reported by Ostrand et al., (2016) neither ANOVA found significant main effects of Prime. As was found by Ostrand et al., (2016), both subject ($F_1$) and item ($F_2$) tests returned significant effects of relatedness; $F_1(1, 94) = 21.193, p < .001, \eta_p^2 = .184$ and $F_2(1, 23) = 4.647, p = .042, \eta_p^2 = .168$, indicating that across conditions, targets were identified as words faster when they were semantically related to the preceding prime ($M_1$: 329 vs. 371).

The subject, but not the item, analysis showed a significant main effect of target type; $F_1(1, 94) = 16.762, p < .001, \eta_p^2 = .151$ versus $F_2(1, 23) = 1.879, p = .184, \eta_p^2 = .076$. The effect of target in the subjects’ analysis indicates that both related and unrelated targets associated with the visual word (e.g. ‘veil’ $\rightarrow$ ‘wedding’) were identified faster than targets both related and unrelated with the auditory word (e.g. ‘bale’ $\rightarrow$ ‘hay’; $M_1$: 361 vs. 340). While we refrain from interpreting the null effect of the item analysis, it is worth noting three observations. First, despite failing to produce a significant effect, the means from the item analysis show a similar pattern to the means from the subject analysis, with the McGurk visual associates being identified faster than the McGurk auditory associates ($M_2$: 360 vs. 337). Second, Ostrand and her colleagues (2016) also report a significant effect of target for their subject analysis, but not their item analysis (see pg. 102).
Third, while both our results and the results of Ostrand et al., (2016) show significant effects of the same factors, the patterns of the condition means indicates that our effects have a different locus than the effects of Ostrand et al., (2016). Specifically, while Ostrand and her colleagues’ (2016) subject effect (and item trend) was driven by faster responses to the stimuli’s auditory associated targets, ours were driven by faster responses to the visually associated targets (see Figure 1.1).

Both our subject and item analyses found significant two-way interactions between Relatedness and Target association; $F_1(1, 94)= 4.450, p = .038, \eta^2_p = .045$, $F_2(1, 23)= 5.571, p = .027, \eta^2_p = .195$. These interactions indicate that the priming effect for auditory associated targets was different than the priming effect for visual associated targets. None of the remaining two-way interactions for the omnibus tests were significant for either the subject or item analyses.

The most important effect returned by the omnibus test is the three-way interaction between Relatedness, Target association, and Prime stimulus (Ostrand et al., 2016). Both the subject ($F_1[2, 188]= 9.965, p < .001, \eta^2_p = .096$) and the item ($F_2[2, 46]= 9.115, p < .001, \eta^2_p = .284$) analyses revealed that this interaction was significant. This interaction is portrayed in Figure 1.1a. This interaction indicates whether a prime produced semantic priming for auditory associated targets or the visual associated targets depended on whether the prime was a McGurk stimulus, v-congruent stimulus (associated with the visual McGurk component), or b-congruent stimulus (and associated with the auditory McGurk component). Importantly, it is this interaction that allowed
Ostrand and her colleagues (2016) to conclude that the McGurk prime induced responses more similar to the auditory than visual component of the stimulus.

However, the pattern of results portrayed in Figure 1.1a tells a different story. This figure shows that targets related to the visual channel were identified faster than other targets, both for the McGurk and v-congruent primes. In contrast, when the prime was b-congruent (and consistent with the audio component of the McGurk stimulus), targets related to the auditory channel were identified fastest. Thus, as can be seen in Figure 1.1a, priming responses to the McGurk stimulus were more similar to the v-congruent than b-congruent stimuli.

As the prime stimulus factor had three levels, additional analyses were needed to determine the true locus of the interaction, and whether it indicates that the effect is driven by the difference between the b-congruent (auditory) condition relative to the McGurk and v-congruent conditions, as suggested by the plots.

**Post-Hoc Tests.** To identify the locus of the interaction, we computed ANOVAs examining each pairing of 2 of the 3 Prime conditions in 2 (Related) x 2 (Target) x 2 (Prime) ANOVAs (Ostrand et al., 2016). Again these analyses were computed by subjects (F1) and by items (F2). The results of these analyses are shown in Table 1.2. The most important results of these analyses are the three-way interactions that indicate that the priming effect for auditory associated and visual associated targets is modulated by the prime stimulus. As can be seen in Table 1.2, this three-way interaction is present when comparing the McGurk and b-congruent primes ($F_1[1, 98]= 11.166, p = .001, \eta^2_p = .102; F_2[1, 23]= 7.402, p = .012, \eta^2_p = .243$) and when comparing the b-congruent and v-congruent primes (2016) to conclude that the McGurk prime induced responses more similar to the auditory than visual component of the stimulus.

However, the pattern of results portrayed in Figure 1.1a tells a different story. This figure shows that targets related to the visual channel were identified faster than other targets, both for the McGurk and v-congruent primes. In contrast, when the prime was b-congruent (and consistent with the audio component of the McGurk stimulus), targets related to the auditory channel were identified fastest. Thus, as can be seen in Figure 1.1a, priming responses to the McGurk stimulus were more similar to the v-congruent than b-congruent stimuli.

As the prime stimulus factor had three levels, additional analyses were needed to determine the true locus of the interaction, and whether it indicates that the effect is driven by the difference between the b-congruent (auditory) condition relative to the McGurk and v-congruent conditions, as suggested by the plots.

**Post-Hoc Tests.** To identify the locus of the interaction, we computed ANOVAs examining each pairing of 2 of the 3 Prime conditions in 2 (Related) x 2 (Target) x 2 (Prime) ANOVAs (Ostrand et al., 2016). Again these analyses were computed by subjects (F1) and by items (F2). The results of these analyses are shown in Table 1.2. The most important results of these analyses are the three-way interactions that indicate that the priming effect for auditory associated and visual associated targets is modulated by the prime stimulus. As can be seen in Table 1.2, this three-way interaction is present when comparing the McGurk and b-congruent primes ($F_1[1, 98]= 11.166, p = .001, \eta^2_p = .102; F_2[1, 23]= 7.402, p = .012, \eta^2_p = .243$) and when comparing the b-congruent and v-
congruent primes ($F_1[1, 95] = 17.044, p < .001, \eta^2_p = .152; F_2[1, 23] = 22.905, p < .001, \eta^2_p = .499$). This interaction was not significant when comparing the McGurk and v-congruent primes ($F_1[1, 98] = 1.306, p = .256, \eta^2_p = .013; F_2[1, 23] = 1.615, p = .216, \eta^2_p = .066$).

Together these results indicate the priming effect of auditory associated and visual associated targets is modulated by the difference in the priming effects between the McGurk and b-congruent (audio) primes and between the b-congruent and v-congruent primes. Put differently, the McGurk and v-congruent (visual-related) primes induce similar effects, both of which are different from those induced by b-congruent (audio) primes. This supports the interpretation that semantic priming with the McGurk stimuli was related to the visible—and possibly perceived—word component rather than the auditory component.

Our results contrast markedly with the results reported by Ostrand and her colleagues (2016), who found that it was their McGurk and b-congruent (audio-related) primes which induced similar responses.

**Identification Task Responses**

The question naturally arises of why do our current results contrast so dramatically with the results of Ostrand and her colleagues (2016)? One hypothesis is that the differences are attributable to the relative strength of the McGurk effects in the two studies. As stated, the McGurk stimulus identification results were not available from the Ostrand et al., (2016) study. However, the hypothesis can be indirectly examined by evaluating the identification data collected in the current study.
In analyzing these identification responses we had to consider how best to measure the McGurk effect, based on our free-response task. The operational definition of the McGurk effect varies in the literature, with some researchers defining only identifications that differ from both the auditory and visual stimulus as the McGurk effect (e.g. van Wassenhove, Grant, & Poeppel, 2007; Magnotti & Beauchamp, 2015) while others define the effect as any instance in which the visual stimulus changes the perception of the auditory stimulus (e.g. Brancazio, 2004; Rosenblum & Saldana, 1992; see also Alsius et al., 2018). Neither of these definitions would be sufficient to analyze the results of the present study as we were concerned with the correspondence between the influence of specific priming words and the pattern of McGurk identifications. For these reasons, we chose to calculate two separate identification scores for each of our McGurk items: the percentage of auditory word responses and visual word responses. Note that because we used an open-response task, subjects were allowed to provide responses that corresponded to neither the auditory or visual word. However, because these types of responses did not correspond to the auditory or visual prime components, they were not used in this analysis.

**McGurk Rates.** We analyzed our data by tabulating participant responses that began with the letter ‘b’ and those that began with the letter ‘v.’ A technical problem resulted in the data from 21 participants not being collected from the identification task. Accordingly, data from the remaining 98 participants were used to analyze stimulus identifications. We found that our stimuli produced robust McGurk effects with visually-based responses provided on 68.3% of trials and auditory-based responses on 19.1% of
trials. These data are similar to those found for our pilot study and the strength of the effect is comparable to other studies that have used word stimuli and free-response tasks (see above). The data also showed a wide range in the proportion of visually-based responses across the different items (e.g. 86.1% for ‘bowl’—19.4% for ‘beer’) as well as a wide range in the proportion of auditory-based responses (e.g. 48.5% for ‘bury’ and 4.2% for ‘bale’). A number of factors likely account for these differences in effect strength across items including word frequency and neighborhood density characteristics (see also Brancazio, 2004; Barutchu et al., 2008; Chapter 3). A summary of the identification responses for all our items is provided in Table 1.3.

Preparation McGurk Identification Rates for Semantic Priming Analysis. To address our hypothesis that the strength of the visual influence on speech perception modulates the semantic priming of McGurk words, we included the McGurk rates as a covariate in the item analysis of our reaction time data. For this analysis we converted our identification data into McGurk identification-differentials by subtracting the auditory-based response rate from the visually-based response rate for each McGurk prime. For example, the McGurk stimulus auditory ‘bane’ + video ‘vein’ was perceived as ‘bane’ (McGurk-auditory) 12.7% of the time and as ‘vein’ (McGurk-visual) 77.7% of the time, and thus produced a McGurk identification-differential of 65%. In this way, this identification-differential conveyed the relative frequency of the two outcomes that could be expected to influence semantic priming. This difference score also isolated our McGurk measurement from the irrelevant nonvisual-McGurk responses, removing a substantial source of variability from the analysis.
For each McGurk item, the identification-differential was calculated based only on identification responses from the participants who also provided priming-task reaction times containing that particular McGurk item. Recall that during the semantic priming task, each participant was presented only eight critical incongruent McGurk words. Thus, the identification-differential score for each item only included identification data from the specific participants who had been presented that word in McGurk format during the semantic-priming task. Recall also that the reaction times submitted to the semantic priming analyses were subject to exclusion criteria (see above). Thus, if a participant’s reaction time value for a McGurk stimulus in the priming experiment was excluded from the analysis, their corresponding identification response for that stimulus was also excluded from the identification-differentials calculation.

**Interaction of McGurk Scores and Reaction Times.** To infer semantic priming from our design, we needed to compare the reaction times from twelve conditions (see methods). As stated, each participant only received each McGurk item in one of these conditions. This made it impractical to use McGurk rates in the subject analysis (F\textsubscript{1}). Instead we included the identification-differential for each item and included it in the item analysis (F\textsubscript{2}). This ANCOVA retained the significant three-way interaction between relatedness, target, and prime (F\textsubscript{2}[2, 42]= 4.687, p = .015, η\textsuperscript{2} = .182), indicating that the pattern of semantic priming depended on the stimulus type of the prime. More importantly, this analysis also returned a four-way interaction between those factors and the identification-differential (F\textsubscript{2}[2, 42]= 3.614, p = .036, η\textsuperscript{2} = .147). This four-way
interaction suggests that the pattern of semantic priming was modulated by the strength of the visual effect on perception.

**Correspondence Between Semantic Priming and Perception.** To characterize the relationship between perception and semantic priming, we conducted a correlation test between priming scores and McGurk rates. Semantic priming was calculated through the relationship between two sets of reaction times: those derived from targets related to a prime and those derived from targets unrelated to a prime. For a McGurk prime, priming must be calculated for both targets related/unrelated to the auditory and visual components of the prime. Thus the four-way interaction in the ANCOVA was not driven by any single set of reaction times, but from the relationship across four sets of reaction times. Just as the McGurk effect needed to be measured in a way that conveyed both the rate of auditory and the rate visual consistent identifications, we needed to measure semantic priming in a way that conveys priming from both the auditory and visual components of a McGurk prime.

For this reason, we calculated *priming-differential* scores from our lexical decision task reaction times. These priming-differential scores were calculated from only reaction times that were collected from McGurk trials from the lexical decision task. To calculate the priming-differentials these reaction times were divided into four groups: reaction times to targets (1) related and (2) unrelated to the McGurk audio word, (3) related and (4) unrelated to the McGurk visual word. Using these four groups of reaction times, the priming-differential scores for each McGurk word item were calculated in three steps. First, for each McGurk word prime, the reaction times for the target related to
the McGurk auditory word were subtracted from the reaction times for the target unrelated to the McGurk auditory word. This step generated an auditory priming score for each McGurk prime. Larger auditory priming scores indicate that reaction times to targets related to the McGurk auditory prime were shorter than the reaction times to targets unrelated the McGurk auditory prime. Thus, positive auditory priming scores indicate that the auditory component of a McGurk stimulus semantically primed the identification of the targets. This process was then repeated for reaction times to targets related and unrelated to the McGurk visual words, forming visual priming scores.

Finally, for each McGurk stimulus, the auditory priming score was subtracted from the visual priming score, forming the priming-differential. This metric provided an estimate, for each McGurk word, that indicated how likely it was to produce priming to its audio component relative to priming to its video component.

A correlation test was then conducted on the identification-differential and priming differential scores for each McGurk item. The correlation between the two differentials is shown in Figure 1.2 and was found to be \( r = .388, p = .034 \) (1-tailed) for the 23 McGurk items tested. This correlation indicates a relationship in which items that were more likely to produce McGurk-visual perceptions were also more likely to produce visual priming effects. This finding is consistent with our hypothesis that semantic priming is related to the perception (identification) of the prime.

Given the multiple constraints that shaped the primes and targets used in this study (i.e. b-initial/v-initial minimal word pairs for primes; targets with distinct semantic relationships between auditory & visual words; targets with minimal phonological
similarly to primes, etc.) there are many sources of variability affecting the semantic priming scores. Finding that a significant portion of this variability, even if only a small amount, is accounted for by the strength of the McGurk effect demonstrates how influential perception is in semantic priming. Finally, it should be noted that this conclusion does not preclude the possibility that semantic priming may sometimes be related to the auditory stimulus. We argue, instead, that semantic priming will be consistent with the auditory stimulus when the auditory stimulus is what is perceived.

**Follow-up Analysis: Cross Lab Investigation**

A follow-up analysis sought to determine if the effects found in our experiment, that the semantic priming of McGurk stimuli was related to the identification of those stimuli, could also account for the results of Ostrand and her colleagues’ (2016) Experiment 2. This study made use of results of semantic priming provided in the Ostran et al., (2016) report, and also of unpublished identification data for the stimuli used in that study but collected after the Ostran et al., (2016) report was published (and using different subjects). From these data, the rates of visual-based and auditory-based identifications for each McGurk stimulus of the Ostran et al., (2016) study were used to illuminate the relationship between the McGurk effect and semantic priming.

**Method**

**Participants**

265 students from the University of California, San Diego participated in this experiment for course credit. All participants were native English speakers and reported having normal hearing and vision.
Materials

The stimuli in this experiment were produced by a 24 year old female native English speaker from Rhode Island. The speaker produced 72 words that were used to generate the 36 McGurk stimuli that were used in Ostrand et al., (2016). These words were minimal pairs, always differing in only the initial consonant. McGurk words included; audio ‘b’ + visual ‘d’, audio ‘p’ + visual ‘t’, audio ‘p’ + visual ‘k’, audio ‘b’ + visual ‘g’, and audio ‘m’ + visual ‘n’ pairings. Further details of these stimuli can be found in the original paper (Ostrand et al., 2016).

Procedure

Participants wore sound insulated headphones while observing the speaker say each of the 36 McGurk words on a computer screen in front of them. Participants were instructed to watch and listen to each word carefully. Participants were instructed use the keyboard to report the initial consonant from the start of each McGurk word.

Results

McGurk Rates

Responses to the McGurk stimuli used in the Ostrand et al., (2016) study were tabulated for proportion of visually and auditory-based responses (See Figure 1.3; see also Table 1.6 for item means). The visually-based response rate for these stimuli was 39.7%. This rate is significantly smaller ($t[57] = -4.606, p < .001$) than the visually-based response rate found for the stimuli used in our own experiment ($M = 68.3\%$). Relatedly, the auditory-based response rate for stimuli in the Ostrand et al., (2016) study was 35.8% which is significantly larger ($t[57] = 3.987, p < .001$) than the McGurk-auditory rate
found in Study 1 above ($M = 19.1\%$). Clearly, these data suggest that the data used by Ostrand et al., (2016) failed to produce as strong a McGurk effect as did the stimuli used in our Study 1. In addition, it seems that those stimuli produced a substantial number of responses (24.5%) that corresponded to *neither* the auditory or visual component.

While based on a different group of subjects (tested at a later date), this analysis could indicate that participants in the Ostrand et al., (2016) Experiment 2 were less likely to experience the predicted McGurk effect than were the participants in our experiment. Potentially then, participants in the Ostrand et al., (2016) study may have often perceived the auditory word of the McGurk stimuli during the semantic priming task. Recall that Ostrand et al., (2016) found semantic priming consistent with the auditory component of McGurk stimuli. These new data raise the possibility that this finding may have actually been driven by the *perception* of the McGurk stimuli—which was often consistent with the auditory component—rather than by the *unintegrated* auditory channel, as such.

**Correlations**

The correspondence between McGurk effect identifications and semantic priming was next calculated with the data from Ostrand et al., (2016) stimuli. For these purposes, a correlation test was conducted for McGurk items using the previously described *identification-differential* scores and *priming-differential* scores. It should be noted that here, the priming-differential scores were calculated based on the reaction time values of Ostran et al’s (2016) Experiment 2, and identification-differential scores obtained at a much later date. Thus, unlike the correlation conducted for our own experiment (above), the correlation based on the stimuli used by Ostrand et al., (2016) was calculated *across*
two different subject groups. Because of the known inter-subject differences in McGurk effect responses (for a review, see Strand et al., 2014), it might be expected that this correlation would not be as strong as when the same subjects are used for both McGurk priming and identification tasks.

The correlation between the identification-differentials and priming-differentials for Ostrand et al.’s (2016) McGurk stimuli was found to be $r = .170$, $p = .165$ (n=35$^2$). While this correlation was not significant, it is interesting to note that: a) an r value of .17 is considered to be between a weak and moderate effect (Cohen, 1992); and b) the correlation is in the same direction as the correlation reported for our own study above. This is interesting because this outcome, while marginal, contrasts with the initial interpretation of the semantic priming reported by Ostrand et al., (2016). Accordingly, this correlation between the semantic priming reported by Ostrand et al., (2016) and these newly acquired identification rates tentatively suggests that, in contrast to their initial conclusions, Ostrand and her colleagues (2016) may have observed semantic priming related to the perceived word rather than the auditory stimulus.

**Cross-Study Comparison**

A notable difference between this correlation and the correlation of our own study is that this correlation is much smaller. As stated, however, this correlation used identification-differentials that were calculated from a separate set of participants from those who provided the reaction time data for the priming-differentials. Potentially, this between subject group calculation is responsible for the reduced magnitude of the current

---

$^2$ Reaction times for the audio “part” + visual “tart” prime with an unrelated target from Ostrand et al., was not available and thus no priming differential could be calculated.
correlation. To test this possibility, we re-calculated the McGurk-differential for our own study; this time only including identification data from participants whose reaction times were excluded from the priming differential.

Recall that in our own study, the identification-differential scores for the 23 critical McGurk stimuli were calculated based only on identification responses for participants who had also provided reaction times for those particular items in the lexical decision task. Because each subject only responded to only eight of the critical McGurk tokens in the lexical decision task, only a subset of the participants received any given audio-visual item in incongruent McGurk (as opposed to congruent) format. Thus, for the current analysis, identification-differential scores for any McGurk item were calculated based on participants who did not provide critical reaction times to those McGurk items during the lexical decision task. It was thought that this cross-subject analysis would be more similar to the analysis calculated across subjects for the data collected on the Ostrand et al., (2016) stimuli.

We found that calculating the correlation for our own data using these new between subject identification-differential scores did indeed reduce the strength, but not the direction, of the correlation reported in our own experiment \((r = .166, p = .225 \ [1\ \text{tailed}], \ n=23)\). Potentially, this weakened effect is a direct result of calculating the correlation across two measures from two different subject groups. Interestingly, this between subject correlation is very similar to the between subject correlation based on the stimuli used by Ostrand and her colleagues (2016; \(r = .170, p = .165, n=35\)). In fact, a z-test comparing these correlations (Diedenhofen & Musch, 2015) revealed that they were
not significantly different from each other, $z = .014, p = .5$. This result is suggestive that for Ostrand et al’s (2016) stimuli, the weakened nature of the McGurk priming $x$ identification correlation may also be a result of different subjects being used to derive the two measures. A final correlation analysis was conducted in which the data were pooled for the 58 total critical stimuli of both the current, and Ostrand et al., (2016), cross-subject comparisons. This analysis revealed a significant correlation, $r = .273, p = .018$ (n = 58) (See also figure 1.4). While this pooled analysis must be interpreted cautiously (e.g. the two experiments were not conducted together and used different stimuli generated by different talkers), it is consistent with the results of our own experiment showing that the strength of the McGurk effect is predictive of whether the visual or auditory component of the stimulus is the stronger prime.

**General Discussion**

The purpose of this investigation was to provide a rigorous test of the hypothesis that auditory speech information has a privileged status over visual, or audio-visually integrated information during semantic processing. Ostrand and her colleagues (2016) reported that with McGurk words, semantic priming was consistent with the auditory component. This finding was surprising in suggesting that lexical processing may commence prior to, or at least concurrent with, multisensory integration. As stated, this conclusion seemed at odds with much of the multisensory speech data suggesting very early integration of the streams – likely at the featural level of linguistic processing (e.g. see Rosenblum et al., for a review).
However, the conclusion offered by Ostrand, and her colleagues was dependent on the assumption that the McGurk stimuli used in their study consistently produced visually-based perceptions. As Ostrand et al., (2016) lacked an identification assessment of their McGurk stimuli, we set out to replicate their original experiment with an identification measure, and implement stimuli known to induce strong visually-influenced responses.

Based on these changes, we found evidence that semantic priming of audio-visual incongruent speech more closely follows the visual word than the non-perceived, auditory component. We further found that the degree of semantic priming for a visual stimulus was correlated with the rate of visually-based identifications for that McGurk stimulus, suggesting that semantic priming followed the perceived (and integrated) word. Importantly, this interpretation allows for semantic priming to sometimes be based on the auditory component, specifically when the McGurk effect fails, and perception is of the auditory component.

This interpretation may help account for the findings reported by Ostrand and her colleagues (2016). In fact, the new identification results of their stimuli reported above are consistent with this interpretation. These new identification results show that Ostrand et al’s (2016) stimuli are identified as the visual-based words and auditory-based words at similar rates (39.7% and 35.6%, respectively). Additional analyses of their stimuli show a trend that an item’s identified visual influence is marginally related to whether it induced a visually-based priming effect. Thus, it is possible that Ostrand and her colleagues’ (2016) finding that the auditory channel of McGurk stimuli often drove semantic priming
is a result of participants often perceiving those stimuli as consistent with the auditory channel.

Of course, a number of factors distinguished the current study from that of Ostrand and her colleagues (2016) including the McGurk segment combinations used (b/v vs. b/d, b/g, p/t, p/k, m/n), the words tested, and the talker used to create the stimuli. It is possible that these differences induced a different processing strategy such that the auditory rather than visual/perceptual component provided the basis for semantic priming. It could be, for example, that only for b/v combinations does integration precede semantic analysis, and that for all other combinations (e.g. b/d, b/g, p/t, p/k, m/n), semantic analysis occurs first. However, the notion that a completely different processing strategy is used for different syllable combinations would certainly be the less parsimonious explanation, particularly in light of the similar correlations across stimulus sets. This would seem especially true given the overwhelming support for early multisensory integration discussed above (for a review, see Rosenblum et al., 2016). Instead, we argue that the most likely explanation for the different priming results between the current, and Ostrand et al., (2016) studies, simply lies with the degree to which the expected visual influence on perception (the McGurk effect) actually occurred.

**Visual Dominance vs. Fusion Integration in the McGurk Effect**

It is worth noting that both the current study and that of Ostrand et al., (2016; Experiment 2) used target words that related either to the auditory or visual component of the McGurk priming stimulus. Thus, neither study tested the priming of words beginning with fused segments. As stated, the choice to use visual dominant McGurk stimuli in the
current study was based on: a) attempting to induce the strongest possible McGurk influence; and b) to limit the complexity of prime/target/foil design which was already cumbersome.

Arguably, however, not using fused segments could constrain the conclusions that can be made about audio-visual integration, as such, and its relation to semantic priming. However, as has been argued (e.g. Alsius et al., 2017), it is unlikely that visual-dominance vs. fusion McGurk effects tap into different processing strategies, especially if subjects are instructed to base responses on what they “hear.” This notion is supported by similar patterns of behavioral and neurophysiological results for both classes of stimuli (e.g. Burnham & Dodd, 2004; Jordan, McCotter, & Thomas, 2000; Saldaña & Rosenblum, 1994; Shahin et al., 2018). Thus, we would predict that as for the current stimuli, fusion stimuli would induce semantic priming related to the perceived word. Experiments are planned in our laboratory to test this prediction.

Additional future work should also consider methods of addressing the key assertion made by Ostrand et al., (2016) that time determines the lexical processing of audio-visual speech. While our results demonstrate that semantic priming is consistent with the perceived word of a McGurk stimulus, they do not address the time course of those lexical processes. It is, for example, possible that the integration of the incongruent audio-visual information did delay semantic processing. The most direct way to address this question would be to manipulate the time between the presentation of the prime and target stimuli (e.g. see Neely, 1977). However, doing this will be complicated by the fact that the time between primes and targets is confounded with the duration of the prime and
target utterances. This difficulty is further compounded by the fact that each word utterance has a different recognition-point (e.g. Marslen-Wilson, 1987).

One way that might be helpful in addressing this question could be using neurophysiological measures. The N400 ERP is known to be sensitive to semantic processing (e.g. Delaney-Busch et al., 2019) and there are recent reports that analysis of EEG data can differentiate McGurk-failures from McGurk effects (i.e. Abbott & Shahin, 2018). Thus, EEG can provide an estimate of the timing of both the recovery of the audio-visual integrated percept and the semantic processing.

**Reinterpreting Other Crossmodal Priming Findings**

It is also worth reviewing how the current results fit with other studies of crossmodal speech priming. Kim, Davis, and Krins (2004) tested repetition priming (for which the prime and target are the same word) and found that visual-only words facilitated the identification of (the same) auditory words (see also Buchwald, Winters, & Pisoni, 2009). Interestingly however, these authors found no repetition priming effect when nonwords were used as the prime and target, suggesting that this crossmodal priming effect involved some lexical processing. Fort et al., (2013) found that visual-only syllables facilitated the identification of auditory-only words that started with the same syllable. Interestingly, this effect was modulated by the auditory-word’s lexical frequency. While neither of these studies tested semantic priming per se, the fact that lexical characteristics (lexicality; frequency) interacted with the results suggests that
these findings are consistent with the present study in showing that visual speech affects the lexical processing of auditory speech\(^3\).

However, in another condition, Kim et al., (2004) failed to find semantic priming between visual-only primes and auditory-only targets (e.g. visual ‘back’ followed by auditory ‘front’). Potentially, this finding not only contrasts with the results of the present investigation, but also with the results of Ostrand et al., (2016) Experiment 1 in which visual speech did support semantic priming in the context of auditory-nonword + visual-word primes. However, Kim et al., (2004) may have failed to find a semantic priming effect of visual on auditory speech because the visual-only full word identification in their study was quite low (18% correct, on average; see p. B41). Thus, while subjects could recover enough segment information from the visual words to support cross-modal repetition priming, they could not recover enough of the full words to support semantic priming. If so, then semantic priming in the Kim et al., (2004) study was simply limited by participants struggling to identify/perceive the full visual-only words, not by a failure of visual information to access the semantic process, per se.

By using McGurk-word primes, Ostrand et al.’s., (2016) and the present investigations circumvented this limitation of Kim et al’s (2004) design, as audio-visual words are much easier to fully identify than visual-only words. That semantic priming was more consistent with the visual, than auditory, component of the McGurk words indicates that while visual speech may often require the support of auditory speech to be

\(^3\)It may be worth noting that there was a substantial difference in the lexical frequency of our auditory words relative to the frequency of our visual words, with the auditory words being more common. The relationship between lexical frequency and the McGurk effect are explored in more detail in Chapter 3 of this dissertation.
consistently identified, the semantic process is not preferentially sensitive to auditory information.

Another point worth considering is whether the results of the current investigation have implications for Experiment 1 of Ostrand et al’s report (2016). In contrast to their second experiment, Experiment 1 used auditory word + visual nonword (e.g. auditory ‘beef’ + visual ‘deef’) and auditory nonword + visual word (e.g. auditory ‘bamp’ + visual ‘damp’) McGurk priming stimuli. This experiment found that when the audio component was a word, there were no priming differences between visual word and visual nonword conditions. In contrast, when the auditory component was a nonword, there was an effect of visual words relative to visual nonwords. These effects were interpreted as demonstrating that when the auditory stimulus was a real word, it easily initiated lexical processing, regardless of whether the visual stimulus was a word or nonword. However, when the visual component was the real word, it could only induce priming when the auditory component was a nonword, thereby allowing the visual word component to have extra time to enter into lexical processing.

This interpretation conflicts with the present results which show that even in auditory word contexts, semantic processing can be consistent with the visual word information. Perhaps a more parsimonious interpretation of Ostrand et al’s (2016) Experiment 1 is that, as in their Experiment 2, these effects reflected a preponderance of McGurk perceptions consistent with the auditory component. That is, auditory-word + visual-nonword (e.g. auditory ‘beef’ + visual ‘deef’), were perceived as the auditory words and produced priming consistent with those auditory words (priming for ‘meat’).
This interpretation is consistent with the results of Brancazio (2004) who reports that auditory-word + visual-nonword combinations produce higher McGurk-auditory rates. Relatedly, auditory-nonword + visual-word conditions (e.g. auditory ‘bamp’ + visual ‘damp’) likely primed for targets related to the visual word because those primes were likely to produce perceptions of the McGurk stimuli consistent with the visual component (i.e. perceived as ‘damp’; see Brancazio 2004).

It should also be noted however, that even in contexts when the auditory-nonword + visual-word stimuli were perceived as the auditory nonword, they likely would continue to support priming to the visual word. This is because, by necessity, the auditory-nonwords were one phonetic feature away from the real word presented visually. As noted by Ostrand et al., (2016), nonwords that closely resemble real words may support semantic priming effects that are similar to that real word (i.e. ‘bamp’ will semantic priming targets related to ‘damp’; e.g. Connine, Blasko, & Titone, 1993; Deacon, Dynowska, Ritter, & Grose-Fifer, 2004; see also Ostrand et al., 2016 for a discussion). Thus, whether perceived as ‘damp’ or ‘bamp,’ the results of Ostrand et al’s, (2016) Experiment 1 were likely driven by the participants’ identification of the audio-visual stimuli, and such an effect is consistent with the results of the present investigation.

In conclusion, it is likely that lexical processing is sensitive to the perception of the prime. This conclusion is based on the finding that strong McGurk stimuli produce semantic priming consistent with the predicted McGurk percept, as well as our finding that the frequency of that percept correlates with the amount of semantic priming that is
ultimately observed. This conclusion is consistent with the extant literature suggesting that multisensory integration occurs early, and can readily account for not only the results of the present investigation but also for the results of both experiments of Ostrand et al., (2016). That is, we believe we provide strong evidence that semantic priming is consistent with the dominant perception associated with a multisensory priming stimulus.


Green, K. P., & Miller, J. L. (1985). On the role of visual rate information in phonetic


Figure 1.1a

The values on the vertical axis are reaction times following target offset. Solid lines correspond to targets related or unrelated to the McGurk auditory word. Broken lines correspond to targets related or unrelated to the McGurk visual word. Error bars show the standard error of the mean. Data were tabulated by subjects (i.e. F1 Analysis). The slope of each line indicates the reaction time difference between targets related and unrelated to the preceding prime. Steeper slopes indicate larger differences, and positive slopes indicate shorter reaction times to related than to unrelated targets. Column 1 displays the data for audio-visually congruent primes consistent with the McGurk auditory words. The flat slope of the broken line indicates that these stimuli do not semantically prime for targets associated with the McGurk visual words. The slope of the solid line indicates that there is semantic priming for targets associated with the McGurk auditory word primes. Column 2 displays data for audio-visually congruent primes consistent with the McGurk visual words. The positive slope of the broken line indicates there is semantic priming for targets associated with the McGurk visual prime words. The flat slope of the solid line indicates that there is no semantic priming for targets associated with the McGurk auditory word primes. Column 3 shows McGurk (audio-visually incongruent) primes. The slope of the broken line indicates semantic priming for the visual stimulus, while the solid line indicates a lack of priming for the auditory stimulus.
Figure 1.1b

Taken from Ostrand et al., (2016), Figure 1.1b can be interpreted in the same way as Figure 1.1a. Note that the first two columns show a similar pattern between figures; Column 1 shows a flat broken line and a positively sloped solid line (corresponding to auditory and visual associated targets respectively), Column 2 shows a positively sloped broken line and a flat solid line. The key difference between these figures is in Column 3. In Figure 1.1a Column 3 approximates the relationship shown in Column 2 suggesting that McGurk stimuli produce priming similar to primes that are audio-visually congruent with their visual stimuli. In contrast, in Figure 1.1b Column 3 approximates the pattern of Column 1, indicating that that McGurk stimuli produce priming similar to primes that are audio-visually congruent with their auditory stimuli.
Figure 1.2 shows the relationship between semantic priming and the McGurk effect. The vertical axis shows the rate of McGurk-visual responses minus the rate of McGurk-auditory responses for each item. Negative numbers indicate that the item produced more McGurk-auditory (perceptions of the auditory word) than McGurk-visual responses. The McGurk values exclude responses from participants who did not contribute reaction times to the priming calculation. The priming differential is shown along the horizontal axis and was calculated by subtracting the difference of reaction times between targets unrelated and related to the McGurk auditory word from the difference of reaction times between targets unrelated and related to the McGurk visual word. Negative numbers indicate that the priming effect of the McGurk auditory words was larger than the priming effect of the McGurk visual word.
This figure shows the rates of McGurk-visual and McGurk-auditory (perception of the auditory channel) responses for the stimuli used by Ostrand, Blumstein, Ferreira, and Morgan (2016; ‘OBFM’; dark bars) and Study 1 (light bars). McGurk rates are shown in percentage of initial consonant responses that were consistent with either the auditory (left panel) or visual (right panel) words for the McGurk stimuli averaged across items. Error bars refer to the standard error of the mean.
This figure shows the relationship between semantic priming and McGurk perception for both Study 1 and Ostrand et al., (2016). The vertical axis shows the McGurk differential, again calculated as the difference between McGurk-visual and McGurk-auditory responses. In contrast to Figure 1.2, the McGurk differential used in Figure 1.4 only includes perception responses from participants who did not contribute reaction times to the priming calculation. Negative numbers indicate more frequent McGurk-auditory than McGurk-visual responses. The horizontal axis shows the priming differential, calculated by subtracting difference of reaction times between targets unrelated and related to the McGurk auditory word from the difference of reaction times between targets unrelated and related to the McGurk visual word. Negative numbers indicate that the priming effect of the McGurk auditory words was larger than the priming effect of the McGurk visual word. Crosses show the items from Study 1 and circles show the items from Ostrand et al., (2016). The solid trend line shows the trend for Study 1 while the broken line refers to Ostrand et al., (2016).
Table 1.1

<table>
<thead>
<tr>
<th>Prime</th>
<th>Audio</th>
<th>Visual</th>
<th>Audio Associates</th>
<th>Visual Associates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bale</td>
<td>Veil</td>
<td>Hay</td>
<td>Song</td>
<td>Wedding</td>
</tr>
<tr>
<td>Ban</td>
<td>Van</td>
<td>Stop</td>
<td>Sell</td>
<td>Car</td>
</tr>
<tr>
<td>Bane</td>
<td>Vein</td>
<td>Curse</td>
<td>Dance</td>
<td>Blood</td>
</tr>
<tr>
<td>Base</td>
<td>Vase</td>
<td>Bottom</td>
<td>Fender</td>
<td>Flowers</td>
</tr>
<tr>
<td>Bat</td>
<td>Vat</td>
<td>Ball</td>
<td>Movement</td>
<td>Tub</td>
</tr>
<tr>
<td>Beer</td>
<td>Vee</td>
<td>Drink</td>
<td>Smaller</td>
<td>Swerve</td>
</tr>
<tr>
<td>Bending</td>
<td>Vending</td>
<td>Break</td>
<td>Dig</td>
<td>Machine</td>
</tr>
<tr>
<td>Bent</td>
<td>Vent</td>
<td>Broken</td>
<td>Exile</td>
<td>Air</td>
</tr>
<tr>
<td>Best</td>
<td>Vest</td>
<td>Worst</td>
<td>Stop</td>
<td>Clothes</td>
</tr>
<tr>
<td>Bet</td>
<td>Vet</td>
<td>Money</td>
<td>Hay</td>
<td>Animals</td>
</tr>
<tr>
<td>Bile</td>
<td>Vial</td>
<td>Stomach</td>
<td>Curse</td>
<td>Potion</td>
</tr>
<tr>
<td>Boat</td>
<td>Vote</td>
<td>Water</td>
<td>Bottom</td>
<td>Elect</td>
</tr>
<tr>
<td>Bolt</td>
<td>Volt</td>
<td>Nut</td>
<td>Ball</td>
<td>Shock</td>
</tr>
<tr>
<td>Bow</td>
<td>Vow</td>
<td>Down</td>
<td>Drink</td>
<td>Marriage</td>
</tr>
<tr>
<td>Bowl</td>
<td>Vole</td>
<td>Dish</td>
<td>Break</td>
<td>Mouse</td>
</tr>
<tr>
<td>Burst</td>
<td>Versed</td>
<td>Explode</td>
<td>Broken</td>
<td>Well</td>
</tr>
<tr>
<td>Buy</td>
<td>Vie</td>
<td>Sell</td>
<td>Break</td>
<td>Want</td>
</tr>
<tr>
<td>Ballad</td>
<td>Valid</td>
<td>Song</td>
<td>Money</td>
<td>True</td>
</tr>
<tr>
<td>Ballet</td>
<td>Valet</td>
<td>Dance</td>
<td>Stomach</td>
<td>Parking</td>
</tr>
<tr>
<td>Bender</td>
<td>Vendor</td>
<td>Fender</td>
<td>Water</td>
<td>Seller</td>
</tr>
<tr>
<td>Bigger</td>
<td>Vigor</td>
<td>Smaller</td>
<td>Nut</td>
<td>Strength</td>
</tr>
<tr>
<td>Bowel</td>
<td>Vowel</td>
<td>Moveme nt</td>
<td>Down</td>
<td>Letter</td>
</tr>
<tr>
<td>Bury</td>
<td>Very</td>
<td>Dig</td>
<td>Dish</td>
<td>Much</td>
</tr>
<tr>
<td>Banish</td>
<td>Vanish</td>
<td>Exile</td>
<td>Explode</td>
<td>Disappear</td>
</tr>
</tbody>
</table>

Column 1 of Table 1.1 shows the words used in the b-congruent prime conditions, and that are used for the McGurk auditory stimulus. Column 2 shows the words used in the v-congruent prime conditions and that are used for the McGurk visual stimulus. The McGurk stimulus combines words from columns 1 and 2 within each row. The remaining columns of each row display the target words that are related and unrelated to the words in columns 1 and 2.
Table 1.2

<table>
<thead>
<tr>
<th>Effect</th>
<th>By Subjects</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>McGurk vs. CongA</td>
<td>McGurk vs. CongV</td>
<td>CongA vs. CongV</td>
<td></td>
</tr>
<tr>
<td>Related</td>
<td>F(1, 98)= 9.746, p = .002, η²_p = .090*</td>
<td>F(1, 98)= 14.449, p &lt; .001, η²_p = .128*</td>
<td>F(1, 95)= 19.740, p &lt; .001, η²_p = .172*</td>
<td></td>
</tr>
<tr>
<td>Target</td>
<td>F(1, 98)= 5.203, p = .025, η²_p = .050*</td>
<td>F(1, 98)= 16.535, p &lt; .001, η²_p = .144*</td>
<td>F(1, 95)= 4.311, p = .041, η²_p = .043*</td>
<td></td>
</tr>
<tr>
<td>Prime</td>
<td>F(1, 98)= 2.719, p = .102, η²_p = .027</td>
<td>F(1, 98)= .247, p = .621, η²_p = .003</td>
<td>F(1, 95)= 1.436, p = .234, η²_p &lt; .001</td>
<td></td>
</tr>
<tr>
<td>Related x Target</td>
<td>F(1, 98)= 0.065, p = .800, η²_p = .001</td>
<td>F(1, 98)= 14.828, p &lt; .001, η²_p = .131*</td>
<td>F(1, 95)= .985, p = .323, η²_p &lt; .001</td>
<td></td>
</tr>
<tr>
<td>Related x Prime</td>
<td>F(1, 98)= 1.223, p = .272, η²_p = .012</td>
<td>F(1, 98)= .897, p = .346, η²_p = .009</td>
<td>F(1, 95)= 0.013, p = .910, η²_p &lt; .001</td>
<td></td>
</tr>
<tr>
<td>Target x Prime</td>
<td>F(1, 98)= .927, p = .338, η²_p = .009</td>
<td>F(1, 98)&lt; .001, p = .984, η²_p &lt; .001</td>
<td>F(1, 95)= 2.381, p = .126, η²_p = .024</td>
<td></td>
</tr>
<tr>
<td>3 way x Prime</td>
<td>F(1, 98)= 11.166, p = .001, η²_p = .102*</td>
<td>F(1, 98)= 1.306, p = .256, η²_p = .013</td>
<td>F(1, 95)= 17.044, p &lt; .001, η²_p = .152*</td>
<td></td>
</tr>
</tbody>
</table>

The top panel to Table 1.2 shows the results from the F₁ analyses examining two levels of the prime condition, the bottom panel displays the results from the F₂ analyses. In both panels, the first column shows results when the prime factor included McGurk primes and words that were audio-visually congruent to the McGurk auditory channel (e.g. Column 1 of Table 1.1). The second column shows the results when the prime factor included the McGurk primes and words that were audio-visually congruent with the McGurk visual channel (e.g. Column 2 of Table 1.1). The third column shows the results when prime included the two audio-visually congruent conditions. Bolded results were significant. The critical result is the 3-way interaction which is present for the McGurk vs. b-congruent and b-congruent vs. v-congruent but not the McGurk vs. v-congruent columns for both panels.
Table 1.3

<table>
<thead>
<tr>
<th>Auditory Word</th>
<th>% Visual ('V')</th>
<th>% Auditory ('B')</th>
<th>McGurk</th>
<th>Congruent (% 'V')</th>
<th>Audio-Only (% 'V')</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>B words</td>
<td>V words</td>
<td>B words</td>
</tr>
<tr>
<td>Bane</td>
<td>78</td>
<td>13</td>
<td>25</td>
<td>91</td>
<td>45</td>
</tr>
<tr>
<td>Bowel</td>
<td>86</td>
<td>12</td>
<td>19</td>
<td>98</td>
<td>30</td>
</tr>
<tr>
<td>Bile</td>
<td>76</td>
<td>9</td>
<td>20</td>
<td>98</td>
<td>33</td>
</tr>
<tr>
<td>Bet</td>
<td>82</td>
<td>14</td>
<td>12</td>
<td>96</td>
<td>22</td>
</tr>
<tr>
<td>Ban</td>
<td>86</td>
<td>7</td>
<td>7</td>
<td>95</td>
<td>4</td>
</tr>
<tr>
<td>Bender</td>
<td>64</td>
<td>29</td>
<td>11</td>
<td>89</td>
<td>9</td>
</tr>
<tr>
<td>Burst</td>
<td>26</td>
<td>24</td>
<td>6</td>
<td>83</td>
<td>13</td>
</tr>
<tr>
<td>Bale</td>
<td>79</td>
<td>4</td>
<td>30</td>
<td>95</td>
<td>68</td>
</tr>
<tr>
<td>Bigger</td>
<td>59</td>
<td>30</td>
<td>17</td>
<td>82</td>
<td>12</td>
</tr>
<tr>
<td>Base</td>
<td>75</td>
<td>8</td>
<td>10</td>
<td>95</td>
<td>55</td>
</tr>
<tr>
<td>Beer</td>
<td>19</td>
<td>10</td>
<td>1</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>Bowl</td>
<td>56</td>
<td>29</td>
<td>8</td>
<td>90</td>
<td>11</td>
</tr>
<tr>
<td>Ballad</td>
<td>77</td>
<td>20</td>
<td>8</td>
<td>99</td>
<td>22</td>
</tr>
<tr>
<td>Boat</td>
<td>65</td>
<td>32</td>
<td>11</td>
<td>98</td>
<td>42</td>
</tr>
<tr>
<td>Bury</td>
<td>49</td>
<td>48</td>
<td>14</td>
<td>84</td>
<td>14</td>
</tr>
<tr>
<td>Banish</td>
<td>71</td>
<td>26</td>
<td>15</td>
<td>97</td>
<td>28</td>
</tr>
<tr>
<td>Best</td>
<td>80</td>
<td>14</td>
<td>2</td>
<td>96</td>
<td>26</td>
</tr>
<tr>
<td>Ballet</td>
<td>69</td>
<td>29</td>
<td>10</td>
<td>96</td>
<td>14</td>
</tr>
<tr>
<td>Bent</td>
<td>79</td>
<td>17</td>
<td>7</td>
<td>98</td>
<td>32</td>
</tr>
<tr>
<td>Bat</td>
<td>65</td>
<td>8</td>
<td>13</td>
<td>76</td>
<td>36</td>
</tr>
<tr>
<td>Bow</td>
<td>76</td>
<td>22</td>
<td>5</td>
<td>89</td>
<td>11</td>
</tr>
<tr>
<td>Bolt</td>
<td>80</td>
<td>15</td>
<td>27</td>
<td>98</td>
<td>35</td>
</tr>
<tr>
<td>Bending</td>
<td>76</td>
<td>18</td>
<td>6</td>
<td>98</td>
<td>14</td>
</tr>
</tbody>
</table>

Column 1 of Table 1.3 shows the auditory words of the McGurk stimuli (corresponding visual words are shown in column 2 of Table 1.1). Column 2 shows the percentage of ‘V’ initial responses to each McGurk item, and column 3 shows the percentage of ‘B’ initial responses. The remaining columns show the percentage of ‘V’ initial responses for audio-visual congruent and audio-alone, B words and V words.
Table 1.4 displays the results of the Target (V word vs. B word associates) x Related (related vs. unrelated) x Prime (McGurk vs. CongV vs. CongA) x McGurk rate ANCOVA. The key 4-way interaction is shown in bolded font. Other significant effects are indicated by asterisks.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Results from Omnibus ANCOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>$F(1, 21)= 1.024, p = .323, \eta^2_p = .046$</td>
</tr>
<tr>
<td>*Target x McGurk</td>
<td>$F(1, 21)= 4.539, p = .045, \eta^2_p = .178$</td>
</tr>
<tr>
<td>Related</td>
<td>$F(1, 21)= 1.094, p = .307, \eta^2_p = .050$</td>
</tr>
<tr>
<td>Related x McGurk</td>
<td>$F(1, 21)= .002, p = .966, \eta^2_p = .000$</td>
</tr>
<tr>
<td>*Prime</td>
<td>$F(2, 42)= 5.086, p = .011, \eta^2_p = .195$</td>
</tr>
<tr>
<td>*Prime x McGurk</td>
<td>$F(2, 42)= 4.410, p = .018, \eta^2_p = .174$</td>
</tr>
<tr>
<td>Target x Related</td>
<td>$F(1, 21)= 1.023, p = .323, \eta^2_p = .046$</td>
</tr>
<tr>
<td>Target x Related x McGurk</td>
<td>$F(1, 21)= .006, p = .939, \eta^2_p = .000$</td>
</tr>
<tr>
<td>Target x Prime</td>
<td>$F(2, 42)= .759, p = .474, \eta^2_p = .035$</td>
</tr>
<tr>
<td>Target x Prime x McGurk</td>
<td>$F(2, 42)= .102, p = .904, \eta^2_p = .005$</td>
</tr>
<tr>
<td>Related x Prime</td>
<td>$F(2, 42)= .070, p = .932, \eta^2_p = .003$</td>
</tr>
<tr>
<td>Related x Prime x McGurk</td>
<td>$F(2, 42)= .425, p = .657, \eta^2_p = .020$</td>
</tr>
<tr>
<td>*Target x Prime x Related</td>
<td>$F(2, 42)= 4.687, p = .015, \eta^2_p = .182$</td>
</tr>
<tr>
<td>*Target x Prime x Related x McGurk</td>
<td>$F(2, 42)= 3.614, p = .036, \eta^2_p = .147$</td>
</tr>
</tbody>
</table>
This table displays the $F$-values reported by Ostrand et al., (2016) and the corresponding effect sizes (calculated as $r$) in columns 2 and 3. Columns 4-7 show the corresponding values from Study 1 as well as the 95% confidence interval around Study 1’s effect size. Column 8 indicates which results of Ostrand et al., (2016) were within the confidence interval of Study 1. Note that only the effect of target is outside Study 1’s confidence interval and is only marginally (.005) so.

<table>
<thead>
<tr>
<th></th>
<th>Ostrand et al., (2016)</th>
<th>Study 1</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$-value</td>
<td>$r$-value</td>
<td>$F$-value</td>
</tr>
<tr>
<td>Related</td>
<td>13.44</td>
<td>0.298</td>
<td>19.74</td>
</tr>
<tr>
<td>Target</td>
<td>25.34</td>
<td>0.394</td>
<td>4.311</td>
</tr>
<tr>
<td>Prime</td>
<td>1.327</td>
<td>0.098</td>
<td>1.436</td>
</tr>
<tr>
<td>Related x Target</td>
<td>0.005</td>
<td>0.006</td>
<td>0.985</td>
</tr>
<tr>
<td>Related X Prime</td>
<td>0.545</td>
<td>0.063</td>
<td>0.013</td>
</tr>
<tr>
<td>Target x Prime</td>
<td>3.834</td>
<td>0.164</td>
<td>2.381</td>
</tr>
<tr>
<td>3-way</td>
<td>12.069</td>
<td>0.284</td>
<td>17.044</td>
</tr>
<tr>
<td>Visual Word</td>
<td>Auditory Word</td>
<td>% Auditory</td>
<td>% Visual</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------</td>
<td>------------</td>
<td>----------</td>
</tr>
<tr>
<td>Dad</td>
<td>Bad</td>
<td>26</td>
<td>71</td>
</tr>
<tr>
<td>Date</td>
<td>Bait</td>
<td>30</td>
<td>53</td>
</tr>
<tr>
<td>Dank</td>
<td>Bank</td>
<td>72</td>
<td>25</td>
</tr>
<tr>
<td>Day</td>
<td>Bay</td>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td>Deed</td>
<td>Bead</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>Dean</td>
<td>Bean</td>
<td>41</td>
<td>56</td>
</tr>
<tr>
<td>Deer</td>
<td>Beer</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>Dell</td>
<td>Bell</td>
<td>57</td>
<td>41</td>
</tr>
<tr>
<td>Debt</td>
<td>Bet</td>
<td>42</td>
<td>13</td>
</tr>
<tr>
<td>Did</td>
<td>Bid</td>
<td>49</td>
<td>28</td>
</tr>
<tr>
<td>Dill</td>
<td>Bill</td>
<td>61</td>
<td>12</td>
</tr>
<tr>
<td>Tad</td>
<td>Pad</td>
<td>21</td>
<td>20</td>
</tr>
<tr>
<td>Tart</td>
<td>Part</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Tie</td>
<td>Pie</td>
<td>45</td>
<td>47</td>
</tr>
<tr>
<td>Toll</td>
<td>Pole</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>Tot</td>
<td>Pot</td>
<td>45</td>
<td>44</td>
</tr>
<tr>
<td>Tug</td>
<td>Pug</td>
<td>41</td>
<td>55</td>
</tr>
<tr>
<td>Test</td>
<td>Pest</td>
<td>57</td>
<td>41</td>
</tr>
<tr>
<td>Nail</td>
<td>Mail</td>
<td>22</td>
<td>77</td>
</tr>
<tr>
<td>Name</td>
<td>Maim</td>
<td>19</td>
<td>80</td>
</tr>
<tr>
<td>Nap</td>
<td>Map</td>
<td>16</td>
<td>83</td>
</tr>
<tr>
<td>Knee</td>
<td>Me</td>
<td>10</td>
<td>88</td>
</tr>
<tr>
<td>Nice</td>
<td>Mice</td>
<td>10</td>
<td>88</td>
</tr>
<tr>
<td>Night</td>
<td>Might</td>
<td>52</td>
<td>47</td>
</tr>
<tr>
<td>Nil</td>
<td>Mill</td>
<td>15</td>
<td>81</td>
</tr>
<tr>
<td>Nine</td>
<td>Mine</td>
<td>18</td>
<td>61</td>
</tr>
<tr>
<td>Nix</td>
<td>Mix</td>
<td>28</td>
<td>69</td>
</tr>
<tr>
<td>Nob</td>
<td>Mob</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>Node</td>
<td>Mode</td>
<td>38</td>
<td>17</td>
</tr>
<tr>
<td>Crimp</td>
<td>Primp</td>
<td>86</td>
<td>13</td>
</tr>
<tr>
<td>Gore</td>
<td>Bore</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>Gum</td>
<td>Bum</td>
<td>53</td>
<td>23</td>
</tr>
<tr>
<td>Gun</td>
<td>Bun</td>
<td>44</td>
<td>12</td>
</tr>
<tr>
<td>Cod</td>
<td>Pod</td>
<td>47</td>
<td>13</td>
</tr>
<tr>
<td>Gut</td>
<td>Butt</td>
<td>48</td>
<td>22</td>
</tr>
<tr>
<td>Guy</td>
<td>Buy</td>
<td>13</td>
<td>25</td>
</tr>
</tbody>
</table>
Columns 1 and 2 of Table 1.6 show the auditory and visual words (respectively) of the McGurk stimuli used by Ostrand et al., (2016). Columns 3 and 4 show the corresponding auditory and visual perceptions for these stimuli, as indicated by percent of reported initial consonant consistent with the auditory or visual stimulus.
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Insights Offered by Selective Adaptation

In most circumstances, individuals must perceive speech against a variety of environmental noise including sounds from office work, nearby traffic, and other talkers. Accurate speech perception in the complex and dynamic environment in which speech perception takes place is often aided by contextual information that accompanies the speech auditory signal. This includes multisensory information, such as the visible articulations that accompany the auditory signal, as well as lexical information provided by the words in which each audible segment occurs.

Speech is somewhat unique in that it is both an event that occurs in the environment and also a message sent between interlocutors. That is, speech is processed both perceptually, to determine what articulatory event occurred, and linguistically to determine what meaning was conveyed by that event. That both multisensory and lexical (word context) information support speech perception is well illustrated by speech in noise listening tasks; listeners are more accurate at identifying segments when they can see the talker (Sumby & Pollack, 1954; Grant & Seitz, 2000) or when that talker is saying words as opposed to nonwords (Miller, Heise, & Lichten, 1951; Hirsh, Reynolds, & Joseph, 1954). But do these influences on speech identification necessarily imply that both lexical and multisensory information influence linguistic processing as well?

Samuel and Lieblich (2014) argue that the answer to this question is no. They base their argument on a pattern of findings concerning a phenomenon known as selective adaptation (Emias & Corbit, 1973). Selective adaptation is a finding that
repeated exposure to a speech stimulus will change subsequent speech perception, such that fewer speech stimuli will be identified as belonging to the phonetic category of the previously presented item (Eimas & Corbit, 1973). For example, following 150 rapidly presented /pa/ tokens, fewer items from a /ba/-/pa/ continuum will be identified as /pa/ (Eimas & Corbit, 1973). Based on this characteristic result, selective adaptation is sometimes described as a fatiguing of phonetic detectors or retuning phoneme classification criteria (e.g. Samuel, 1986; Kleinschmidt & Jaeger, 2016). For Samuel and Lieblich (2014), selective adaptation reflects true linguistic processing, whereas simple phonetic identifications may be influenced by decision bias. Importantly, Samuel and Lieblich (2014) claim that the literature shows a dissociation in selective adaptation effects for speech in lexical contexts relative to multisensory contexts.

Samuel (1997) measured selective adaptation resulting from a lexically supported speech illusion, the phonemic restoration effect. Phonemic restoration was first reported by Warren (1970) who removed a segment from a word utterance and replaced this segment with noise (e.g. Warren replaced the central ‘s’ of “legislatures” with a coughing sound). Warren (1970) found that in these conditions listeners erroneously reported hearing the speech segment that had been removed. Samuel (1997) used phonemic restoration stimuli as the repetitively presented items in a selective adaptation paradigm. These phonemic restoration stimuli were words with either a central /d/ or /b/ segment replaced by noise (e.g. ‘arma#ilo’ & ‘inha#ition’). Accordingly, the test continuum on which Samuel measured adaptation was a /bi/-/di/ continuum. Samuel found that presenting noise-replace /b/ words resulted in fewer items on the /bi/-/di/ continuum
being identified as /bi/ (/bi/ adaptation), and presenting noise-replace /d/ words resulted in fewer items on the /bi/-/di/ continuum being identified as /di/ (/di/ adaptation). In finding selective adaptation, Samuel concluded that the lexical context served to phonemically restore the missing segments, and supported true linguistic processing.

Following this report, Samuel (2001) further investigated the lexical sensitivity of selective adaptation. In this study, a single speech segment that was ambiguous between /s/ and /ʃ/ (henceforth /ʔ/) was appended to audible /s/ and /ʃ/ biasing word segments; such as “Christma” (as in “Christmas”) or “Demoli” (as in “Demolish”). These stimuli produced the classic Ganong effect (Ganong, 1980), the word context in which /ʔ/ was inserted determined how /ʔ/ was identified. More importantly, despite using the same /ʔ/ segment in both conditions, Samuel (2001) found /s/ adaptation for “Christma/ʔ/” and /ʃ/ for “Demoli/ʔ/” stimuli. Interestingly, Samuel and Frost (2015) found this Ganong adaptation effect with high English proficient bilingual subjects but not with low English proficient bilinguals, thereby localizing the effects to the strength of lexical representations. Thus, across three studies, selective adaptation appears to be sensitive to lexical information.

These findings contrast with what has been found for multisensory contexts, for which McGurk stimuli have consistently failed to produce selective adaptation effects. This literature begins with a study by Roberts and Summerfield (1981) who compared the selective adaptation effects produced by auditory-only /ba/ and /da/ to audio-visually incongruent (McGurk type) adaptors. The incongruent adaptors were composed of auditory /ba/ and visual /ga/ articulations, which generally create a /da/ percept.
(MacDonald & McGurk, 1978; McGurk & MacDonald, 1976). Roberts and Summerfield (1981) found strong adaptation effects for the auditory-only /ba/ and /da/ segments. Critically, while the incongruent auditory /ba/ + visual /ga/ adaptors were frequently perceived as /da/, these authors found that the McGurk adaptors produced an adaptation effect in the same direction as the audio-only /ba/ adaptor. These results indicated that subjects had only adapted to the auditory token of the incongruent stimulus, with no apparent influence of the visual context or the illusory percept.

Concerned that the findings of Roberts and Summerfield (1981) might reflect weak audio-visual integration, Saldana and Rosenblum (1994) conducted a follow-up experiment using a more compelling McGurk stimulus (auditory /ba/ & visual /va/, which was perceived as /va/ 99% of the time). However, despite these improved stimuli, Saldana and Rosenblum (1994) replicated the original finding: adaptation appeared to be driven by the unperceived auditory stimulus. These researchers concluded that poor cross-modal integration was unlikely to account for the results of Roberts and Summerfield (1981). Other studies have also found that that McGurk adaptors produce adaptation to the putatively unperceived auditory stimulus (Shigeno, 2002; van Linden, 2007; see also Samuel & Lieblich, 2014; Luttke et al., 2016).

The success of lexical context, and the failure of multisensory context, to support selective adaptation led Samuel and Lieblich (2014) to propose their account of speech processing which postulates separate perceptual and linguistic speech processes. For these authors, the perceptual process corresponds to the phenomenological experience of a speech stimulus, while the linguistic process analyzes the meaning of that stimulus.
Thus, while an individual may perceive one thing, their mind may be linguistically processing something entirely different.

As an illustrative example of their account, Samuel and Lieblich point to work by Ostrand et al., (2011; 2016) in which audio-visual words were used in a semantic priming paradigm. The audio-visual speech of Ostrand et al’s (2016) study included McGurk words, in which the auditory stimulus and the perception of that stimulus could be two different words. The essential finding of this research was that semantic processing was consistent with the auditory, as opposed to the visual (and putatively perceived) signal in McGurk stimuli (but see Chapter 1). These results are consistent with the two parallel processes proposed by Samuel and Lieblich: the perceptual process produced the phenomenological experience of the McGurk words—the participants perceived the visual stimulus—while the linguistic process, concerned the meaning of the unperceived auditory component of the McGurk words⁴.

For Samuel and Lieblich (2014) selective adaptation operates similarly to semantic priming, being sensitive to linguistic, rather than perceptual, processing. While semantic priming clearly reflects processing of linguistic meaning, selective adaptation is sensitive to low-level phonetic information. For example, selective adaptation is typically found in response to isolated syllables (Eimas & Corbit, 1973). Moreover, selective adaptation will generalize across phonetic categories on the basis of shared feature

⁴ While Samuel and Lieblich (2014) explicitly state that “the speech signal is both a perceptual object, and a linguistic object.” (p. 1488) and that these two “objects” interact with corresponding speech processes: “…functionally separate processing of the linguistic and perceptual aspects of spoken language …” (p. 1489), they do not provide a clear explanation of the distinction between a “perceptual object” and a “linguistic object.” Based on a careful reading of their argument, we feel the “phenomenological” vs. “meaning” distinction accurately captures their intentions.
information (Eimas & Corbit, 1973). Selective adaptation can even be driven by non-speech stimuli that approximate speech features (i.e. noise will produce fricative adaptation; Samuel & Newport, 1979). Collectively, these findings suggest that selective adaptation is sensitive to early stages of speech processing: earlier than phoneme recovery. That Samuel and Lieblich (2014) argue that selective adaptation is diagnostic of a separation of perceptual and linguistic processes indicates that this separation likewise also occurs early.

This proposal, that linguistic processes are insensitive to multisensory information, is surprising for a number of reasons. First, if multisensory context can influence the recovery of linguistic information, as it does in the McGurk effect, then why would linguistic processing operate independently of multisensory perception? Second, there is evidence that visual speech can crossmodally influence linguistic processing (Fort et al., 2013; Kim, Davis, & Krins, 2004). Specifically, Kim et al., (2004) found repetition priming for lip-read utterances preceding auditory-only utterances. Importantly, this effect was only found for repeated words, not nonwords. Thus, this cross-sensory facilitation involved linguistic processing. Similarly, Fort et al., (2013) found that lip-read syllables facilitated the identification of auditory words that shared the same initial segment (phonological priming) but the amount of this facilitation was mediated by the lexical frequency of the auditory word. Like Kim et al., (2004) this work shows that linguistic processing is responsive to cross-sensory information. Moreover, as reported in Chapter 1 of this dissertation, multisensory information can influence semantic priming, a paradigm that Samuel and Lieblich (2014) argue reflects linguistic
processing and that should be insensitive to multisensory information. These findings all appear contrary to the account offered by Samuel and Lieblich (2014).

Finally, the Samuel and Lieblich (2014) account is surprising because there is now ample evidence that multisensory integration occurs early, likely before other steps in the language process (See Rosenblum et al., 2016 for a review). To briefly summarize, there is evidence of visual speech activating the primary auditory cortex (Calvert et al., 1997; Okada, Venezia, Matchin, Saberi, & Hickok, 2013; Pekkola et al., 2005; Besle et al., 2004; and for a review, see Rosenblum et al., 2016) as well of modulations of auditory processing in multisensory contexts (Stekelenburg & Vroomen, 2012; 2007; Vroomen & Stekelenburg, 2010; Baart, Stekelenburg, & Vroomen, 2014; Besle et al., 2004; van Wassenhove et al., 2005). Many of these interactions occur so early they are unlikely to have been produced by feedback from putative integration areas, and instead suggest that multisensory information is fed directly into primary sensory processing areas (See Besle et al., 2008 for a review; See also Shahin et al., 2018). In fact there is evidence of visual information modulating auditory processing in the brainstem (e.g. Musacchia, Sams, Nicol, & Kraus, 2006). It would seem unlikely that Samuel and Lieblich’s (2014) “linguistic-perceptual” dissociation begins earlier than this.

Relatedly, there is evidence that visual speech can even influence the functioning of the cochlea (otoacoustic emissions; Namasivayam, Wong, Sharma & van Lieshout, 2015). While this process is almost certainly the result of feedback from higher processing areas, it still poses a formidable challenge for the Samuel and Lieblich (2014) account. By influencing the functions of the ear, multisensory context is influencing the
auditory information that is initially acquired by the perceiver. In this sense, the linguistic information contained in auditory speech is influenced by multisensory context at the sensory organ. Thus in order for it to be viable, the Samuel and Lieblich (2014) account would need to explain how linguistic processing can proceed without multisensory influences, including the multisensory influences that affect how the ear acquires speech.

It is also arguable, that the empirical evidence in support of the Samuel and Lieblich (2014) account is not particularly strong. To briefly re-state these selective adaptation findings; McGurk adaptors produce selective adaptation to the unperceived auditory stimulus (e.g. see Roberts & Summerfield, 1981; Saldana & Rosenblum, 1994), while phonemic restoration (Samuel, 1997) and Ganong stimuli (Samuel, 2001; Samuel & Frost, 2015) support selective adaptation to a segment that is perceived but not present in the stimulus. Thus it seems that selective adaptation follows perception when that perception is determined by lexical information, but not when it is determined by multisensory information.

However it is also possible that these findings reflect the fact that the multisensory selective adaptation studies have relied on the McGurk effect, in which clear auditory speech is presented simultaneously with clear and incongruent visual speech (McGurk & MacDonald, 1976). In contrast, the lexical context selective adaptation effects have been found with: a) the phonemic restoration effect (Samuel, 1997) in which the adapting phoneme is absent and replaced with noise; and b) the Ganong effect (Samuel, 2001; Samuel & Frost 2014) in which the adapting phoneme is acoustically ambiguous. In both of these cases, these lexical context effects have been
observed with stimuli that contain *unclear* (ambiguous) segments devoid of any simultaneous competing information.

Thus, the failure of multisensory context to influence selective adaptation coincides with the *presence of clear and conflicting* phonetic information, while the success of lexical context to influence selective adaptation is based on *unclear* phonetic information being embedded in a supportive context—*without conflicting* information present. It could be that these superficial stimulus distinctions account for the diverging effects, rather than any difference in the roles of multisensory and lexical context information.

In fact, Samuel and Lieblich (2014) acknowledge this possibility, but argue that more than phonetic ambiguity must account for the lexically driven selective adaptation effects. They point to a series of studies that approximate the selective adaptation procedures and that also used an audio-visual stimulus in which the audio channel was phonetically ambiguous (as in the Ganong effect) but perceptually guided by an accompanying clear visual stimulus (Baart & Vroomen, 2010; Vroomen & Baart, 2009; Keetels, Pecoraro, & Vroomen, 2015; Bertelson, Vroomen, & De Gelder, 2003; Vroomen, van Linden, De Gelder, & Bertelson, 2007). Despite the methodological similarities to selective adaptation, and a stimulus composed of an acoustically ambiguous segment, these researchers failed to find adaptation to the perceived audio-visual stimulus (Vroomen et al., 2007). Thus, Samuel and Lieblich (2014) argue that even in the context of phonetic ambiguity, multisensory information is unable to drive selective adaptation.
However, it can also be argued that the ambiguous auditory + clear visual speech stimuli used by Vroomen and colleagues (2007) are not truly comparable to the ambiguous auditory segments tested in a word context (i.e. Ganong type) as used by Samuel (2001; Samuel & Frost, 2014). This is because the Vroomen and colleagues’ (2007) ambiguous auditory + clear visual speech stimulus still retains conflicting audio-visual information. In contrast, traditional (lexical) Ganong type stimuli do not contain conflicting information. For this reason, the present investigation will test if the dissociation between lexical and multisensory context effects on selective adaptation is eliminated when the multisensory context lacks conflicting information.

The Current Study

The present investigation was designed to compare the effects of lexical and visual context on selective adaptation using comparable critical stimuli to test both contexts. To achieve this, we exploit the phonemic restoration effect, in which auditory information is removed from the stimulus and replaced by noise, and thus lacks the condition of conflicting information (see above). The phonemic restoration method will be applied to both lexical and multisensory contexts.

In the following experiments we will compare selective adaptation effects induced by two different kinds of phonemic restoration stimuli: non-lexical multisensory phonemic restoration, and audio-only lexical phonemic restoration. The stimuli for both of these conditions originated as audio-visual recordings of a talker saying words with either a central /d/ or /b/ segment (e.g. “armadillo” & “inhibition”; see also Samuel, 1997). These central /b/ and /d/ segments were removed from the auditory channel and
replaced with noise to produce phonemic restoration stimuli (e.g. Warren, 1970). The audio-only lexical phonemic restoration stimuli were made by removing the visual channel from these stimuli, while the non-lexical multisensory restoration stimuli retained the visual channel but removed the initial and final segments of the words to produce audio-visual speech-noise-speech bi-syllables. The critical question addressed by the following experiments is whether these lexical and multisensory restoration stimuli support comparable selective adaptation effects. If, as Samuel and Lieblich (2014) propose, selective adaptation is sensitive to a linguistic process that is insulated from multisensory information, then selective adaptation will only occur for lexical, but not multisensory, phonemic restoration contexts. If, on the other hand, the process that drives selective adaptation is sensitive to multisensory information, then both multisensory and lexical phonemic restoration effects should produce selective adaptation effects.

These predictions were tested in three experiments. Experiment 1 served as a control, establishing that our full words, with no replacing noise, support selective adaptation effects (See also Samuel, 1997). In Experiment 2, the adapting segments of the words from Experiment 1 were removed and replaced with signal-correlated-noise to produce phonemic restoration stimuli. Experiment 2 had three conditions; lexical phonemic restoration (audio-only words + noise), multisensory phonemic restoration (audio-visual bi-syllables + noise), and a non-restoration control condition (audio-only bi-syllables + noise). All the stimuli used in Experiment 2 were adapted from the stimuli in Experiment 1. The audio-only bi-syllables were extracted from the same stimuli used for the lexical and multisensory context conditions, and thus made an ideal control. In
Experiment 3 we replicated the procedures of Experiment 2 using a different replacing noise.

Experiment 1

Experiment 1 began by testing the selective adaptation produced by the full word stimuli (those without any replacing noise). This experiment provides us with an assessment of the adaptation effects that are driven by the acoustic speech information whereas the subsequent experiments will assess adaptation to illusory speech percepts.

Method

Participants

Forty (16 male) University of California, Riverside students participated in Experiment 1 for course credit. All subjects were native English speakers and reported normal hearing and normal or corrected to normal vision.

Materials

All stimuli in this experiment were derived from audio-video recordings of natural words and syllables produced by a 22-year-old female speaker. This speaker was a monolingual English speaker native to Southern California. All productions were articulated at a natural pace.

Test Continuum. During audio-video recording the model alternated between /da/ and /ba/ syllables, producing multiple exemplars of each. The best recordings of each syllable were used to generate the test continuum. The continuum was designed by synthetically interpolating the formant frequencies of the first three formants between the recorded produced /ba/ and /da/ syllables using a script available from
(http://www.mattwinn.com/praat.html). The natural syllables served as endpoints to the continuum and had the values of (Ba: F1: 1425hz; F2: 2491hz; F3: 5436) and (Da: F1: 790hz; F2: 26501hz; F3: 3876).

**Adaptation Stimuli.** The adaptation stimuli consisted of the audio channel of audio-visual recordings of words of three or more syllables with /d/ or /b/ segments in the middle of the utterance. These words were “Recondition,” “Armadillo,” “Confidential,” “Academic,” “Psychedelic,” “Cannibal,” “Alphabet,” “Cerebellum,” “Caribbean,” and “Inhibition” (These were the same /b/ words used by Samuel 1997; the only exception being that we substituted “Cannibal” for “Exhibition” as we were concerned that “Exhibition” may be too similar to “Inhibition”).

**Procedure**

Each subject was assigned to either the /b/ (20 subjects) adaptor or the /d/ (20 subjects) adaptor condition (Dias, Cook, & Rosenblum, 2016). In the first part of the experiment, subjects made their initial baseline judgments of the tokens in the ba-da test continuum. During this portion of the experiment, subjects listened to the test items, one at a time, and for each item, reported either /da/ or /ba/ by pressing one of two labeled buttons on a computer keyboard. The test items were presented to the subjects in a random order for 44 complete cycles of 8 continuum items (Eimas & Corbit, 1973; Samuel, 1986; Vroomen et al., 2007).

Following the baseline measurement, the experiment alternated between two subject tasks (Samuel, 1997). In the first task, subjects listened to a continuous stream of the adaptor word stimuli presented in a random order at a rate of approximately one word
per 1.5 seconds (the word length influenced the trial to trial duration). The primary instruction to subjects in this phase of the experiment was to listen to the auditory stimuli. Additionally, during this phase of the experiment, a white dot was displayed on the screen during a randomly selected 25% of the adapting words. Subjects were instructed to press the spacebar on the computer keyboard when they saw this dot. The purpose of this dot monitoring task was for consistency with Experiment 2 in which a similar methodology was used to encourage subjects to attend to the visual component of the adaptors.

The content of the adaptation stream depended on the condition—/d/ or /b/ segment adaptation—to which the subject was assigned. Subjects in the /d/ segment condition heard adapting words containing /d/ segments (e.g. “Recondiition”), while subjects in the /b/ segment condition heard adapting words containing /b/ segments (e.g. “Inhibiition”). In both conditions, the ordering of words in the adaptation stream was random without replacement.

Following adaptation, subjects were asked to identify all eight test continuum syllables presented in a random order. Subjects indicated their responses by pressing buttons labeled “Ba” or “Da.” This portion of the experiment was identical to the baseline measure except that it consisted of only a single cycle of the test-continuum (Samuel, 1997).

The first adaptation sequence included 60 adaptor words, whereas all following adaptation sequences consisted of 40 adaptor words (Samuel, 1997). A total of 44 adaptation blocks and subsequent test-continuum identifications were included in this
experiment, approximating about 70 minutes in total duration (Eimas & Corbit, 1973; Samuel, 1986; Vroomen et al., 2007). A summary of this procedure is provided in Figure 2.1a.

A research assistant provided all instructions verbally, and these instructions were also printed as text and presented on the computer screen during the experiment. Instructions were administered at the start of the experiment and again before the first adaptation phase began.

**Results**

We began by tabulating the proportion of /ba/ identifications during the baseline and adaptation blocks. As can be seen in Figure 2.2, these /b/ and /d/ full word adaptors produced opposing identification shifts between the baseline and post adaptation (test) blocks. Similar to what Samuel (1997) reports, it appears that the identification shift was larger in the /d/ adaptation condition than in the /b/ adaptation condition.

Next we tested if these shifts constituted a significant selective adaptation. Samuel (1997; see also Samuel, 2001; Samuel & Frost, 2014; Samuel & Lieblich, 2014) measured selective adaptation by comparing the shift in continuum identifications for the middle four continuum items across the /b/ and /d/ adaptor conditions. We found a significant difference ($t[38] = 3.161, p = .002, r = .456$ [2 tailed]). These results replicate

---

5 As selective adaptation is characterized by a change in the phoneme boundary it is common to restrict statistical tests to the middle of the test continuum where the boundary is located (See Samuel & Lieblich, 2014). In general measuring adaptation using the middle items is more sensitive than testing the full continuum, but the two comparisons should be similar. For the interested reader, this was the case with our data, the comparison of the full continuum was $t[38] = 2.544, p = .008, r = .381$ [2 tailed]) similar to what we found for the test of the middle items.
the results reported by Samuel (1997) and validate that our full word stimuli can support selective adaptation.

**Experiment 2**

Experiment 2 investigated if the adaptor stimuli of Experiment 1 would continue to support selective adaptation when the critical /b/ and /d/ segments were replaced by noise, in both audio-visual and lexical contexts. This experiment included three conditions; audio-visual bi-syllables, audio-only words, and audio-only bi-syllables. In each of these stimuli types, noise replaced the adapting /b/ or /d/ segments.

The audio-only words provided lexical, but not multisensory, context that was expected to support the classic phonemically-restored adaptation effects (Samuel, 1997). The audio-visual bi-syllables provided multisensory, but not lexical, context and were also expected to produce phonemic restoration (Abbott & Shahin, 2018). The question facing this experiment is whether these multisensory restoration effects would, like lexical restoration effects, produce selective adaptation. The audio-only bi-syllables provided neither lexical or multisensory context and were thus not expected to support phonemically restored selective adaptation. The stimuli for all three conditions were designed from the same audio-visual recordings making them directly comparable.

*If selective adaptation is sensitive to a linguistic process that is insensitive to multisensory information, then selective adaptation will only occur for lexical, but not multisensory, phonemic restoration contexts. If, on the other hand, the process that drives selective adaptation is sensitive to multisensory information, then both multisensory and lexical phonemic restoration effects should produce selective adaptation effects.*
Method

Participants

One hundred nineteen (77 male) University of California, Riverside students participated in Experiment 2 for course credit. Thirty-nine participants were assigned to the words with replacing noise condition (19 in the /b/ replaced), forty to the audio-visual bi-syllable condition (20 in the /b/ replaced condition), and forty in the audio-only bi-syllable condition (20 in the /b/ replaced condition) (Dias et al., 2016). All subjects were native English speakers and reported normal hearing and normal or corrected to normal vision.

Materials

The materials for this experiment consisted of the ba-da continuum used in Experiment 1 and the audio-only /b/ and /d/ words with replacing noise, audio-visual and audio-only bi-syllables with replacing noise that are described below (see also Figure 2.1b).

Adaptation Stimuli. The adaptation stimuli were created in two phases: replacing the critical adapting /b/ and /d/ segments with noise and then removing the unwanted contextual information to form our three stimulus conditions. Recall that Experiment 1 presented audio-only words that were extracted from audio-visual recordings. Using those original audio-visual recordings, we removed the /b/ and /d/ segments from the auditory channel. Next, for each word, we generated a white noise segment that retained
the intensity profile of the deleted /b/ or /d/ segment (i.e. signal-correlated-noise; Samuel, 1997; see also Figure 2.1b). These signal-correlated-noise segments were then inserted into the audio files for each corresponding word at the point where the removed /b/ or /d/ segment had originally been (See Figure 2.1b). Thus these /b/ and /d/ correlated noise segments replaced the real /b/ and /d/ segments.

Following the insertion of the noise segments, we edited these audio-visual words to create lexical and multisensory phonemic restoration context stimuli (and non-restoration control stimuli). The lexical phonemic restoration stimuli were created by removing the visual channel from the words resulting in audio-only words with noise replacing the /b/ or /d/ segments. These stimuli retained the lexical information specifying the identity of the segment replaced by noise and are comparable to those used by Samuel (1997). Accordingly, these stimuli should support the classic phonemically-restored adaptation effects.

The multisensory restoration stimuli were created by removing the initial and final segments of each word, so that only the replacing noise and the adjacent vowels remained (i.e. for each word the bi-syllable is indicated by the bolded segments shown here: Recol#ition,” “Arma#illo,” “Conf#ential,” “Aca#emic,” “Psyche#elic,” “Canni#al,” “Alpha#et,” “Cere#llum,” “Cari#ean,” and “Inhi#ition”; see also Figure 2.1b). This editing produced audio-visual bi-syllables with noise. The video of the bi-syllable articulation was retained, and two images corresponding to the start and the end of the auditory bi-syllable respectively were added. The silent still images were presented for

---
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6 In addition to the adapting consonant, sections of the adjacent vowels were also removed and replaced with noise. This was done to remove co-articulation from the consonant.
durations that made the bi-syllable stimuli correspond to the duration of the original full word utterances from which they were derived. The resulting stimulus for each adaptor consisted of: 1) a silent still image of the speaker’s articulatory position leading into 2) the synchronized audio and dynamic visual components of the critical bi-syllable (with signal-correlated-noise replacing the critical /b/ or /d/ segment), and then: 3) a silent still image of the speaker’s ending articulation of the bi-syllable. Thus these audio-visual stimuli lacked the lexical context present in the audio-only words with noise, but instead had visual information specifying the identity of the noise-replaced segment. By lacking any conflicting crossmodal information as in the McGurk effect, these stimuli provide a more analogous test of contextual information on phonemic restoration effect.

Finally, the non-restoration control stimuli used these same bi-syllables but removed the visual channel. Being audio-only bi-syllables, these stimuli lacked both lexical and multisensory information and were not expected to support phonemic restoration-based adaptation effects.

**Procedure**

With the exception of the stimuli, the procedure of this experiment was identical to what was described for Experiment 1.

Each subject was assigned to one of the adaptor conditions (Dias et al., 2016). In the first part of the experiment, subjects made their initial baseline judgments of the tokens in the ba-da test continuum. During this portion of the experiment, subjects listened to the test items, one at a time, and for each item, reported either /da/ or /ba/ by pressing one of two labeled buttons on a computer keyboard. The test items were
presented to the subjects in a random order for 44 complete cycles of 8 continuum items (Eimas & Corbit, 1973; Samuel, 1986).

Following the baseline measurement, the experiment alternated between subjects listening/watching a continuous stream of the adaptor stimuli for their condition (each presented in a random order at a rate of approximately one item per 1.5 seconds). During this phase of the experiment, a white dot was displayed on the screen during a randomly selected 25% of the adapting words. Subjects were instructed to press the spacebar on the computer keyboard when they saw this dot. The purpose of this dot monitoring task was to encourage subjects in the AV condition to attend to the visual component of the adaptors.

**Results**

As was done for Experiment 1, we began our analysis by tabulating the proportion of /ba/ identifications on the test continuum at baseline and following adaptation. The condition means are presented in Figures 2.3-6. The results of our inferential analysis are detailed below.

**Lexical Phonemic Restoration Adaptation**

The /b/ and /d/ replaced contexts produced clearly opposing adaptation effects. This pattern was the result of a small (<1%) decline in /ba/ identifications for the /b/-replaced stimuli and a more pronounced increase in /ba/ identifications for the /d/-replaced stimuli (See Figure 2.3). The identification shift difference between /b/ and /d/ contexts ($t[38] = 2.227, p = .032, r = .344 [2 tailed]$) was statistically significant, demonstrating that these conditions did in fact produce selective adaptation (see Samuel
This result replicates the primary finding reported by Samuel (1997); lexically based phonemic restoration appears to support selective adaptation.

**Multisensory Phonemic Restoration Adaptation.** The audio-visual /b/-replaced bi-syllables produced a small (.5%) increase in /ba/ identifications, an effect that is notably smaller than what was found for the /d/ replaced condition (see Figure 2.4). This pattern is also notable for being in the opposite direction from what was found for the full word /b/ and lexical context /b/ noise-replaced conditions however, it was not a significant shift from baseline ($t[19] = .252, p = .804, r = .058$ [2 tailed]) nor was it different from the /b/ conditions of either the Experiment 1 or the words with noise conditions discussed above (with replacing noise: $t[37] = 0.349, p = .365, r = .057$ [2 tailed]; no replacing noise: $t[38] = .638, p = .264, r = .103$ [2 tailed]).

As was done with the full words (Experiment 1) and the words with noise conditions, we next compared the identification shifts across the /b/ and /d/ conditions to determine if these audio-visual bi-syllables with noise produced multisensory phonemic restoration selective adaptation effects. This test showed a significant difference ($t[38] = 2.85, p = .006, r = .42$ [2 tailed]) demonstrating that our audio-visual contexts were producing the expected phonetically opposing adaptation effects (Samuel, 1997). This is a critical finding, it supports that multisensory information can produce selective adaptation effects, a result that challenges the account offered by Samuel and Lieblich (2014). The implications of this finding will be discussed below.
Comparing Lexical and Multisensory Mediated Adaptation

The above tests demonstrate that both lexical and multisensory contexts can support selective adaptation. We next tried to compare these effects to determine if selective adaptation was more sensitive to either lexical or multisensory information.

We began by assessing the baseline-test differences for each condition. We found that the lexical restoration /b/ context condition was not significant ($t[18] = -0.248, p = .807, r = .058$ [2 tailed]) but there was an effect of the lexical /d/ context ($t[19] = 3.828, p < .001, r = .66$ [2 tailed]). Mirroring these results, we found that the multisensory restoration /b/ context did not produce a reliable identification shift (see above) but the /d/-replaced condition did ($t[19] = 4.615, p < .001, r = .727$ [2 tailed]).

We followed this test with an analysis to determine if multisensory and lexical contexts produced different selective adaptation effects across segments. This test compared the identification shifts for the /d/ replaced conditions across the lexical and multisensory contexts, but found no effect ($t[38] = .351, p = .364, r = .057$ [1 tailed]; see above for comparable test of the /b/ replaced conditions). Thus it seems that the multisensory and lexical conditions are comparable; the phonemic restoration effect on selective adaptation is stronger in /d/ replaced contexts than /b/ replaced contexts (see also the results of Samuel, 1997), but is not differently affected by lexical vs. multisensory context.

Non-Restoration Adaptation

A critical question facing these results is whether these adaptation effects can be attributed to phonemic restoration, that is: are the lexical or multisensory contexts driving
adaptation of the noise replaced segments, or are these effects driven by other, non-
restoration, factors? To answer this question we began by examining the selective
adaptation effects produced by our non-restoration stimuli: the audio-only bi-syllables
with replacing noise. As stated, these stimuli were not expected to produce phonemic
restoration, and any adaptation effect observed with these stimuli will necessarily be
driven by the acoustic information contained in them.

Surprisingly, we found that both the /b/ replaced and /d/ replaced audio-only bi-
syllables produced shifts in the direction of /d/ adaptation (see Figure 2.5). Samuel (1997)
found a similar uniform shift pattern for noise-replaced segments in nonword stimuli.
Samuel (1997) attributed this effect to a “labeling drift” for the participants (p. 11). This
seems like the best explanation for our current results.

However, it is worth noting that these shifts were found to be significantly
different from one another ($t[38] = 2.216, p = .033, r = .338 [2 tailed]$), suggesting that
somehow the noise replaced /b/ and /d/ information was still influencing selective
adaptation. As with our other conditions, this effect is driven by the larger shift in the /d/
replaced condition (see Figure 2.5). This is a surprising result; lacking both lexical and
visual contextual information, these stimuli should not have supported phonemic
restoration. Yet somehow these stimuli seem to be producing similar selective adaptation
effects to what is observed in our restoration conditions.

**Comparing Restoration and Non-Restoration Adaptation**

As stated, we found a surprising and significant difference in the identification
functions of the /b/ and /d/ replaced audio-only bi-syllables. This difference across /b/ and
/d/ replaced conditions is the essential evidence for restoration effects on selective adaptation. That we find this same difference with the audio-only bi-syllables begs the question of whether this test in our other conditions truly demonstrates restoration adaptation and not adaptation to the retained acoustic stimulus (the noise-replaced audio-only bi-syllable was present in all three contexts). Accordingly, we ran a series of tests comparing the identification shifts from the lexical (words with replacing noise) and multisensory (audio-visual bi-syllables with replacing noise) restoration conditions to the shifts from the non-restoration condition (audio-only bi-syllable with replacing noise).

**Lexical Phonemic Restoration vs. Non-Restoration Comparisons.** The baseline to test identification shifts from /b/ and /d/ replaced lexical context conditions were compared to the identification shifts from the corresponding audio-only bi-syllable conditions. Neither comparison was found to be significant (/b/ contexts: $t[37] = 1.823, p = .122, r = .191$ [1 tailed]; /d/ contexts: $t[38] = 0.798, p = .215, r = .128$ [1 tailed]; see Figure 2.6), indicating that there was no effect of lexically supported phonemic restoration that was not accounted for by the adaptation of the bi-syllables with noise. In other words, the provocative pattern of lexically supported selective adaptation reported above (see also Samuel, 1997) may have been driven by the acoustic information retained in the stimulus, not the top down lexical information.

**Multisensory Phonemic Restoration vs. Non-Restoration Comparisons.** The baseline to test identification shifts from /b/ and /d/ replaced multisensory context conditions were compared to the identification shifts from the corresponding audio-only bi-syllable conditions. However, similar to what was found for the lexical context
conditions, these audio-visual bi-syllables also did not produce adaptation effects significantly different from the effects produced by the audio-only bi-syllables (/b/-contexts: \( t[38] = 1.092, p = .141, r = .175 \) [1 tailed]; /d/-contexts: \( t[38] = 0.528, p = .3, r = .085 \) [1 tailed]; see Figure 2.6b). Thus, like what was found for the lexical context conditions, the audio-visual bi-syllables produced phonetically contrastive effects, but those effects may have been driven by the underlying acoustic information.

**Discussion**

The main goal of Experiment 2 was to replicate the original finding of lexically mediated selective adaptation (Samuel, 1997) and to compare this effect to the effects of multisensory mediated selective adaptation. Samuel (1997) operationally defined selective adaptation as a significant difference between the identification shifts observed across the /b/ and /d/ conditions. In finding that lexical context did induce this type of adaptation effect, we were able to replicate the results of Samuel (1997).

Even the magnitude of this difference is comparable between studies: Samuel (1997) reports a difference between conditions of 8.1%, just as we find a 8.1% difference (see Figure 2.3). In a further similarity to Samuel (1997), our phonetic contrast was driven by the larger effect of /d/ replaced stimuli, accounting for a 6.1% shift in Samuel (1997) and a 7.3% shift in our own study. Based on these data, it would seem that we did replicate the classic lexical selective adaptation effect.

Moreover, based on the comparison of /b/ and /d/ replaced audio-visual bi-syllable conditions, it seems that we have extended this original finding to multisensory contexts. This apparent equal access to the processes that drive selective adaptation for
lexical and multisensory contexts is antithetical to the account put forth by Samuel and Lieblich (2014). This point will be elaborated later.

However, another interesting result from Experiment 2 is that this effect seems to be driven by acoustic information retained in all stimuli. This is indicated by the fact that the audio-only bi-syllables with the replacing noise produce the same opposing /b/ vs. /d/ identification shifts as those observed in the lexical and audio-visual context conditions. That these bi-syllables were present in all conditions challenges any assertion that the effects in these conditions can be attributed to contextual information.

More than simply being a challenge to the present investigation, these results may have implications for the broader selective adaptation literature. Specifically, as noted above, our lexical context conditions closely matched Samuel (1997), both in design and in the resulting effects. Thus it may be possible that the lexically mediated effects reported by Samuel (1997) are likewise partly dependent on the remaining acoustic information in the signal and not just the lexical context, as such. This is especially concerning, as Samuel (1997) did not include a bi-syllable control condition in his study.

Instead Samuel (1997) did include a non-lexical control condition (noise in nonword contexts) that failed to produce a contrasting /b/ vs. /d/ replaced identification, as he predicted. However, this condition embedded the noise in nonwords. Thus it is possible that this nonword context interfered with the effects of the replacing noise that we observe here.

In this sense, the bi-syllables with replacing noise used in this current investigation are a better control in that they are the exact same stimuli that were
presented in the restoration conditions. Thus it is possible that the lexically mediated effects on selective adaptation reported by Samuel (1997) are dependent on the remaining acoustic information in the segment.

**Experiment 3**

That both the lexical and multisensory restoration conditions produced adaptation effects that were indistinguishable from the audio-only bi-syllables is concerning. While it is unclear what remaining acoustic structure in the control stimuli may have induced adaptation, a possible candidate is the signal-correlated nature of the replacing noise. It is known that selective adaptation can be driven by even rudimentary phonetic features, as stimuli such as white noise can produce selective adaptation on a fricative continuum (e.g. Samuel & Newport, 1979). While we were not using a fricative continuum, signal-correlated-noise is known to bolster phonemic restoration effects relative to other replacing sound, putatively because of its similarity to the replaced speech segment (Samuel, 1981). This is likely related to the fact that signal-correlated-noise can also carry some rudimentary acoustic phonetic information as shown by above chance performance in phoneme identification tasks (Shannon et al., 1995).

It is therefore possible that the selective adaptation effects noted in the previous experiment (and, possibly, Samuel’s [1997] original study) were driven by this acoustic phonetic information in the replacing noise rather than phonemic restoration, as such. To investigate if Experiment 2’s selective adaptation effects were driven by the acoustic phonetic information in the replacing noise, Experiment 3 replicated Experiment 2, but instead used *fixed amplitude* white noise as the replacing noise. Fixed amplitude noise
uses the same carrier signal as signal-correlated-noise. The key difference between these two stimuli is that unlike signal-correlated-noise, the temporal intensity profile of fixed amplitude noise does not correspond to the replaced speech signal, or anything (see Figure 2.1b). In contrast, the intensity profile of signal-correlated noise is correlated with the intensity profile of the speech signal it replaces. Importantly, this feature of signal-correlated-noise, which is absent from fixed amplitude noise, means that there are audible differences between the signal-correlated noise that replaced our /b/ segments and the signal-correlated-noise that replaced our /d/ segments (See Figure 2.1b). Fixed amplitude noise lacks this systematic correspondence to our /b/ and /d/ segments.

While fixed amplitude noise lacks much of the structure of signal correlated noise, it has been shown to support phonemic restoration (See Samuel, 1981). The question facing the current experiment is, will the phonemic restoration effects produced by fixed amplitude noise be sufficient to produce selective adaptation?

**Method**

**Participants**

One hundred fourteen (45 male) University of California, Riverside students participated in Experiment 3 for course credit. Thirty-seven participants were assigned to the words with replacing noise condition (20 in the /b/ replaced), thirty-seven to the audio-visual bi-syllable condition (17 in the /b/ replaced condition), and forty in the audio-only bi-syllable condition (20 in the /b/ replaced condition). All subjects were native English speakers and reported normal hearing and normal or corrected to normal vision.
Materials

The materials for this experiment consisted of the ba-da continuum and the audio-only /b/ and /d/ words with replacing noise, and audio-visual and audio-only bi-syllables with replacing noise that are described above. The replacing noise used in this experiment was fixed amplitude white noise of the same duration as the segment it replaced and scaled to the average intensity of the words (without noise) in which it was inserted (Samuel, 1981).

Procedure

With the exception of the stimuli, the procedure of this experiment was identical to what was described for Experiment 2. Briefly, participants first provided /ba/ vs. /da/ categorizations for 44 repetitions of the 8 continuum items, before going through 44 cycles of adaptation (exposure to adapting stimuli) and continuum categorizations. Participants were divided into lexical (audio-only words with noise) and multisensory (audio-visual bi-syllables with noise) restoration adaptation conditions, and non-restoration (audio-only bi-syllables with noise) conditions.

Results

Non-Restoration Adaptation

The central question of Experiment 3 was whether lexical and multisensory context effects on selective adaptation could occur without the support of signal-correlated-noise. Accordingly, we began our analysis with the audio-only noise-replaced bi-syllable conditions. Both the /b/ and /d/ replaced audio-only bi-syllables produced small shifts towards fewer /ba/ identifications at test (see Figure 2.7). Importantly, there
was no hint of opposing adaptation effects between the /b/ and /d/ replaced conditions ($t[35] = 0.524, p = .604, r = .088 [2 tailed]$). Recall that this comparison was the basis for the phonemic restoration selective adaptation effects reported in Experiment 2 and in Samuel (1997). Recall also that this comparison for the audio-only bi-syllables with signal-correlated-noise stimuli of Experiment 2 raised questions about the apparent “phonemic restoration” effects of that experiment. That this test for Experiment 3 is null means that significant effects found in the restoration conditions of this experiment will not be easily attributable these bi-syllables with noise.

**Lexical Phonemic Restoration Adaptation**

Having established that fixed amplitude replacing noise (in audio-only bi-syllable context) does not, on its own, produce the opposing identifications shifts between the /b/ and /d/ contexts, we next investigated whether adding lexical context would. Recall that Experiment 2 found that lexical context did produce selective adaptation, however, Experiment 2 also found that these effects were not different from the adaptation produced by a control condition, the audio-only bi-syllable with noise. Experiment 2 used signal-correlated-noise as the replacing noise for both the lexical context and bi-syllable conditions, while the current experiment uses *fixed amplitude* noise. The question addressed here is whether lexical context will continue to support phonemic restoration selective adaptation with this fixed amplitude replacing noise.

As with the audio-only bi-syllables, both the /b/ and /d/ replaced audio-only words produced small shifts towards fewer /ba/ identifications (see Figure 2.9). Furthermore, similar to what was found with the audio-only bi-syllables, there was no
difference in the identification shifts between the /b/ and /d/ replaced conditions ($t[35] = 0.563, p = .577, r = .095$ [2 tailed]). This is the first test of phonemic restoration selective adaptation using fixed amplitude noise. It seems that lexical context can only support phonemic restoration selective adaptation in the presence of the supportive bottom-up information provided by signal-correlated-noise.

We next ran an analysis to test if lexical context produced any change from the effect of the audio-only bi-syllables. However, we found no effect in either the /b/-replaced ($t[37] = 0.805, p = .213, r = .135$ [1 tailed]) or the /d/-replaced condition ($t[37] = 0.912, p = .184, r = .152$ [1 tailed]; see Figure 2.9). Based on these results, it is difficult to conclude that lexical context had any effect on selective adaptation. It seems that the only effects in the lexical context conditions of both Experiment 2 and the current experiment are driven by the acoustic information in the replacing noise; lexical context conditions do not differ from the control audio-only bi-syllables. It seems possible that lexical context effects on phonemic restoration selective adaptation are dependent on the bottom up supportive information from the acoustic signal, such as what is available in signal-correlated-noise (i.e. Experiment 2).

**Audio-visual bi-syllables**

The audio-visual /b/-replaced bi-syllables produced a non-significant increase in /ba/ identifications ($t[19] = 1.311, p = .205, r = .288$ [2 tailed]; see Figure 2.10). As with the results of Experiment 2, given that this shift was not significant, we continued on with our comparison of the shifts between the /b/ and /d/ replaced audio-visual bi-syllable conditions.
Unlike the results for the lexical context conditions, for the audio-visual bi-
syllable condition there was in fact a difference between our /b/ and /d/ replaced
conditions ($t[35] = 2.718, p = .01, r = .417$ [2 tailed]). This demonstrates that the
multisensory context continued to support selective adaptation, even in the absence of the
supportive acoustic information from signal-correlated-noise (See Figure 2.10c). That we
failed to find a significant effect for this comparison using the audio-only bi-syllables
from the present experiment suggests that this effect with the audio-visual bi-syllables is
being driven by the multisensory contextual information. This is evidence for
multisensory phonemic restoration selective adaptation. Furthermore, that the
corresponding comparison was not significant for the lexical context conditions discussed
above, suggests that these multisensory restoration effects are more reliable than are
lexical effects. It seems that, unlike lexical context, multisensory context can continue to
influence selective adaptation even in the absence of the supportive information afforded
by signal-correlated-noise.

**Comparing Lexical and Multisensory Mediated Adaptation**

The primary motivation for this investigation was to determine whether
multisensory and lexical contexts produce comparable selective adaptation effects. To
test this question we next analyzed the difference between the identification shifts
produced by our multisensory restoration (audio-visual bi-syllables with noise) to the
shifts produced by the lexical restoration (audio-only words with noise) conditions. Here
we found a reliable effect of the /d/-replaced conditions ($t[32] = 2.594, p = .007, r = .417
[1 tailed]; Figure 2.11) indicating that the multisensory context condition produced a
larger adaptation effect than the lexical context condition for this segment. The \( /b/ \) replaced conditions were not found to be different; \( t[38] = 0.299, p = .383, r = .048 \) [1 tailed]. Thus, it seems that while the effects of multisensory context on selective adaptation are small, and more apparent in \( /d/ \) than \( /b/ \) contexts, they are larger and more reliable than the effects of lexical context. That is, contrary to what the account put forward by Samuel and Lieblich (2014) assumes, multisensory information appears to have more access to the processes that drive selective adaptation than does lexical information, based on the current methodology.

**Discussion**

There were several motives for running Experiment 3. One purpose of Experiment 3 was to replicate the principle finding of Experiment 2, that multisensory context could support phonemic restoration selective adaptation, when using fixed amplitude replacing noise. As the results of both Experiment 2 and 3 show shifts from the \( /d/ \) replaced audio-visual bi-syllables being different from the shifts from the \( /b/ \) replaced audio-visual bi-syllables, Experiment 3 was successful in this regard.

Another goal of Experiment 3 was to determine if the lexically mediated phonemic restoration effect on selective adaptation, first reported by Samuel (1997), would be found when replacing signal-correlated-noise with fixed-amplitude noise. Put simply, the results of the present experiment failed in this regard; no \( /b/ \) vs. \( /d/ \) identification differences were observed for the lexical context conditions of Experiment 3. Indeed, a post hoc test showed a significant decline in the identification shifts produced by the \( /d/ \) replaced by fixed amplitude noise relative to what was found for the signal-
correlated-noise replaced conditions ($t[35] = 1.695, p = .049, r = .275 [1 tailed]; see also Figure 2.12a), that was absent from the corresponding test for the audio-visual bi-syllables ($t[35] = -0.061, p = .476, r = .01 [1 tailed]; See Figure 12b\(^7\)). It seems that signal-correlated-noise plays a role for lexical, but not multisensory, phonemic restoration selective adaptation.

An important finding of Experiment 3 is that, unlike Experiment 2, the audio-only bi-syllables did not produce the /b/ vs /d/ differences that are characteristic of selective adaptation. This means that the successful effects found for the audio-visual bi-syllables cannot be attributed to their audio channels. In contrast, the lexical context conditions seem to only produce the /b/ vs /d/ difference when the audio-only bi-syllables also do so, as they did in Experiment 2 (but not 3).

The chief difference between experiments 2 and 3 was the type of noise used to replace the /b/ and /d/ segments. Experiment 2 used signal-correlated-noise while Experiment 3 used fixed-amplitude noise. As their names imply these two types of noise differ in their relationship to speech; signal-correlated-noise replicates the speech acoustic speech intensity profile while fixed amplitude noise does not. That the signal-correlated-noise, without any lexical or multisensory context, produced phonemic restoration selective adaptation demonstrates how influential, even the minimal speech information retained in signal-correlated-noise can be.

\(^7\) As across every experiment in this investigation (and indeed as was generally the case for Samuel, 1997) adaptation effects were characterized by larger shifts in the /d/ replaced conditions, thus these were the focus of our post-hoc tests. It is worth noting that the comparisons of the /b/ replaced conditions were null.
General Discussion

Across Experiments 2 and 3 we provide two comparisons of selective adaptation effects of lexical and multisensory contexts that were matched with respect to the acoustic support for /b/ and /d/. Experiment 2 compares selective adaptation from lexical and multisensory /b/ and /d/ restoration using signal correlated replacing noise, while Experiment 3 compares across conditions with fixed amplitude replacing noise.

Before discussing the effects of multisensory and lexical context, we should comment on the results of our /b/ replaced conditions. Across all of our experiments, the /d/ conditions always produced the larger shifts. This raises questions about the adaptation for the /b/ stimuli. In several instances, the /b/ context conditions produced effects that were actually in the direction of /d/ adaptation; however, in these instances the identification shift was always small and not significantly different from baseline. It should be noted that the results reported by Samuel (1997) also show a smaller adaptation effect for /b/ replaced conditions relative to /d/ replaced conditions. Thus it is possible that the effects reported here are more reflective of phonemically restored /b/ being a weak adaptor, than a limitation specific to our stimuli.

Next we should consider what our experiments indicate about the role of replacing noise in producing lexically and multisensory supported restoration selective adaptation. The results of Samuel (1997) have been taken to indicate that selective adaptation can be driven by a top-down effect of lexical processing of phonemic information. However, Experiment 2 and Experiment 3 used identical lexical contexts, the only difference between the stimuli was the replacing noise. The replacing noise of
Experiment 2, like the replacing noise of Samuel (1997), retained the intensity profile of the segments it replaced, while the replacing noise of Experiment 3 had no such correspondence to the replaced speech. That we only find lexically mediated selective adaptation effects for Experiment 2 but not Experiment 3 highlights this crucial role of the bottom-up information provided by the signal-correlated-noise to the putatively top-down lexical effects.

It is difficult to infer to what extent our findings apply to the results of Samuel (1997). Samuel (1997) did not include a fixed amplitude noise condition (but see Samuel [1981] who studied fixed amplitude noise in phonemic restoration for a different paradigm). Nor did he compare his lexical context adaptation effects to the adaptation effects from his non-lexical context (nonword) conditions. As these were two of the most important factors of the present study, direct comparisons between our findings and the results of Samuel (1997) are limited.

It should certainly be pointed out that in Samuel’s (1997) non-lexical context condition, his identification shifts were in the opposite direction from ours. Based on this, rather than conclude that all lexical context effects on selective adaptation are dependent on signal-correlated noise, we conclude that lexical context effects are somewhat fragile and sensitive to idiosyncrasies of the stimuli which they are embedded.

Recall that Samuel (1997) operationally defined context driven selective adaptation effects as phonetically contrasting identification shifts. By this criteria we unequivocally find evidence that multisensory context can support adaptation effects. Unlike what we found for lexical contexts, these multisensory effects were present for
both the signal-correlated and fixed amplitude replacing noise in the audio-visual bi-syllables. In this sense, it seems that multisensory context is less dependent on the bottom-up information provided by signal-correlated-noise in producing selective adaptation effects.

An important motivation of Experiment 3, and of this entire investigation, was to determine if lexical and multisensory contexts produced comparable effects on selective adaptation. The above discussion indicates that these contexts are not comparable; the adaptation effects of lexical context seem less consistent than the effects of multisensory context, and more dependent of the presence of supporting acoustic phonetic information in the form of signal-correlated-noise. This conclusion is directly supported by our comparison of the /d/ replaced by fixed amplitude noise conditions which showed a significantly larger identification shift for the multisensory context over the lexical context condition.

**Implications For Samuel and Lieblich (2014)**

Over the last forty years a series of selective adaptation studies have shown that lexical, but not multisensory, illusions can drive selective adaptation. Based on the selective adaptation literature, and a pair of new experiments, Samuel and Lieblich (2014) argued that, relative to lexical information, multisensory information has a more limited and superficial effect on speech processing. These researchers argue that selective adaptation is one, of several, lines of converging evidence that supports their account in which speech supports separate linguistic and perceptual processes. The current study focuses on selective adaptation with respect to this account. We carefully compared
adaptation effects produced by lexical and multisensory information to address the critical theoretical question of whether either source of information is more fundamental to speech processing.

As noted above, the results of this investigation challenge the account offered by Samuel and Lieblich (2014). Based on these results we can conclude: 1) that multisensory context can produce selective adaptation effects; and 2) that this multisensory context can, in some ways, be more reliable than the lexical context effect on selective adaptation. Both of these conclusions challenge the account offered by Samuel and Lieblich (2014) which asserts that selective adaptation is driven by a process that is insensitive to multisensory information.

These conclusions converge with the results from two other investigations recently conducted in our lab. First, our lab has conducted a meta-analysis including results from an experiment conducted in our lab, as well as from the adaptation studies cited by Samuel and Lieblich (2014) (Dorsi et al., in prep). The focus of this analysis was to determine if the clear and conflicting information in McGurk adaptors causes a dilution of selective adaptation. Despite no single study finding a dilution effect for McGurk adaptors, we did find a significant dilution effect across studies (See also Dias, 2016). It seems that McGurk adaptors cause a small, but consistent, reduction in selective adaptation relative to audio-only adaptors.

Second, in a recent experiment we found that McGurk adaptors produce parallel and opposing auditory and visual selective adaptation effects (Dorsi, 2018 presentation). In other words, when selective adaptation was measured on an auditory continuum, the
auditory channel of the McGurk stimulus drove the effect, but when selective adaptation was measured on a visual continuum (see Dias, 2016) the visual (and perceived) channel of the McGurk stimulus drove the effect. Importantly we also found that the visual selective adaptation effect found for McGurk adaptors was significantly smaller than the visual adaptation effect of visual-only adaptors. This effectively replicates the results of our meta-analysis with visual selective adaptation, and suggests that the conflicting information in McGurk stimuli does impose a cost on selective adaptation. This result is another example of selective adaptation being sensitive to multisensory information.

Together with the experiments reported here, these two investigations suggest that selective adaptation is, in fact, sensitive to multisensory information. This challenges the account offered by Samuel and Lieblich (2014).

**Evaluating Other Evidence For the Separate Perceptual and Linguistic Processes**

Samuel and Lieblich (2014) argue that selective adaptation is not alone in demonstrating a dissociation between lexical and multisensory influences on speech processing. They discuss evidence for their proposed dissociation in: semantic priming, compensation for coarticulation, and neurophysiological data. We will discuss each of these points, and consider how supportive they are for the account offered by Samuel and Lieblich (2014).

**Semantic Priming**

The semantic priming data that Samuel and Lieblich (2014) cite in support of their account comes from Ostrand et al., (2016). The principle findings of this study were noted in the introduction section (and see Chapter 1), but to briefly summarize; Ostrand
et al., (2016) find that semantic priming was consistent with the auditory as opposed to the putatively perceived component of a McGurk word stimulus. For Samuel and Lieblich (2014) this finding reflects the linguistic process using the auditory signal to drive semantic priming independent of the audio-visual integrated percept. These researchers argue that the finding demonstrates a dissociation between how the stimulus was perceived and how it was linguistically processed.

However, it should be noted that the support for the Samuel and Lieblich (2014) account offered by Ostrand et al., (2016) is dependent on the assumption that semantic priming for McGurk words differed from the perception of those McGurk stimuli. We start our critique of the Samuel and Lieblich (2014) account by noting that this assumption is somewhat tenuous; McGurk stimuli do not always produce the McGurk effect, and Ostrand et al., (2016) did not measure how their McGurk stimuli were identified by their participants (see also Chapter 1 of this dissertation for a more extensive evaluation).

Furthermore, Chapter 1 demonstrates that while semantic priming can be consistent with the auditory-word of a McGurk stimulus, it is sometimes also consistent with the visual word. Critically, this research reports that whether semantic priming is consistent with the auditory or visual components of a McGurk word corresponds to how the McGurk word is perceived. Thus, contrary to what is assumed by the Samuel and Lieblich (2014) model, semantic priming shows that linguistic processing is consistent with, rather than independent from, perceptual processing.
Compensation for Coarticulation

Compensation for coarticulation is a perceptual phenomenon related to the continuous nature of speech, which results in temporal overlap of the articulation of adjacent segments; during speech a talker begins each word segment before completing the preceding segment. This “gestural overlap” (Fowler, 2010) affects the speech signal, for example, when isolated from the word “Balding” the /d/ segment may sound more like a /g/ owing to its proximity to the preceding /l/. The perceptual system accommodates these artifacts of articulatory overlap, allowing listeners to “compensate for coarticulation” (e.g. Mann, 1980).

In another classic demonstration of compensation for coarticulation, more items from a /ta/-/ka/ continuum are identified as /ka/ when preceded by /s/, while more are identified as /ta/ when preceded by /ʃ/ (Mann & Repp, 1980). Relevant to the account of Samuel and Lieblich (2014) is work by Elman & McClelland (1988). This study produced a compensation for coarticulation effect that was driven by lexical context. That is, these authors induced compensation for coarticulation using a stimulus that was ambiguous between /s/ and /ʃ/ (/ʔ/) that was appended to the end of either stimuli like “Fooli” (i.e. “Foolish”; or other segments of words that end with /ʃ/ ) or “Christmas” (i.e. “Christmas”; or other segments of words ended that with /s/; see also the Ganong effect [Ganong, 1980]). In other words, a single /ʔ/ segment can produce two contrasting compensation for coarticulation effects depending the lexical context in which it is
embedded (see also Magnuson, McMurray, Tanenhaus, & Aslin, 2003; Samuel & Pitt, 2003).

In contrast, Vroomen and de Gelder (2001) failed to find a compensation effect using a multisensory context. These authors did find that when an auditory /ʔ/ was dubbed with a visual /s/ it was identified as /s/ and when /ʔ/ was dubbed with /ʃ/ it was identified as /ʃ/. However, despite these identification results, these authors failed to find a visually driven compensation for co-articulation effect. In this sense, the compensation for coarticulation effects seems to show a dissociation of lexical and multisensory effects on speech perception.

It is, however, worth noting that some research argues that non-lexical factors, such as transitional probabilities, can account for the apparent lexical effect on compensation for coarticulation (Pitt & McQueen, 1998; McQueen, 2003; McQueen, Jesse, & Norris, 2009). So whether or not compensation for coarticulation is lexically mediated, and therefore reflective of the linguistic processing postulated by Samuel and Lieblich (2014), remains uncertain.

It also worth noting that Vroomen and de Gelder (2001) is not the only investigation into multisensory influences on compensation for coarticulation. Fowler et al., (2000; see also Green & Norrix, 2001) have found visually-mediated compensation for coarticulation effects; a finding which does not fit well with the account offered by Samuel and Lieblich (2014). Similar to the debate surrounding the lexically mediated compensation for coarticulation findings, these visually mediated compensation for coarticulation effects have been challenged by authors suggesting that more general
learning principles can account for what appear to be multisensory context effects (Holt, Stephens, & Lotto, 2005; but see Fowler, 2006). As with the lexically mediated compensation of coarticulation findings, the debate concerning multisensory mediated compensation for coarticulation is extensive; however a recent meta-analysis (Viswanathan & Stephens, 2016) shows support for a multisensory role in compensation for coarticulation. Thus, in contrast to what is intimated by Samuel and Lieblich (2014), it seems that compensation for coarticulation can be sensitive to multisensory information.

**Neurophysiological Findings**

Samuel and Lieblich (2014) also cite neurophysiological data supporting their linguistic-perception dissociation. Samuel and Lieblich (2014) emphasize a series of findings concerning the audio-visual modulation of the auditory evoked N1 ERP (Besle et al., 2004; van Wassenhove et al., 2005, see also Stekelenburg & Vroomen, 2007). Samuel and Lieblich (2014) argue that, specifically the work by Vroomen and Stekelenburg (2007; 2010) shows that this audio-visual interaction is not limited to speech processing. For Samuel and Lieblich (2014) the audio-visual modulation of the N1 is an example of the brain engaging in a perceptual process that is separate from linguistic processing. This argument was solidified by Baart and Samuel (2015) who measured ERPs in response to audio-only, visual-only, or audio-visual words and nonwords. These authors report separate main effects for lexical context (words vs. nonwords) and multisensory contexts (audio-visual, audio-only, & visual-only speech), but no interaction between multisensory and lexical contexts. Consistent with the account
put forth by Samuel and Lieblich (2014), Baart and Samuel (2015) argue that their study demonstrates that the brain processes multisensory and lexical information in two separate neurological processes.

However, more recent research offers some counter evidence. Basirat, Brunelliere, and Hartsuiker (2018) used the word repetition effect in a recent EEG study to examine the effects of multisensory and linguistic processes. The word repetition effect is the finding that prior processing of words, but not nonwords, facilitates subsequent processing of those same words (e.g. subjects will identify a word faster the second time it is presented; Forbach, Stanners, & Hochhaus, 1974). The P200 ERP component is known to be modulated by word repetition (e.g. Almeida & Peoppel, 2013). However, Basirat et al., (2018) found that this repetition effect on the P200 interacted with multisensory context. Their results indicate that the multisensory information of audio-visual speech may facilitate word processing analogously to the facilitation provided by word repetition. This finding is a clear contrast to the interpretation offered by Samuel and Lieblich (2014), that the brain processes multisensory and linguistic information separately. Basirat et al., (2018) suggests that, at least in some circumstances, a single brain process may be responsible for both multisensory and linguistic information.

Conclusion

Samuel and Lieblich (2014) argue for separate linguistic and perceptual processes that have different functions for language processing. Under this account, the linguistic process is sensitive to lexical but not multisensory information, and this division seems to
occur at the very earliest stages of speech processing. Samuel and Leiblich (2014) support this account with findings from the selective adaptation literature that show selective adaptation can be driven by lexically supported, but not multisensory supported illusions. These authors further argue that these selective adaptation effects converge with findings from semantic priming, compensation for coarticulation, and neurophysiology.

In the preceding discussion we evaluated each of these findings and conclude that none offers conclusive evidence in support of the Samuel and Lieblich (2014) account. That none of this converging evidence is conclusive puts a sizable burden on selective adaptation for supporting their account. However, the experiments presented above show that, far from being insensitive to multisensory information, selective adaptation can be sensitive to, and in some cases is more sensitive to, multisensory information than it is to lexical information. This conclusion is difficult to reconcile with the account offered by Samuel and Lieblich (2014).

That selective adaptation seems more sensitive to multisensory, than lexical, context seems reasonable. Indeed, it is almost a certainty that multisensory context was informing our human ancestors before even the most basic languages existed. These are likely the reasons that multisensory information is integrated so early and why cross-sensory neuro-activity is so widespread (e.g. see Rosenblum et al., 2016 for a review). In light of this, it seems only reasonable that linguistic processing would be built around, not independent of, multisensory information. Indeed this appears to be born out in the literature discussed above concerning compensation for coarticulation, semantic priming
and of course selective adaptation: each case shows a primacy of multisensory information.
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Figure 2.1a depicts the basic format the selective adaptation procedure for all three experiments.
Figure 2.1b illustrates the auditory stimuli used in experiments 1 and 2. The top row shows the clear, no noise, speech “Armadillo” (left) and “Inhibition” (right) used in Experiment 1. The second row shows those same words, with the adapting /d/ and /b/ segments removed and replaced with signal-correlated-noise. Note that due to coarticulation, the replacing noise includes sections of the vowels adjacent to the adapting consonant. The sections highlighted in blue are the sections that were excised from the word context to be presented as bi-syllables. The third and fourth rows show enlargements of these sections. Note that the bi-syllables presented to participants always had replacing noise, the clear speech bi-syllables shown here are for comparison purposes only. The fifth row shows bi-syllables with non-signal correlated noise (“Fixed Amplitude Noise”) which was used in place of signal-correlated-noise during Experiment 3.
Figures 2.2a and 2.2b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and test (post adaptation). Figure 2.2a displays data for subjects who received clear /b/ words during adaptation, while Figure 2.2b displays data for subjects who received clear /d/ words during adaptation. Figure 2.2c displays the identification shifts (baseline – test) for subjects of both conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figure 2.3

/b/- Noise Replaced Words

/d/- Noise Replaced Words

Words With Noise
Figures 2.3a and 2.3b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and test (post adaptation). Figure 2.3a displays data for subjects who received words with /b/ replaced by signal-correlated-noise during adaptation, while Figure 2.3b displays data for subjects who received words with /d/ replaced by signal-correlated-noise during adaptation. Figure 2.3c displays the identification shifts (baseline – test) for subjects of both conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figure 2.4

/b/-Replaced Audio-Visual Bi-Syllables

/d/-Replaced Audio-Visual Bi-Syllables

AV bi-syllables: B & D replaced with noise
Figures 2.4a and 2.4b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and test (post adaptation). Figure 2.4a displays data for subjects who received audio-visual bi-syllables with /b/ segments replaced by signal-correlated-noise during adaptation, while Figure 2.4b displays data for subjects who received audio-visual bi-syllables with /d/ segments replaced by signal-correlated-noise during adaptation. Figure 2.4c displays the identification shifts (baseline – test) for subjects of both conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figures 2.5a and 2.5b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and test (post adaptation). Figure 2.5a displays data for subjects who received audio-only bi-syllables with /b/ segments replaced by signal-correlated-noise during adaptation, while Figure 2.5b displays data for subjects who received audio-only bi-syllables with /d/ segments replaced by signal-correlated-noise during adaptation. Figure 2.5c displays the identification shifts (baseline – test) for subjects of both conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figures 2.6a depicts the shift proportion of “ba” identifications from baseline (before adaptation) and test (after adaptation) for /b/ and /d/ noise replaced conditions in the audio-only bi-syllable and lexical (words with noise) context conditions; identification shifts are averaged across the middle four continuum items for each condition.

Figures 2.6b depicts the shift proportion of “ba” identifications from baseline (before adaptation) and test (after adaptation) for /b/ and /d/ noise replaced conditions in the audio-only bi-syllable and multisensory (audio-visual bi-syllables) context conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figure 2.7

/b/-Replaced Audio-Only Bi-Syllables

/d/-Replaced Audio-Only Bi-Syllables

Audio-Only Bi-Syllables

% Ba identifications

/b/-Replaced

/d/-Replaced
Figures 2.7a and 2.7b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and test (post adaptation). Figure 2.7a displays data for subjects who received audio-only bi-syllables with /b/ segments replaced by fixed amplitude noise during adaptation, while Figure 2.7b displays data for subjects who received audio-only bi-syllables with /d/ segments replaced by fixed amplitude noise during adaptation. Figure 2.7c displays the identification shifts (baseline – test) for subjects of both conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figure 2.8 shows the shift in “ba” identifications between baseline (before adaptation) and test (after adaptation) for /b/ and /d/ contexts replaced by signal correlated and fixed amplitude noise; identification shifts are averaged across the middle four continuum items for each condition.
Figure 2.9

/b/- Noise Replaced Words

/d/- Noise Replaced Words

Audio-Only Bi-Syllables and Words With Noise
Figures 2.9a and 2.9b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and test (post adaptation). Figure 2.9a displays data for subjects who received audio-only words with /b/ segments replaced by fixed amplitude noise during adaptation, while Figure 2.9b displays data for subjects who received audio-only words with /d/ segments replaced by fixed amplitude noise during adaptation. Figure 2.9c displays the identification shifts (baseline – test) for subjects of both conditions relative to corresponding audio-only bi-syllable conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figure 2.10

/b/-Replaced Audio-Visual Bi-Syllables

/d/-Replaced Audio-Visual Bi-Syllables

Audio-Only and Audio-Visual Bi-Syllables With Noise
Figures 2.10a and 2.10b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and test (post adaptation). Figure 2.10a displays data for subjects who received audio-visual bi-syllables with /b/ segments replaced by fixed amplitude noise during adaptation, while Figure 2.10b displays data for subjects who received audio-visual bi-syllables with /d/ segments replaced by fixed amplitude noise during adaptation. Figure 2.10c displays the identification shifts (baseline – test) for subjects of both conditions relative to corresponding audio-only bi-syllable conditions; identification shifts are averaged across the middle four continuum items for each condition.
Figure 2.11 shows the shift in “ba” identifications between baseline (before adaptation) and test (after adaptation) for the /b/ and /d/ replaced by fixed amplitude noise conditions across the multisensory (audio-visual bi-syllables) and lexical (audio-only words) contexts. All values were averaged across the middle four continuum items.
Figures 2.12a and 2.12b show the shift in “ba” identifications between baseline (before adaptation) and test (after adaptation) for the /b/ and /d/ replaced by fixed amplitude noise and signal-correlated-noise. Figure 2.12a displays means from the lexical context conditions (words with replacing noise) while 2.12b displays the means from the multisensory context conditions (audio-visual bi-syllables with replacing noise). All values were averaged across the middle four continuum items.
Chapter 3

Do Lexical Influences on Speech Perception Take Place Before, During, and/or After Multisensory Integration?
Do Lexical Influences on Speech Perception Take Place Before, During, and/or After Multisensory Integration?

When speaking to someone in a noisy environment, multiple sources of information can support the perception of speech. One is lexical information: the information provided by the word context the speech signal occurs in. The second is multisensory information, which includes (but is not limited to) the speaker’s visible articulations. While both lexical and multisensory information are known to support speech perception, few investigations have examined speech perception in contexts that contain both sources. This gap raises questions concerning the processes by which the mechanism for speech perception combines these two sources of information.

A review of the speech literature reveals that lexical and multisensory information seem to support speech perception in similar ways. For example, both lexical and multisensory information can improve the perception of speech in noise (Miller, Heise, & Lichten, 1951; Hirsh, Reynolds, & Joseph, 1954; Sumby & Pollack, 1954; Grant & Seitz, 2000). Similarly, both can improve the perception of acoustically degraded speech, such as noise-vocoded speech (e.g. Bernstein et al., 2014; Davis et al., 2005) and both can bias the perception of phonetically ambiguous speech segments (e.g. the “Ganong effect”; Ganong, 1980; Bertelson, Vroomen, & De Gelder, 2003). But do these similar findings imply a similar process of incorporating lexical and multisensory information into the speech percept?

The seminal work of Brancazio (2004) has addressed this question. This study built on a multisensory illusion known as the McGurk effect: the finding that visual
speech can change how discrepant auditory speech is heard (e.g. audio ‘ba’ + visual ‘da’ is often heard as ‘da’; audio ‘ba’ + visual ‘ga’ is often heard as ‘ga’ or ‘da’; McGurk & MacDonald, 1976; MacDonald & McGurk, 1978). Brancazio (2004) measured the occurrence of visually dominated McGurk illusions produced by all combinations of audio-word or nonword + visual-word or nonword (e.g. audio nonword ‘beaf’ + visual word ‘deaf’; see also Sams et al., 1998; Barutchu et al., 2008). Brancazio (2004) found more McGurk illusions for audio-nonword + visual-word (e.g. audio ‘beaf’ + visual ‘deaf’) combinations than for audio-word + visual-word combinations (e.g. audio ‘band’ + visual ‘dand’), and that overall, McGurk effects were more common when they formed words.

Brancazio (2004) discusses his results in reference to a framework of the McGurk effect in which multisensory information is first integrated and then assigned to a phonetic category (See Figure 3.1). This model is well illustrated by a subsequent study conducted by Brancazio and Miller (2005). This study built on prior work by Green and Miller (1985), who found that presenting a fast visual ‘pi’ with items from an auditory ‘bi’-‘pi’ (which varied in voice-onset-time) continuum resulted in more items from that continuum being identified as ‘pi.’ This finding indicated that participants had integrated visual speaking rate information with auditory voice-onset-time. Brancazio and Miller (2005) built on this finding by combining items from an audio-only ‘bi’-‘pi’ continuum with fast and slow visual-only ‘ti’.

In the context of auditory ‘bi’ (or auditory ‘pi’) + visual ‘ti’, the McGurk effect would be characterized by reports of hearing ‘ti’ (or ‘di’) whereas “McGurk failures”
would be reports of ‘bi’ or ‘pi.’ Brancazio and Miller (2005) found that even when participants reported hearing ‘bi’ or ‘pi’ (McGurk failures) the speaking rate information from the visual stimulus influenced the phonetic boundary between ‘bi’ and ‘pi’. This meant that there were more ‘pi’ responses with fast visual stimuli, indicating that visual rate information had been integrated with the auditory voice-onset-time information, despite the participant’s response still being consistent with the auditory stimulus.

Consistent with the framework first introduced by Brancazio (2004), Brancazio and Miller (2005) explain this result by suggesting that there are two stages of perceptual processing that influence the McGurk effect. In the first stage, multisensory information is combined. In the second stage, that merged sensory information is evaluated and assigned to the phonetic category it most closely resembles. If this category happens to be the same category as the auditory signal, the McGurk effect will fail, but this does not mean that multisensory integration did not occur. Instead, this indicates that the multisensory integration process yielded an output that was closer to the phonetic category of the auditory stimulus than it was to other phonetic categories.

This interpretation bears on the lexical influences observed by Brancazio (2004). For example, consider a hypothetical comparison of McGurk rates produced by the audio-word + visual-nonword combination of audio ‘band’ + visual ‘dand’ and the audio-nonword + visual-word combination of audio ‘beaf’ + visual ‘deaf.’ In a model that assumes lexical information influences the McGurk effect responses post multisensory integration—during the phonetic categorization stage—then the combination of ‘beaf’ and ‘deaf’ might result in an integrated output that is 50% ‘d’. If so, then the phonetic
categorization process could be influenced by the lexical information that ‘deaf’ but not ‘beaf’ is a word and thus produces McGurk effects more than 50% (i.e. ‘deaf’ identifications > 50%). Similarly, while ‘band’ + visual ‘dand’ might also produce an integrated output approximating 50% ‘d’, the knowledge that ‘band’ but not ‘dand’ is a word could suppress ‘d’ categorizations (i.e. ‘dand’ identifications < 50%; fewer McGurk effects).

Next consider an account proposing lexical influences during integration. Under such an account, the lexical information for ‘band’ or ‘deaf’ could skew the integrated output to be more or less ‘d’ like. Under such an account, the fact that the integrated output was skewed away from 50% would bias the subsequent categorization and thus produce the same bias in identification described for a lexical processing during categorization account. Thus, while intriguing, the results reported by Brancazio (2004) were inconclusive with respect to the question of what part of the process during audio-visual speech perception is sensitive to lexical information.

A more theoretically perplexing result from Brancazio (2004) is that audio-word + visual-word (e.g. audio ‘belt’ + visual ‘dealt’) combinations produced fewer McGurk effects (‘dealt’ responses) than did audio-nonword + visual-word (audio ‘beaf’ + visual ‘deaf’). This result suggests that at whichever stage of multisensory speech identification the lexical information was processed, it had access to the lexical information from the individual auditory and visual streams. This finding could indicate that lexical information is assessed early in speech processing, potentially prior to or during integration. Alternatively, this result could be explained by a post integration lexical
process that considers words with a certain degree of phonetic similarity to the integrated output.

Part of the interpretative difficulties with these results is that they measure the lexical effects on the McGurk effect in very general terms. Lexical information was either present (words) or absent (nonwords), and the results of these conditions were then averaged across items with the same word/nonword audio-visual structure. Thus a great deal of item level variation is lost, and this variation can be large (e.g. 4.04% [audio ‘bay’ + visual ‘gay’] – 50.57% [audio ‘bod’ + visual ‘god’]; audio ‘bay’ + visual ‘gay’ sometimes perceived ‘bay’ or ‘gay’ but also sometimes as ‘they’ or ‘lay’). Understanding the relationship between individual McGurk items and the McGurk effects they produce will provide valuable information for evaluating the influence of lexical information in audio-visual speech identification.

To better understand how lexical information interacts with multisensory information during speech perception, this project uses a quantitative measure of lexical information: lexical frequency. Lexical frequency is already known to influence speech perception, as is shown by lexical decision latencies (Marselen-Wilson, 1987) being shorter, and speech in noise recognition (Pollack, Rubenstein, & Decker, 1960) being improved, for higher frequency words. Here we investigate if lexical frequency can predict the McGurk effect.

**Motivation for Analyses**

To evaluate the lexical influences on the McGurk effect we will run two types of analyses. In the first set, we test the relationship between auditory and visual word lexical
frequency on auditory and visual word identifications. As both the auditory and visual words are present in the sensory input, if integration processes lexical information it should process the information about both auditory and visual words. Thus, if lexical information influences *multisensory integration*, it should be most apparent in the interaction between auditory or visual word lexical frequency. For example, visual word identifications should be most common for high frequency visual words combined with low frequency auditory words.

In the second series of analyses we examine the relationship between fusion word identifications (see below for details) and the corresponding lexical frequency of those words. As fusion words are not part of the sensory input to integration, processing of their lexical frequency should occur after integration. Thus, if lexical information can influence speech perception *post integration*, during the categorization stage, then there should be a strong relationship between fusion word frequency and fusion word identifications.

Finally, it is important to note that lexical processing during integration and lexical processing during categorization are not mutually exclusive hypotheses. It can certainly be the case that we will find evidence in support of both accounts. This would be indicated by significant effects in both classes of tests.

**Experiment 1**

Experiment 1 establishes item level differences in the identification of audio-word + visual-word McGurk stimuli. The basis of these differences comes in part from the different identifications associated with individual McGurk items, as well as the lexical
frequency of the words that those items are composed of. The McGurk effect can manifest as either a visually driven auditory percept in which participants report hearing the visual signal (e.g. audio ‘bore’ + visual ‘gore’ is heard as ‘gore’; what we term ‘McGurk-visual’ responses) or percepts in which participants hear a speech sound that is present in neither the audio or visual signals (e.g. audio ‘bore’ + visual ‘gore’ is heard as ‘door’; what we term ‘McGurk-fusion’ responses; see Alsius et al., 2018). Half of the McGurk items in Experiment 1 were expected to produce visual dominance type effects while the other half were expected to produce fusion type effects.

Method

Participants

Participants were 20 native English speakers (14 female) from the University of California, Riverside. All participants had normal hearing and normal or corrected to normal vision. All participants were compensated with course credit.

Materials

All stimuli were produced in a single recording session by a male, native monolingual English speaker. The speaker had lived in southern California for approximately 4 years prior to recording. He was digitally audio-video recorded uttering each of our word items at 30 frames-per-second (fps) at a size of 640 x 480 pixels. The items were 60 minimal word pairs with the audio-visual components differing only in the initial consonant which could be either b/v (e.g. audio ‘boat’ + visual ‘vote’), b/d (e.g. audio ‘bait’ + visual ‘date’), b/g (e.g. audio ‘buy’ + visual ‘guy’), p/c (e.g. audio ‘pod’ + visual ‘cod’), p/t (e.g. audio ‘poll’ + visual ‘toll’), or m/n (e.g. audio ‘might’ + visual
‘night’). The first author selected an audio-visual temporal alignment that both appeared to be synchronous and changed the percept of the auditory channel (i.e. produced the McGurk effect). The final stimulus showed the talker’s entire face from the crown of his head to his shoulder.

The primary criteria for items used in this experiment were minimal word pairs that would support the McGurk effect. After selecting our word items, we tabulated the lexical frequency for each auditory and visual word based on the log word frequencies reported by Brysbaert & New (2009). During data analysis we identified fusion words that resulted from our stimuli, and we similarly tabulated the lexical frequency for these words. All auditory stimuli were presented through sound insulated headphones at an average of 70db.

**Procedure**

Participants were presented with all 60 McGurk items as well as with the 60 audio-alone items corresponding to the McGurk stimulus auditory channel. Items were blocked by audio-visual vs. audio-alone stimulus type. Participants were instructed to attend to each utterance and to use the keyboard to type the word they *heard* the talker say. Participants were allowed to view their responses as they typed them and were instructed to correct any errors before proceeding to the next trial. Each audio-visual trial included a fixation point at the location of the talker’s lips that was present for 600ms immediately preceding the appearance of the talker’s face. Participants received each stimulus three times during the experiment and stimulus presentation was randomized.
within the audio-only and audio-visual blocks (Barutchu et al., 2008). Block order was randomized across subjects. The total experiment lasted about 20 minutes.

Results

Analysis of the Experiment 1 results began by designating three categories of participant responses: identifications consistent with the auditory stimulus (McGurk-failures), identifications consistent with the visual stimulus (McGurk-visuals), and identifications that were not consistent with either the auditory or visual stimulus (McGurk-fusions). Overall the stimuli produced reliable McGurk effects. Pooling across all sixty items, only 27.9% of responses were McGurk-failures, and 49.4% of responses were McGurk-visual responses. A complete summary of the identification scores for the McGurk items and their corresponding audio-only stimuli is provided in Table 3.1.

Lexical Influences on the McGurk Effect During Integration

Lexical information is present in the auditory and visual component stimuli of the McGurk tokens. Accordingly, if lexical information influences multisensory integration, then there should be a correlation between word identification and the lexical frequency of the auditory and visual components of the stimuli.

We examined this possibility by first testing a pair of item analyses that correlated auditory or visual word identification rates (excluding fusion identifications) with the corresponding word lexical frequency. The correlation between auditory word identifications and auditory word lexical frequency was \( r \left[ 59 \right] = .105, p = 0.421 \). The relationship between visual word identifications and the lexical frequency of visual words was \( r \left[ 59 \right]= -0.207, p = .112 \). While these are null effects, and thus are difficult to
interpret, they may indicate that lexical frequency does not bear on the components before or during the integration process, as such.

While these correlations are helpful in characterizing the overall patterns in the data, they may not be the best analysis for testing the predictions of integration and categorization accounts of lexical processing. This is because by averaging across participants to form item level effects, we lose a great deal of subject dependent variability, and there is evidence of substantial individual differences in the McGurk effect (Strand, Cooperman, Rowe, & Simenstad, 2014; Ujiie, Asai, & Wakabayashi, 2018). Furthermore, these correlations lack information about how this lexical information might interact during the perceptual process. If lexical information is processed during integration, then there may be an interaction between auditory and visual lexical frequency as both are present in the sensory input to integration.

Accordingly, we next conducted a series of linear mixed effect analyses. These analyses used subject and McGurk item as random intercepts and word identifications as the outcome. We first replicated the results from our correlations: auditory word identifications were not predicted by auditory word frequency ($\beta = 0.027$, $SE = .0331$, $t = 0.82$, $p = .416$) nor were visual word identifications predicted by visual word frequency ($\beta = 0.061$, $SE = .039$, $t = -1.561$, $p = .124$).

Finally we ran an analysis with fixed effects for lexical frequency of the auditory and visual words and their interaction in predicting auditory word identifications. The results of this analysis support the audio-visual interaction hypothesis, the model produced a significant interaction between auditory and visual lexical frequency ($\beta =$
0.067, $SE = .029$, $t = 2.284$, $p = .026$; see also Table 3.2 for the complete results; see also Figure 3.2). This finding is consistent with lexical influences during integration.

**Lexical Influences on the McGurk Effect During Post-Integration**

**Categorization**

As the sensory input does not include fusion words, if we find a correlation between word identification and fusion word lexical frequency, then there is a post integration lexical process. As with the test of the integration hypothesis, we began with an item analysis that correlated word identification rates with their corresponding word lexical frequency, this time focusing on fusion word identifications and their frequency.

There was some variability in participant identifications of the McGurk items, so not all McGurk-fusion responses corresponded to the same identification, even for a single item. For this reason, in calculating the McGurk-fusion rate, we only included responses that a) formed an English word, and b) when there were multiple responses across subjects that formed words, we only counted the most common response as the “fusion” response (See Table 3.1). These criteria for McGurk-fusions resulted in 9% of non-audio/non-video responses being rejected. When combined with auditory and visual word identifications, our included fusions accounted for 92% of responses.

We found a significant correlation between fusion word identifications and fusion word lexical frequency ($r[38] = .523$, $p < .001$). To control for subject effects we ran a linear mixed effect analysis with fusion word identifications as an outcome and item and subject as random intercepts, and still found fusion word lexical frequency to be a
significant fixed effect ($\beta = 0.089, SE = .029, t = 3.052, p = .004$). These results are consistent with a lexical processing post integration account.

**Fusion Word Frequency Effects on the McGurk Effect During Integration**

The above tests assume that lexical influences of fusion words must follow integration. It is however conceivable that fusion words could influence integration, perhaps through feedback from a post integration process or perhaps due to the phonetic similarity of fusion words to the auditory and visual words. To evaluate these possibilities, we next ran a series of linear mixed effects analyses that all included random intercepts for subject and item, while testing for interactions between auditory, visual, and fusion word frequency in predicting auditory, visual or fusion word identifications. *If fusion word frequency affects word identification during integration, then there should be an interaction between those word frequencies and the auditory and visual word frequencies.*

We failed to find support for this hypothesis. No test showed the predicted interaction between auditory, visual, and fusion word frequency8 (See Table 3.3 for a complete summary of results). We find no evidence that the lexical information of fusion words influences word identification through effects on integration. This challenges accounts that assume that lexical processing might feedback to multisensory integration.

**Discussion**

These results build on previous research (e.g. Brancazio, 2004; Baruchtu et al., 2008) further quantifying and characterizing the effect of lexical information on the

---

8 However, the analysis of visual word identifications did return a significant interaction between auditory and visual word frequency ($\beta = -0.35, SE = .155, t = -2.259, p = .03$)
McGurk effect. Where prior studies were able to establish a word percept bias for McGurk stimuli, these results show that this bias is, to some extent predictable, by the frequency of that word in the listener’s language.

Our interpretation of these data is influenced by the work of Brancazio (2004) who intimated that the McGurk effect is dependent on two separate processes: multisensory integration and phonetic categorization (See Figure 3.1). It seems that the relationship between lexical frequency and word identification is most direct among fusion McGurk percepts. This finding is consistent with a model in which lexical information is assessed after audio-visual integration. Fusion words can only exist as a product of integration. Because they do not exist in the sensory input as such, the effects of fusion words must occur after integration.

Lexical processing during integration should include lexical information from the sensory input, that is, from the auditory and visual words. By failing to find interactions between fusion and auditory and visual lexical frequency, we fail to find support for any sort of feedback from later processes to integration.

However, we also find some evidence for lexical processing during integration. We found that the lexical frequency of auditory and visual words interacted with each other, but not with fusion word lexical frequency. Any account that proposes lexical processing during integration should assume that both auditory and visual lexical information are processed in parallel as both of these streams make up the sensory input to integration. Thus our finding that both auditory and visual word identifications are best predicted by the interaction between auditory and visual lexical frequency is consistent
with a lexical processing during integration account. It seems we have evidence in support of lexical processing during both integration and categorization.

A potential limitation of the current experiment comes from our decision to present our McGurk stimuli multiple times to each subject. Repetitive presentations are common within McGurk studies, including the lexical McGurk study by Barutchu et al., (2008). However, there is some research indicating that the effects of lexical frequency might diminish with repetition (See Colombo et al., 2006 for a discussion). This raises the question of whether the results of this experiment are compromised by our use of item repetition.

We argue that the results of the current experiment are still valid despite the risk of repetition effects. There is no research establishing that our specific task would be sensitive to repetition effects, and while repetition effects have been found across paradigms, the size of those effects is task specific (e.g. Schilling, Rayner, & Chumbley, 1998). Furthermore, while repetition can reduce the difference between high and low frequency words, they generally do not eliminate those differences entirely (Forster & Davis, 1984). Importantly, it should be noted that repetition effects generally take the form of diminishing differences between low and high frequency words (e.g. Griffen & Bock, 1998; Scarborough, Cortese, & Scaroborough, 1977). In other words, the risk of repetition to our experiment would have been failing to find an effect of lexical frequency; that we did find effects of lexical frequency remains notable.

---

9 Our motivation in Experiment 1 was to determine if lexical frequency affects the McGurk effect. That we found effects of lexical frequency on the McGurk effect means Experiment 1 was successful in this. However, there are competing theoretical predictions concerning how repetition might influence lexical
Experiment 2

One limitation of Experiment 1 is that it relied on word identifications of McGurk stimuli to infer about lexical processing at two different points preceding identification: integration and categorization. An important piece of information for discriminating when lexical influences occur is knowing the phonetic identity of the critical segments from the integration process, independent of lexical processing. Experiment 2 will offer a more focused investigation into this point.

Above we discussed two points during speech perception at which lexical information might be processed; either during the multisensory integration stage, or during the phonetic categorization stage of perception (See also Brancazio, 2004; Brancazio & Miller, 2005). However, we now consider a third point during the multisensory language process which lexical information could influence: before the speech signal even reaches the perceiver (see Figure 3.3).

The speech stimuli that perceivers process must first be spoken by a talker, and there is evidence that lexical information actually influences speech production (e.g. Balota & Chumbley, 1985; Pluymaekers, Ernestus, & Baayen, 2005; Jurafsky et al., 2001). For example, segments from high frequency words tend to be spoken faster than the same segments spoken as part of low frequency words (Pluymaekers et al., 2005). By shaping the stimuli that eventually get perceived, lexical information might influence the perceptual process before the perceiver even receives the sensory signal.

---

frequency effects in different tasks (see Colombo et al., 2006). As such, the subsequent experiments in this investigation will avoid repetition for the sake of interpretative ease.
The potential of these lexical effects on speech production to influence speech perception is important to the interpretation of Experiment 1. It is possible that the interaction between auditory and visual lexical information observed in Experiment 1 was not the result of lexical processing during integration, but instead the result of lexical influences on the production of the critical auditory and visual segments that were subsequently integrated. To investigate this possibility, Experiment 2 uses McGurk syllables that were excised from the McGurk words used in Experiment 1. If the perception of these syllables is found to be predictable by the lexical frequency of the words from which they were extracted, then some of the lexical effects on speech perception might be attributed to effects on production. If lexical influences on speech production influence multisensory integration, then there should be an interaction between auditory and visual lexical frequencies on the perception of syllables extracted from McGurk words.

A second feature of Experiment 2 concerns its dependent measure. Prior work has shown that even when a stimulus produces a robust McGurk effect, it is perceptually distinct from audio-visually congruent stimuli. For example, Rosenblum and Saldana (1992) found McGurk stimuli were readily discriminated from congruent audio-visual stimuli, and Brancazio (2004) found that McGurk stimuli influenced the rating of a percept’s goodness. As Experiment 1 indicated that some of the variability in the McGurk effect could be accounted for by lexical information, we were also interested in whether lexical information could also account for these qualitative changes in the McGurk effect.
For this reason, in Experiment 2 we also measured goodness ratings associated with the McGurk stimuli.

Goodness ratings have been used to measure graded differences in speech perception across a number of paradigms (e.g. Miller & Volaitis, 1989; Allen & Miller, 2001; Evans, & Iverson, 2004; Drouin, Theodore, & Myers, 2016), including McGurk studies (Brancazio, Miller, & Pare, 2003; Brancazio, 2004). The method of measuring goodness ratings for McGurk stimuli involves asking participants to attend to a speech stimulus and report first a nominal percept (e.g. ‘ba’ vs. ‘da’ or ‘bait’ vs. ‘date’) followed by a numerical value indicating how good an example the stimulus was of the participant’s ideal version of that item (e.g. Brancazio, 2004). While these measures are inherently subjective, there is evidence that they are generally consistent across participants (for auditory stimuli; Iverson & Kuhl, 1995), as well as correlate with acoustic parameters of stimuli and with identifications rates (Samuel & Kat, 1996; Allen & Miller, 2001; Brancazio et al., 2003). Experiment 2 will use goodness ratings to qualitatively evaluate the percepts associated with the McGurk syllables. If lexical information influences the perceptual quality of a McGurk effect, then goodness scores will correlate with lexical frequency.

In short, Experiment 2 will measure the identification and quality of McGurk syllables extracted from McGurk words. The use of these syllables extracted from words allows this experiment to test if lexical effects on speech production can affect speech identification.
Method

Participants

Participants were all native English speakers from the University of California, Riverside. Eleven participants (9 female) participated in a congruent control condition, and there were an additional 20 (12 female) who participated in the main McGurk experiment. All participants had normal hearing and normal or corrected to normal vision. All participants were compensated with course credit.

Materials

The stimuli of the current experiment were generated from the McGurk words of Experiment 1 by excising the initial vowel-consonant syllable from each item. Occasionally, in doing this, the McGurk effect ceased to occur. This posed a problem for the current experiment because we could not investigate the effects of lexical frequency on the McGurk effect if the stimuli were not reliably producing McGurk effects.

As such, for these stimuli, the temporal alignment of the auditory and visual signals in the syllables was adjusted until the researcher experienced McGurk effects. While these adjustments suited the needs of the current experiment, of facilitating the McGurk effect in syllables, they have the drawback that the results of this experiment cannot be compared directly to the results of Experiment 1. However, a comparison of word and corresponding syllable McGurk effects will be provided in Experiment 3.\(^\text{10}\)

\(^{10}\) That this adjustment needed to be made, in of itself, is likely an indication of the nature of lexical processing as it suggests that the McGurk effect became frailer when isolated from its word context. Future work should to investigate this issue in more detail.
Though the current experiment uses syllables, not words, for the sake of caution we chose to eliminate items with auditory signals taken from the same word (see Colombo et al., 2006 and the above discussion). There were three pairs of McGurk items from Experiment 1 that met this criteria; audio ‘beer’ + visual ‘veer’/audio ‘beer’ + visual ‘deer,’ audio ‘buy’ + visual ‘vie’/audio ‘buy’ + visual ‘guy,’ and audio ‘bet’ + visual ‘vet’/audio ‘bet’ + visual ‘deb.’ As the plurality of our McGurk stimuli used the format of audio b-word + visual v-word (to promote visual dominate responses), we removed these items from the listed pairs.

All stimulus editing was done in Final Cut Pro 5 software for Mac OSX. The congruent versions of each item were matched to the length of the shorter of the auditory and visual information in the corresponding McGurk items.

**Procedure**

In contrast to Experiment 1, to avoid repetition effects, each McGurk syllable was only presented to each participant once. Thus the McGurk group was presented with 57 McGurk syllables and the congruent group was presented the 114 congruent syllables that corresponded to the McGurk stimuli components.

For both groups, each trial of the experiment consisted of the participant being presented with an audio-visual stimulus and verbally reporting the initial syllable that they heard, followed by a numeric value ranging from 1 to 5 (Brancazio, 2004). Experiment instructions explained that a 5 was to indicate that the heard syllable was what the participant would consider an excellent example of that syllable, while a 1 would indicate a poor example of that syllable. During the experiment, the participants
gave their responses verbally, by speaking into a microphone. A researcher, stationed outside the sound booth listened to the participants’ responses, and typed: 1) an orthographic transcription of the syllable the participant reported hearing, and 2) the numeric value that participant reported. The researchers were unaware of the predictions of the study. Furthermore, the researcher could only hear what the participant said, and not what stimulus was presented to the participant, and thus were blind to which condition each participant was assigned.

Each audio-visual trial included a fixation point at the location of the talker’s lips that was present for 300ms immediately preceding the appearance of the talker’s face.

**Results**

**Stimulus Identifications**

We began our analysis by confirming that the congruent syllables were reliably identified. We divided our congruent syllables into two groups, words that were congruent with the McGurk auditory stimulus (audio ‘boat’ + visual ‘boat’; corresponding to the McGurk audio ‘boat’ + visual ‘vote’), and those that were congruent with the McGurk visual stimulus (audio ‘vote’ + visual ‘vote’). We tabulated the proportion of responses that each item was correctly identified and found reliable identifications for both groups (congruent tokens consistent with the McGurk auditory component: \( M = .915, SE = .012 \); congruent tokens consistent with the McGurk visual component: \( M = .869, SE = .022 \); see also Table 3.4).

We next examined the McGurk items, and found that in general, they produced reliable McGurk effects: reports of hearing the auditory syllable (\( M = .198, SE = .023 \))
was significantly smaller ($t[56]= 5.67, p <.001, r = .604$) than the rate of McGurk visual identifications ($M = .513, SE = .039$).

**Lexical Effects of Auditory and Visual Words.** We started with a dichotic outcome of McGurk failure (auditory identifications) and McGurk success (participant heard something other than the auditory stimulus; pooling McGurk fusion and McGurk visual responses) and using subject and McGurk item as random intercepts. We used the lexical frequency of the words from which the McGurk syllables were extracted, as our fixed effects. We tested our main hypothesis, *if the lexical influences on speech production influence the identification McGurk stimuli, then there will be an interaction between auditory and visual word frequencies in the McGurk effect for syllables.* We ran an analysis with fixed effects of the auditory and visual word lexical frequencies, and their interaction. We found significant effects of auditory lexical frequency ($\beta = -2.010$, $SE = .591, z = -3.400, p = .007$), visual lexical frequency ($\beta = -1.838, SE = .607, z = -3.028, p = .003$), and the interaction of these measures ($\beta = .648, SE = .197, z = 3.288, p = .001$); see Table 3.5, see also Figure 3.4).

To better understand the nature of this effect, we next ran a simplified analysis that included only lexical frequency from the auditory and visual words, but excluded their interaction. This main effects test showed no effect of either lexical frequency. Thus it seems that the *interaction* between auditory and visual word lexical frequency is an important factor in predicting the McGurk effect in syllables extracted from those words.

---

11 Though not reported (for the sake of brevity) it is worth noting that we also found an interaction between auditory and visual word frequencies in predicting visual identifications. This is another similarity between the results of this experiment and Experiment 1.
That the stimuli used in this experiment were only syllables extracted from words, it seems unlikely that this lexical effect on integration is related to lexical processing of the perceiver. It is more likely that these results reflect lexical effects on the production of the stimuli that the perceiver later integrated. These results support our hypothesis that lexical information can influence multisensory integration through the effect of lexical information on speech production. To our knowledge this is the first evidence of this kind of effect.

**Lexical Influences on the Perceived Goodness of Syllables.** In a final set of analyses we investigated if lexical information would influence subjects’ goodness ratings. Using subject and item as random intercepts we failed to find an effect of lexical frequency on the ratings of the congruent syllables ($\beta = .031, SE = .048, t = .655, p = .513$). Nor did we find any effect of lexical frequency on the goodness rating in the McGurk syllables (see Table 3.6). However, when we included an interaction with the average goodness rating for the congruent syllables, we found several interactions with lexical frequency (See Table 3.6b). This indicates that the relationship between lexical frequency and McGurk syllable goodness is dependent on the goodness rating of the sensory streams that make up the McGurk stimulus.

Interestingly, these effects were absent when we analyzed the effect of auditory or visual lexical frequency alone (Tables 3.6c-d). This finding suggests that, as with the identifications, it is the interaction between auditory and visual word frequency that is important to predicting the goodness ratings of McGurk syllables. In short, it seems that
in addition to predicting syllable identification, the interaction between auditory visual lexical frequency can predict the perceived goodness of McGurk syllables.

Discussion

Perhaps the most important discovery of Experiment 2 is that multisensory integration reflects lexical influences on syllables extracted from words. It is worth noting that this could be driven by an effect of syllable frequency, which is potentially correlated with lexical frequency. Such an effect of syllable frequency would likely take the form of fewer McGurk effects (auditory identifications) for higher frequency auditory syllables. We are unaware of any research substantiating this relationship, however, it is an intriguing prospect that should be addressed in future work.

Another explanation for these results is that the McGurk effect is sensitive to the influences of lexical information on speech production. This finding is not only interesting in of itself, but also has implications for our interpretation of the results of Experiment 1. Recall that Experiment 1 revealed that the success of the McGurk effect in words was predicted by the interaction of the lexical frequency of auditory and visual words. In Experiment 1 this interaction could reflect the perceiver lexically processing the auditory and visual signals during multisensory integration. However, because we find the same interaction effect with syllables extracted from words another interpretation is possible. These results may indicate that at least some of the audio-visual lexical interaction of Experiment 1 is attributable to lexical influences on speech production structuring the auditory and visual sensory inputs to the integration process.
Experiment 3

To understand if the lexical influences on speech production observed in Experiment 2 can account for the entire audio-visual lexical interaction effect seen in the results of Experiment 1, Experiment 3 will measure perception of McGurk stimuli in two blocks of trials. The first block will be the non-lexical McGurk stimuli used in Experiment 2 consisting of syllables generated by excising the initial consonant-vowel from the McGurk words used in Experiment 1. The second block of trials will present lexical McGurk stimuli, consisting of the full words from which the syllables were extracted. In this way, the perception of items in the syllable block will inform us about lexical effects during speech production while the perception of the word items will inform us about lexical processing during perception. If there is lexical processing during speech perception, then there should be an interaction between syllable perception and lexical frequency. In this way, Experiment 3 provides a syllable-to-word McGurk comparison that was not possible previously due to the different stimulus editing procedures between Experiment 1 (words) and Experiment 2 (syllables).

One complication facing this experiment is that it requires the participants to be functionally exposed to each syllable stimulus twice; once as an isolated syllable and once as syllable within a word. These repetition effects can have theoretical implications (see Colombo et al., 2006 for a discussion). For example, within the TRACE framework (McClelland & Elman, 1986), these repetition effects would mean that prior exposure to a word would increase the resting activation of that lexical representation and, by virtue of feedback connections, the syllables associated with that lexical representation. That is,
hearing a syllable in the context of a word could change how that same isolated syllable is subsequently perceived (see McClelland, Mirman, & Holt, 2006 for a discussion). Thus, presenting our word block before our syllable block could result in substantial complications for interpretation. Therefore, Experiment 3 tested the syllable block first, followed by the word block.

The goal of Experiment 3 is to dissociate lexical influences on production from lexical processing during integration from lexical processing during phonetic categorization. We wanted a test of this question that would be more sensitive than simply comparing identification rates between syllable and word blocks. Two studies provide key insight into how we will conduct this test. First, Allen and Miller (2001) assessed how different types of contexts (i.e. speaking rate & lexical) influenced the goodness ratings of items from an auditory /p/ to /b/ continuum. Consistent with prior work, these researchers found that goodness ratings of the continuum items corresponded to each items’ proximity to the phonetic boundary (proximity to the center of the continuum; see Figure 3.5a) with items on the phonetic boundary receiving the lowest goodness ratings. These researchers report an important finding: some contexts (e.g. lexical) were found to primarily influence the goodness rating of items that previously had low goodness ratings. These items were generally those along the phonetic boundary on the continuum (see Figure 3.5b) and the change in goodness rating corresponded with the contextually determined phonetic category. That is, the phonetic categorization process changed only the goodness ratings of continuum items around the phonetic
boundary. Unambiguous items further from the boundary were less prone to change from their initial goodness ratings.

This pattern contrasts with the effects of other types of contexts (e.g. speaking rate), which changed goodness ratings of most continuum items, irrespective of their proximity to the phonetic boundary (see Figure 3.5c). These latter contexts were assumed to affect feature integration, as opposed to simple phonetic categorization. Thus, the different patterns of goodness ratings were interpreted as reflecting different points of processing.

In a related study, Brancazio et al., (2003) also measured goodness ratings along an auditory /b/-/p/ continuum. These authors found that visual context also shifted the goodness ratings across most of the items on the continuum; a pattern very similar to what Allen and Miller (2001) attributed to effects on feature integration. On the basis of the results reported by Brancazio and his colleagues (2003), it seems that information processed by multisensory integration should produce the similar broad shifts in goodness ratings across items of varying distance from the phonetic boundary.

In short, these studies offer two findings relevant to the present investigation. First, they show that a percept’s proximity to a phonetic boundary can be inferred by the goodness rating the perceiver assigns it— with lower goodness rated items likely being closer to the phonetic boundary. Second, these studies suggest that the integration and (post-integration) phonetic categorization processes produce two contrasting changes to goodness rating: 1) integration changes the goodness ratings of all (or most) items while
2) *phonetic categorization* only changes the goodness ratings of lowest rated items/items near the phonetic boundary (see Figure 3.5).

While the stimuli used in Experiment 3 will not use a speech continuum, the variability of the McGurk effect across items suggests that we will find a range of goodness scores for our stimuli and these goodness scores can be used to infer proximity to that boundary (Brancazio & Miller, 2005; Brancazio, 2004; Rosenblum & Saldana, 1992). Experiment 3 will assess how the lexical information provided by word contexts interacts with the goodness rating of the McGurk items. *If lexical processing influences multisensory integration itself, then the word contexts should change the goodness ratings across a range of items not restricted to items with syllables near the phonetic boundary* (e.g. Figure 3.5c). Alternatively, *if lexical processing influences the post-integration, phonetic categorization phase, then word context will only change the goodness ratings of the items that had the lowest rated syllables*\textsuperscript{12} (e.g. Figure 3.5b).

**Method**

**Participants**

Twenty (15 female) native English speakers from the University of California, Riverside participated in Experiment 3. All participants reported having normal hearing and vision. All participants were compensated with course credit or $10.00 cash.

\textsuperscript{12} These predictions are derived from the work of Allen & Miller (2001). As described in the main text, these authors found that two types of contextual information, auditory and lexical, produce two different patterns of goodness score change. Lexical context produced a change that was concentrated to the lower rated items while auditory context produced a change across the entire range of goodness scores. That both patterns, change of the lowest only vs. change across the entire range, were found demonstrates that the goodness scoring was capable of showing both patterns. Thus the determinant of which pattern of change occurred was the cognitive process associated with the different context, not an artifact of the goodness scores themselves.
Materials

The stimuli included the syllables that were used in Experiment 2, as well as the words from which those syllables were excised. Recall, that in making those syllables, temporal alignment adjustments were made, to ensure McGurk effects with the syllables. The McGurk word stimuli used in Experiment 3 were re-adjusted to retain the temporal adjustments made to the syllables (and thus, while derived from the same stimuli, are qualitatively different from the McGurk word items of Experiment 1). This will allow for a more direct comparison of McGurk effects between syllables and the words they were extracted from.

Procedure

The procedure for Experiment 3 was identical to the procedure for Experiment 2, the only difference being that Experiment 3 also included a block of 57 McGurk words (corresponding to the 57 McGurk syllables of the preceding block) which was presented immediately following the syllable block.

Results

McGurk Rates

We began our analysis by tabulating the proportion of subject responses that indicated auditory, visual, or fusion percepts for both McGurk syllable and word items (See Table 3.7). Within the syllables, there were robust McGurk effects, with significantly fewer auditory identifications \( M = .191, SE = .023 \) than visual stimulus identifications \( M = .474, SE = .033; t[50]=6.011, p < .001, r = .626 \). Identification of the
syllable that corresponded to the fusion words was rare \((M = .117, SE = .020)\), and overall, occurred (infrequently) for only 27 of the 57 items.

Within the words, a similar pattern was found; visual identifications were the most common \((M = .54, SE = .038)\), while auditory identifications were less common \((M = .213, SE = .028)\). Also like the syllables, the visual identifications were significantly more common than the auditory \((t[50] = 5.703, p < .001, r = .606)\) identifications. Fusions were again the most rare \((M = .113, SE = .022)\), and occurred for only 29 of the 57 items. It is interesting to note that relative to Experiment 1, there seems to be a shift towards increased visual identifications and decreased auditory identifications for the words, with no change in the rate of fusion identifications; this is likely attributed to the temporal alignment edits applied to the current stimuli.

**Goodness Ratings**

Auditory and visual identifications of the syllable stimuli corresponded to comparable goodness ratings (auditory: \(M = 2.707, SE = .126\); visual: \(M = 2.727, SE = .096\); see Table 3.7). Fusion type responses tended to have lower goodness ratings \((M = 1.437, SE = .151)\). Among the words, there was a general trend of improved goodness ratings with the visual identifications being the “most good” \((M = 3.837, SE = .062)\), followed by the auditory \((M = 3.545, SE = .118)\), and then the fusion \((M = 2.002, SE = .136)\) identifications.

**Lexical Influences on McGurk Effects in Syllables**

We began by using McGurk success (vs. failure/auditory identification) for the syllable block as the outcome, and subject and item as the random intercepts. In two
separate analyses we replicate our results from Experiment 2, finding that the McGurk effect in syllables was predicted by the interaction between auditory and visual word frequencies (see Table 3.8), but not the lexical frequency of the fusion word ($\beta = -0.014$, $SE = .149$, $z = .094$, $p = .925$).

**Lexical Influences on McGurk Effects in Words**

Again using subject and item as random intercepts, we found significant effects of auditory ($\beta = 2.077$, $SE = .685$, $z = 3.032$, $p = .002$) and visual ($\beta = 2.153$, $SE = .709$, $z = 3.038$, $p = .002$) word frequencies, as well as their interaction ($\beta = -3.744$, $SE = .229$, $z = -3.250$, $p = .001$), for predicting the auditory identifications of McGurk words (i.e. “McGurk failures”). These results replicate our findings from Experiment 1\(^\text{13}\). This fact is notable as these stimuli were re-edited (audio-visually realigned) and therefore subtly different from the stimuli of Experiment 1. Importantly, in light of the similar findings from Experiment 2, it seems possible that this interaction between auditory and visual word frequency is not the result of lexical processing, but of lexical influences on production.

**Does Speech Production Mediate the Word Identification Auditory and Visual Lexical Frequency Interaction?**

Tests were conducted to examine if the current word identifications show an interaction between auditory and visual lexical frequency as a result of: 1) lexical

---

\(^{13}\) We also investigated the effect of fusion word lexical frequency on the McGurk effect in words. We failed to find an effect of fusion word lexical frequency ($\beta = .047$, $SE = .178$, $z = .265$, $p = .791$). When we added McGurk rate from the syllables we found no interaction ($\beta = -.067$, $SE = .189$, $z = -.352$, $p = .725$). However, consistent with the implications of the above correlation analyses, and the results of Experiment 1, we did find that the lexical frequency of fusion words predicted the occurrence specifically of fusion McGurks in the words ($\beta = 1.140$, $SE = .238$, $z = 4.783$, $p = .001$).
influences on production (as was found in Experiment 2); or 2) influences during integration. For this purpose, we tested the effect of syllable McGurk rate on word McGurk rates. We first ran an analysis using McGurk success for syllables as a fixed effect, and found it to be a significant predictor of McGurk word success ($\beta = 1.671, SE = .001, z = 1758.5, p < .001$).

We next added fixed effects for the lexical frequency of auditory and visual words, as well as their interaction. From this analysis we found significant effects of lexical frequency (Audio: $\beta = 1.813, SE = .754, z = 2.404, p = .016$; Visual: $\beta = 2.133, SE = .800, z = 2.667, p = .007$; Interaction: $\beta = -.744, SE = .259, z = -2.878, p = .004$); but not for the syllable identification ($\beta = 2.17, SE = 2.244, z = .967, p < .334$; 3-way interaction: $\beta = .206, SE = .252, z = .414, p = .414$; both 2-way interactions with frequency had $p > .4$).

This outcome suggests that lexical frequency may have an effect on word identification that is not accounted for by the integration of the syllables, as such.

There are two possible explanations for these results. First, this might indicate lexical processing during perception. This processing could reflect lexical effects during either the integration or phonetic categorization phases. Alternatively, this outcome could be another effect of speech production. We found evidence, both in the current experiment and Experiment 2, that lexical frequency effects on speech production influence speech perception in syllables. It is unlikely that these production effects are limited to influencing the perception of just the initial syllables. Whatever influence lexical frequency effects on production have on the perception of the word-initial syllables is also likely present in the segments following those initial syllables. In short,
this outcome poses many of the same questions that were raised during the analysis of Experiment 1.

**Does Lexical Processing Take Place During Phonetic Categorization?**

As stated, we are considering three points during speech perception that lexical information could influence identification: the production of speech stimuli, the integration of cross-sensory information, and categorization of the post-integrated output. Distinguishing which of these stages produces lexical effects could be illuminated by an analysis of goodness ratings (see above discussion).

We ran an analysis with word ratings being predicted by fixed effects for syllable goodness rating (1-5), syllable identification (auditory, visual, fusion word consistent, & “other”), word identification (auditory, visual, fusion word consistent, & “other”), and fusion lexical frequency. To control for the effects of lexical frequency on speech production, in addition to subject and item, we also included auditory and visual word frequencies as random intercepts. Consistent with our prediction, we found a significant interaction between our four fixed effects ($\beta = 6.794$, $SE = 2.611$, $t = 2.602$, $p = .01$) specifically for syllables that were rated as a 1 out of 5, indicating proximity to the phonetic boundary.

Interestingly, this interaction occurred specifically for items that were identified as something other than auditory/visual/fusion word initial segment during the syllable block but identified as fusion words during the word block. This interaction indicates, that when integration forms an ambiguous phonetic output, lexical frequency will guide the ultimate phonetic identification. This result converges with our general finding that
fusion word frequency is predictive of fusion word identifications (Experiment 1 & the current experiment). Together, these findings suggest that lexical influences occur at a post-integration stage of processing.

**Are There Effects of Auditory and Visual Word Frequency During Integration?**

Above we discussed how we continue to find an interaction between auditory and visual word frequency even when controlling for syllable identification. We noted that this could be because of lexical effects on production that are not accounted for by syllable identification, or because of lexical processing during perception.

To address this question we ran an analysis using syllable rating, syllable identification, word identification, and auditory and visual lexical frequency as fixed effects predicting word rating. Random intercepts were set for subject, item, and the lexical frequency of fusion words. This analysis returned two significant interactions indicating that the interaction between auditory and visual word lexical frequency predicted the goodness ratings of non-auditory/visual/fusion words for syllables with non-auditory/visual/fusion syllable identifications that were rated as a 3 out of 5 ($\beta = -3.227, SE = 1.573, t = -2.051, p = .041$) and a 4 out of 5 ($\beta = -52.69, SE = 23.144, t = -2.277, p = .023$) which is depicted in Figure 3.6.

These two interactions contrast with what we found for fusion word frequency in two important ways. First, where lexical frequency of fusion words interacted with the lowest rated syllables, here we see that the audio-visual lexical frequency interaction was
found for two intermediate rated syllables, a pattern more similar to what we would predict for effects during the integration phase of perception.

Second, where the interaction of fusion word frequency coincided with a change of identifications between syllables and words, to form fusion word identifications, here the interaction with lexical frequency did not produce word percepts. This pattern is difficult to attribute to lexical “processing” at any stage of perception; after all lexical processing should correspond with word recovery. Based on this latter observation, we suggest that it is possible that these effects reflect the lexical effects on production noted from Experiment 2.

**Discussion**

Experiment 3 expands on the findings of Experiments 1 and 2. Recall that a key finding from Experiment 1 was the predictive value of the interaction between auditory and visual word frequencies on word identifications. The results of that experiment were ambiguous concerning whether lexical influences occurred during and/or following multisensory integration. The results of Experiment 2 suggested a third interpretation for Experiment 1. It may be that the influence of lexical information on word identification is attributable, in part, to lexical effects on speech *production*.

The most important finding from Experiment 3 is the four-way interaction between syllable McGurk effect, syllable goodness rating, lexical frequency of visual words, and the lexical frequency of the auditory words. This interaction replicates the finding reported above that McGurk effects are predicted by the interaction between auditory and visual lexical frequencies. However, this analysis localizes that effect to
items that were not identified as either the auditory or visual word, or even fusion words. That lexical processing during perception should promote the identification of words, this finding indicates that the interaction between auditory and visual lexical frequencies is not driven by a perceptual process, and is likely related to lexical effects on speech production.

In contrast, our analysis with fusion word lexical frequency shows that lexical information (word contexts) only changed the goodness ratings of items whose syllables were near the phonetic boundary; a pattern indicative of a post-feature integration/post multisensory integration, phonetic categorization process (Brancazio et al., 2003). In conjunction with our results for the auditory and visual word interaction effects noted above, Experiment 3 offers evidence in support of theories that assume lexical information influences categorization, but not integration (e.g. Norris et al., 2003).

**General Discussion**

In a series of three experiments we investigated how lexical information influences multisensory speech perception. We consider three points during speech perception that have the potential to be influenced by lexical information: during speech production, during multisensory integration, and (or) during phonetic categorization (post integration). It is unlikely that these points during speech perception are discrete and insulated from one another. It is certainly possible that these processes occur in parallel and interact with one another as is assumed by many computational and cascading activation models. However, while there are many such accounts of lexical processing (e.g. McClelland, 2015; McClelland & Elman, 1986; Norris, McQueen, & Cutler, 2000)
and for multisensory integration (e.g. Yuhas, Goldstein, Sejnowski, & Jenkins, 1990; Jantvik, Gustafsson, & Paplinski, 2011; Rahmani, Almasgani, & Syyedsalehi, 2018) few, if any, accounts discuss how lexical and multisensory information might interact. In the absence of such a comprehensive account, these three points during speech perception were useful for formulating the questions that motivated this research.

Across all of our experiments there were two consistent findings: 1) auditory speech identifications were best predicted by the interaction between auditory and visual lexical frequency and 2) fusion word identifications were best predicted by fusion word lexical frequency. In the following paragraphs we will discuss how these findings inform us about the locus of lexical processing in multisensory speech perception.

The results of Experiment 2 and Experiment 3 both support an account in which lexical information influences multisensory speech perception by affecting speech production. Briefly, both of these experiments found the interaction between auditory and visual lexical frequency in the identification of syllables that had been extracted from words. Being only syllables, these stimuli could not support lexical processing by the perceiver. Thus this interaction suggests that lexical effects on speech production (e.g. Pluymaekers et al., 2005) are responsible. This conclusion has substantial implications. Methodologically, this finding suggests that future investigations of McGurk effects with words should control for these speech production effects. Theoretically, this finding suggests that accounts for multisensory speech processing should consider the effect of lexical context in both the perceiver who processes the speech and also the talker who produces it.
The results of Experiment 1 and Experiment 3, with McGurk word stimuli both find that fusion word frequency predicts fusion word identifications. As fusion words are not present in the sensory input, this finding indicates that some lexical processing occurs post multisensory integration. That fusion word lexical frequency does not interact with the effects of auditory and visual lexical frequency indicates that the processing of these fusion words does not occur during integration. This conclusion is also consistent with the results of our analysis of the goodness scores using the fixed effect of fusion word frequency. This analysis showed that lexical frequency only affected words with ambiguous syllables, an effect that is predicted by a lexical processing during a post integration phonetic categorization process (i.e. see Allen & Miller, 2001).

Finally, we must consider the evidence for lexical processing during integration. Initially, the interaction between auditory and visual word frequencies predicting auditory and visual word identifications was considered evidence for lexical processing during integration. However, by finding this same audio-visual lexical frequency interaction in the identification of syllables in Experiment 2 (and Experiment 3) suggested that at least part of this effect preceded integration. Finally, in Experiment 3, we analyzed the change in goodness scores between syllables and words. The work of Brancazio et al., (2003) suggested that processing during multisensory integration would produce a broad change in goodness scores.

The interaction between auditory and visual lexical frequency produced significant effects for 2 out of the 5 levels of goodness rating. The prediction of a ‘processing during integration’ hypothesis would be for interactions across all/most
sylable goodness ratings. As such, while this analysis is more consistent with processing during integration than was the analysis with fusion word frequencies, it still fell quite short of the predicted effect. As such, it should only be interpreted with caution.

Interestingly, this interaction was not associated with auditory and visual word identifications. It is unlikely that lexical processing would produce a bias towards nonwords. Thus it seems that the interaction between auditory and visual lexical frequency, while likely localized to the integration stage, is attributed to the lexical effects on production rather than lexical processing by the perceiver.

We should consider the possibility that the interaction we found in the goodness scores analysis is spurious. It is possible that that interaction reflects something idiosyncratic to goodness scores. It is also possible that we would find different results if we included fusion word lexical frequencies. As fusion word processing occurs post integration, it is conceivable that it would interact with auditory or visual lexical frequency for syllables that were identified as ambiguous with the auditory (or visual) item and the fusion item. However, when we added this term to the analysis, the model failed to converge; likely as a result of too many factors being applied to too few observations.

Ultimately, additional work is needed to understand the goodness scores analysis interactions. However, that the effects with the identification analyses are consistent across all three experiments makes us confident in the conclusions we drew from those analyses. The limitations on the analysis of the goodness scores demands follow up, but do not undermine the conclusions drawn on the basis of the other analyses.
A final limitation worth noting is that this investigation relied on McGurk stimuli. Such stimuli, by design, have incongruent audio-visual structuring. The unnaturalness of these stimuli imposes limitations on the current study, and indeed of most studies of multisensory perception that rely on the McGurk effect (see Alsius et al., 2018 for a review). However, the use of McGurk stimuli allowed the current investigation to compare the lexical processing of auditory and visual stimuli, the benefit of which outweighs these limitations.

**Implications For Theories Of Speech Perception**

This investigation was, in large part, motivated by the work of Brancazio (2004). Recall that Brancazio (2004) found that there was a bias for participants to identify words from audio word/nonword + visual word/nonword McGurks. He discussed the implications of his results for theories of speech perception including TRACE (McClelland & Elman, 1986) and Merge (Norris, McQueen, & Cutler, 2000) and here we extend that discussion to our own results. Neither Merge or TRACE are models of multisensory perception and for that reason we will also discuss the implications of our results for a prominent theory of multisensory perception, the amodal account. We will also address two other more recent theories that address the interaction of multisensory and lexical processing (Samuel & Lieblich, 2014; Ostrand et al., 2016).

For the amodal account the first stage in the perceptual process is the integration stage. It is assumed that this stage is insulated from all higher level processes, such as lexical processing. For the amodal account, integration is less a cognitive “process” than a result of the congruent structure of the sensory input (Fowler 2004; see also Rosenblum...
et al., 2016 for a review). As there is little to no assumed cognitive processing during integration, lexical influences on the McGurk effect should be limited to the categorization process and lexical influences on production. That we find effects of speech production but fail to find evidence for lexical processing during integration is consistent with the predictions of this account.

Not being a theory of multisensory speech, Merge does not make specific predictions about integration. However, Merge does offer an explanation for how low level speech information and higher order lexical information can “merge” to inform phoneme identification (Norris et al., 2000). Under this account, both low-level speech information and top-down lexical information feed into a phoneme decision process. An explicit feature of the Merge account is that lexical information can influence phoneme identification though this decision process, but that lexical information does not feedback to change the phenomenological experience of the lower level speech units. That is, lexical information will change what category a poor phonetic exemplar is assigned to, but will not make that segment sound like a better exemplar. In this respect, Merge perfectly predicts the results of our analysis of fusion word frequency on word goodness scores; lexical information only affected the categorization.

TRACE is a spreading activation model of speech perception with three levels of processing; featural, phonemic, and lexical (McClelland & Elman, 1986; McClelland et al., 2006). Under this framework (and other cascading activation accounts) activation levels are assumed to be related to lexical factors such as lexical frequency (e.g. McClelland & Rumelhart, 1981). In TRACE, higher level units are activated by the
support from lower level units (e.g. activation of features leads to the activation of associated phonemes), but these higher level units can feedback to bolster the activation of associated lower level units and dampen the activation of competing lower level units. In this way, TRACE holds that lexical processing should feedback to influence the phenomenological experience of segments within word contexts; a contrast to the assumptions of Merge. However, none of our analyses suggest that there was feedback from lexical processes to the integration phase; we find no clear support for TRACE. This may be a result of TRACE not being intended to account for audio-visual speech perception. Other cascading activation computational accounts have been put forward for audio-visual integration (Yuhas et al., 1990; Jantvik et al., 2011; Rahmani et al., 2018) and how these accounts might incorporate effects of lexical factors, such as lexical frequency should be considered in future work.

Recently it has been proposed that multisensory perception and lexical processing are dissociable. Samuel and Lieblich (2014; see also Baart & Samuel, 2015) argue that lexical processing is driven by auditory speech and operates independent of multisensory perception. Similarly, Ostrand et al., (2016) has proposed that lexical processing commences prior to the completion of multisensory integration, and is thus driven, initially, by the unintegrated auditory information.

Thus these two accounts both assume: 1) that lexical processing is preferential to auditory information, and 2) that lexical processing should be independent of multisensory integration. That across all three experiments presented here we only found effects of auditory word frequency through its interaction with visual word frequency,
challenges the primacy of auditory information in speech processing assumed by both of these accounts. Moreover, the fact that this interaction appears to be driven by speech production, not processing from the perceiver is a further challenge to these accounts. Based on the results of the experiments here, namely the reliable effect of fusion word frequency, it seems that lexical processing occurs after integration and on the integrated output. This conclusion directly challenges both the Ostrand et al., (2016) and the Samuel and Lieblich (2014) accounts (see also the dissertation general discussion section).

It is worth noting that many of these results can be accounted for by probabilistic models that assume perception is determined by Bayesian causal inference about the environmental causes of sensory inputs. Such accounts have been offered for lexical influences (e.g. Norris & McQueen, 2008; McClelland, 2013) and for multisensory influences on speech perception (e.g. Magnotti & Beauchamp, 2015; 2017; Magnotti, Smith, Salinas, Mays, Zhu, Beauchamp, 2018; see also Shams, 2012 for a non-speech account). Under these accounts, perceptions are determined by combining the probability that a given sensory input corresponds to a particular cause with the probability of that cause given the perceivers prior knowledge (See Shams, 2012). Often the probabilities associated with sensory inputs are assumed to be consistent with confusability of speech segments (e.g. how often a ‘ba’ is mis-identified as a ‘da’) in auditory and visual modalities (e.g. Magnotti & Beauchamp, 2017). Under the lexical accounts, prior knowledge is assumed to be quantifiable by factors such as lexical and syllable frequency (e.g. Norris & McQueen, 2008).
These accounts generally hold that higher frequency words have larger priors and thus perception is more likely to be of higher frequency words, which as noted above, is not always the case in our results. However, this might be because our analyses did not control for syllable frequency, a possibility that will need to be explored in future work. It is also worth noting that none of these accounts (to our knowledge) incorporate both interactions between auditory and visual sensory inputs with lexically correlated prior knowledge and these interactions could be key to understanding our present results under a Bayesian framework. Thus the present results, while not readily consistent with current probabilistic accounts, could be integrated with modest extensions of existing models.

In conclusion, in a series of three experiments we investigated when during multisensory speech identification is lexical information processed. We found influences of lexical context on the identification of isolated syllables, which is attributable to lexical effects on the speech production process. Such effects are not only theoretically interesting, but methodologically important for future investigations of lexical effects on perception. We also found evidence for lexical effects on phonetic categorization; an effect that, unlike the effects on production, *can* be attributed to lexical *processing* from the perceiver. However, we were unable to find evidence of lexical processing during multisensory integration; the stage of speech perception responsible for merging cross-sensory inputs does not seem to *process* lexical information even if it is sensitive to the influences of that information on the inputs being merged.
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<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Audio</th>
<th>Video</th>
<th>Audio</th>
<th>Visual</th>
<th>Top Fusion</th>
<th>Other Fusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bury</td>
<td>Very</td>
<td>0.20</td>
<td>0.40</td>
<td>'F' (0.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Banish</td>
<td>Vanish</td>
<td>0.12</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ban</td>
<td>Van</td>
<td>0.07</td>
<td>0.67</td>
<td>'F' (0.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballad</td>
<td>Valid</td>
<td>0.17</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballet</td>
<td>Valet</td>
<td>0.27</td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bail</td>
<td>Vial</td>
<td>0.00</td>
<td>0.50</td>
<td>'F' (0.47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bane</td>
<td>Vain</td>
<td>0.07</td>
<td>0.78</td>
<td>'F' (0.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pug</td>
<td>Tug</td>
<td>0.22</td>
<td>0.39</td>
<td>'H' (0.36)</td>
<td>'Th' (0.03)</td>
<td></td>
</tr>
<tr>
<td>Pot</td>
<td>Tot</td>
<td>0.05</td>
<td>0.72</td>
<td>'C' (0.15)</td>
<td>'Th' (0.05)</td>
<td>'H' (0.03)</td>
</tr>
<tr>
<td>Pole</td>
<td>Toll</td>
<td>0.15</td>
<td>0.78</td>
<td>'C' (0.03)</td>
<td>'W' (0.02)</td>
<td></td>
</tr>
<tr>
<td>Pie</td>
<td>Tie</td>
<td>0.17</td>
<td>0.68</td>
<td>'Th' (0.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pest</td>
<td>Test</td>
<td>0.08</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part</td>
<td>Tart</td>
<td>0.22</td>
<td>0.73</td>
<td>'Th' (0.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pad</td>
<td>Tad</td>
<td>0.12</td>
<td>0.80</td>
<td>'Th' (0.05)</td>
<td>'H' (0.02)</td>
<td>'A' (0.02)</td>
</tr>
<tr>
<td>Mode</td>
<td>Node</td>
<td>0.27</td>
<td>0.62</td>
<td>'L' (0.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mob</td>
<td>Knob</td>
<td>0.52</td>
<td>0.47</td>
<td>'O' (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mix</td>
<td>Nix</td>
<td>0.23</td>
<td>0.77</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mine</td>
<td>Nine</td>
<td>0.67</td>
<td>0.28</td>
<td>'L' (0.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mill</td>
<td>Nil</td>
<td>0.43</td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Might</td>
<td>Night</td>
<td>0.60</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mice</td>
<td>Nice</td>
<td>0.65</td>
<td>0.30</td>
<td>'L' (0.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Map</td>
<td>Nap</td>
<td>0.03</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maim</td>
<td>Name</td>
<td>0.08</td>
<td>0.90</td>
<td>'A' (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mail</td>
<td>Nail</td>
<td>0.17</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Me</td>
<td>KNee</td>
<td>0.13</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primp</td>
<td>Crimp</td>
<td>0.87</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pod</td>
<td>Cod</td>
<td>0.25</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buy</td>
<td>Guy</td>
<td>0.63</td>
<td>0.00</td>
<td>'Th' (0.3)</td>
<td>'D' (0.03)</td>
<td>'i' (0.02)</td>
</tr>
<tr>
<td>Butt</td>
<td>Gut</td>
<td>0.78</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bun</td>
<td>Gun</td>
<td>0.80</td>
<td>0.00</td>
<td>'D' (0.05)</td>
<td>'F' (0.02)</td>
<td></td>
</tr>
<tr>
<td>Bun</td>
<td>Gum</td>
<td>0.62</td>
<td>0.00</td>
<td>'Th' (0.38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bore</td>
<td>Gore</td>
<td>0.18</td>
<td>0.07</td>
<td>'Th' (0.52)</td>
<td>'d' (0.18)</td>
<td>'t' (0.05)</td>
</tr>
<tr>
<td>Bill</td>
<td>Dill</td>
<td>0.42</td>
<td>0.25</td>
<td>'T' (0.03)</td>
<td>'F' (0.02)</td>
<td></td>
</tr>
<tr>
<td>Bid</td>
<td>Did</td>
<td>0.43</td>
<td>0.35</td>
<td>'H' (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bet</td>
<td>Debt</td>
<td>0.37</td>
<td>0.28</td>
<td>'V' (0.07)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bell</td>
<td>Dell</td>
<td>0.52</td>
<td>0.18</td>
<td>'T' (0.05)</td>
<td>'F' (0.02)</td>
<td></td>
</tr>
<tr>
<td>Beer</td>
<td>Dear</td>
<td>0.58</td>
<td>0.20</td>
<td>'F' (0.03)</td>
<td>'T' (0.02)</td>
<td>'F' (0.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bean</td>
<td>Dean</td>
<td>0.42</td>
<td>0.25</td>
<td>'F' (0.13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bead</td>
<td>Deed</td>
<td>0.28</td>
<td>0.22</td>
<td>'F' (0.13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bay</td>
<td>Day</td>
<td>0.35</td>
<td>0.03</td>
<td>'Th' (0.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>Dank</td>
<td>0.27</td>
<td>0.02</td>
<td>'Th' (0.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bait</td>
<td>Date</td>
<td>0.38</td>
<td>0.23</td>
<td>'F' (0.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bad</td>
<td>Dad</td>
<td>0.47</td>
<td>0.08</td>
<td>'F' (0.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bowel</td>
<td>Vowel</td>
<td>0.07</td>
<td>0.75</td>
<td>'F' (0.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bow</td>
<td>Vow</td>
<td>0.12</td>
<td>0.78</td>
<td>'F' (0.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boat</td>
<td>Vote</td>
<td>0.15</td>
<td>0.83</td>
<td>'T' (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bolt</td>
<td>Volt</td>
<td>0.10</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bowl</td>
<td>Vole</td>
<td>0.33</td>
<td>0.50</td>
<td>'F' (0.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bile</td>
<td>Vial</td>
<td>0.00</td>
<td>0.83</td>
<td>'F' (0.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bigger</td>
<td>Vigor</td>
<td>0.35</td>
<td>0.42</td>
<td>'F' (0.23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buy</td>
<td>Vie</td>
<td>0.42</td>
<td>0.43</td>
<td>'P' (0.07)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net</td>
<td>Vet</td>
<td>0.08</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best</td>
<td>Vest</td>
<td>0.07</td>
<td>0.82</td>
<td>'F' (0.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burst</td>
<td>Versed</td>
<td>0.15</td>
<td>0.05</td>
<td>'F' (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bent</td>
<td>Vent</td>
<td>0.08</td>
<td>0.88</td>
<td>'F' (0.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bender</td>
<td>Vendor</td>
<td>0.10</td>
<td>0.78</td>
<td>'F' (0.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bending</td>
<td>Vending</td>
<td>0.22</td>
<td>0.75</td>
<td>'F' (0.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beer</td>
<td>Veer</td>
<td>0.08</td>
<td>0.17</td>
<td>'F' (0.73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bat</td>
<td>Vat</td>
<td>0.07</td>
<td>0.40</td>
<td>'F' (0.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base</td>
<td>Vase</td>
<td>0.07</td>
<td>0.60</td>
<td>'F' (0.33)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1 shows identification data for Experiment 1.
Table 3.2

Audio Perception = LF(Audio) * LF(Visual) + [(Subject) + (Item)]

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>SE</th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.600</td>
<td>0.262</td>
<td>61.753</td>
<td>2.292</td>
<td>0.0254</td>
</tr>
<tr>
<td>LF(A)</td>
<td>-0.176</td>
<td>0.088</td>
<td>59.561</td>
<td>-2.005</td>
<td>0.0495</td>
</tr>
<tr>
<td>LF(V)</td>
<td>-0.129</td>
<td>0.090</td>
<td>59.561</td>
<td>-1.419</td>
<td>0.161</td>
</tr>
<tr>
<td>LF(A)xLF(V)</td>
<td>0.0671</td>
<td>0.029</td>
<td>59.561</td>
<td>2.284</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Table 3.2 displays the results of the analysis of the effect of auditory and visual word frequency on auditory word identifications for Experiment 1.
Table 3.3 displays the results of the analyses of the effect of auditory and visual and fusion word frequency on auditory and visual word identifications for Experiment 1.

### Audio Perception

\[
\text{Audio Perception} = \text{LF(Audio)} \times \text{LF(Visual)} \times \text{LF(Fusion)} + [(\text{Subject}) + (\text{Item})]
\]

<table>
<thead>
<tr>
<th></th>
<th>(\beta)</th>
<th>SE</th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>1.102</td>
<td>1.08</td>
<td>38.661</td>
<td>1.021</td>
<td>0.314</td>
</tr>
<tr>
<td>LF(A)</td>
<td>-0.373</td>
<td>0.337</td>
<td>38.57</td>
<td>-1.106</td>
<td>0.276</td>
</tr>
<tr>
<td>LF(V)</td>
<td>-0.293</td>
<td>0.374</td>
<td>38.57</td>
<td>-0.782</td>
<td>0.439</td>
</tr>
<tr>
<td>LF(F)</td>
<td>-0.366</td>
<td>0.371</td>
<td>38.57</td>
<td>-0.985</td>
<td>0.331</td>
</tr>
<tr>
<td>LF(A) x LF(V)</td>
<td>0.121</td>
<td>0.113</td>
<td>38.57</td>
<td>1.063</td>
<td>0.294</td>
</tr>
<tr>
<td>LF(A) x LF(F)</td>
<td>0.126</td>
<td>0.116</td>
<td>38.57</td>
<td>1.084</td>
<td>0.285</td>
</tr>
<tr>
<td>LF(V) x LF(F)</td>
<td>0.108</td>
<td>0.129</td>
<td>38.57</td>
<td>0.836</td>
<td>0.408</td>
</tr>
<tr>
<td>LF(A) x LF(V) x LF(F)</td>
<td>-0.033</td>
<td>0.04</td>
<td>38.57</td>
<td>-0.837</td>
<td>0.408</td>
</tr>
</tbody>
</table>

### Visual Perception

\[
\text{Visual Perception} = \text{LF(Audio)} \times \text{LF(Visual)} \times \text{LF(Fusion)} + [(\text{Subject}) + (\text{Item})]
\]

<table>
<thead>
<tr>
<th></th>
<th>(\beta)</th>
<th>SE</th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-1.963</td>
<td>1.474</td>
<td>38.963</td>
<td>-1.332</td>
<td>0.1906</td>
</tr>
<tr>
<td>LF(A)</td>
<td>0.966</td>
<td>0.461</td>
<td>38.941</td>
<td>2.098</td>
<td>0.0425</td>
</tr>
<tr>
<td>LF(V)</td>
<td>1.009</td>
<td>0.511</td>
<td>38.941</td>
<td>1.974</td>
<td>0.0555</td>
</tr>
<tr>
<td>LF(F)</td>
<td>0.787</td>
<td>0.507</td>
<td>38.941</td>
<td>1.553</td>
<td>0.1285</td>
</tr>
<tr>
<td>LF(A) x LF(V)</td>
<td>-0.35</td>
<td>0.155</td>
<td>38.941</td>
<td>-2.259</td>
<td>0.0296</td>
</tr>
<tr>
<td>LF(A) x LF(F)</td>
<td>-0.301</td>
<td>0.159</td>
<td>38.941</td>
<td>-1.901</td>
<td>0.0647</td>
</tr>
<tr>
<td>LF(V) x LF(F)</td>
<td>-0.308</td>
<td>0.176</td>
<td>38.941</td>
<td>-1.745</td>
<td>0.0889</td>
</tr>
<tr>
<td>LF(A) x LF(V) x LF(F)</td>
<td>0.101</td>
<td>0.054</td>
<td>38.941</td>
<td>1.853</td>
<td>0.0715</td>
</tr>
</tbody>
</table>

Table 3.3 displays the results of the analyses of the effect of auditory and visual and fusion word frequency on auditory and visual word identifications for Experiment 1.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Audio</td>
<td>Visual</td>
<td>Fusion</td>
<td>CongA</td>
</tr>
<tr>
<td>Cod</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Crimp</td>
<td>0.89</td>
<td>0.00</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Dad</td>
<td>0.11</td>
<td>0.33</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Dank</td>
<td>0.22</td>
<td>0.44</td>
<td>0.22</td>
<td>1.00</td>
</tr>
<tr>
<td>Date</td>
<td>0.00</td>
<td>0.44</td>
<td>0.11</td>
<td>0.91</td>
</tr>
<tr>
<td>Day</td>
<td>0.00</td>
<td>0.67</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Dean</td>
<td>0.00</td>
<td>0.89</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Dear</td>
<td>0.22</td>
<td>0.56</td>
<td>0.11</td>
<td>0.91</td>
</tr>
<tr>
<td>Debt</td>
<td>0.00</td>
<td>0.56</td>
<td>0.00</td>
<td>0.82</td>
</tr>
<tr>
<td>Deed</td>
<td>0.00</td>
<td>0.78</td>
<td>0.11</td>
<td>1.00</td>
</tr>
<tr>
<td>Dell</td>
<td>0.11</td>
<td>0.44</td>
<td>0.44</td>
<td>0.91</td>
</tr>
<tr>
<td>Did</td>
<td>0.00</td>
<td>0.67</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Dill</td>
<td>0.11</td>
<td>0.78</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Gore</td>
<td>0.22</td>
<td>0.11</td>
<td>0.33</td>
<td>0.82</td>
</tr>
<tr>
<td>Gum</td>
<td>0.11</td>
<td>0.00</td>
<td>0.22</td>
<td>0.91</td>
</tr>
<tr>
<td>Gun</td>
<td>0.33</td>
<td>0.00</td>
<td>0.33</td>
<td>1.00</td>
</tr>
<tr>
<td>Gut</td>
<td>0.56</td>
<td>0.00</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Guy</td>
<td>0.44</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Knee</td>
<td>0.11</td>
<td>0.89</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Knob</td>
<td>0.56</td>
<td>0.33</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Nail</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Name</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Nap</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Nice</td>
<td>0.22</td>
<td>0.67</td>
<td>0.00</td>
<td>0.82</td>
</tr>
<tr>
<td>Word</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Night</td>
<td>0.33</td>
<td>0.56</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Nil</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Nine</td>
<td>0.56</td>
<td>0.44</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Nix</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Node</td>
<td>0.22</td>
<td>0.67</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Tad</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Tart</td>
<td>0.33</td>
<td>0.67</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Test</td>
<td>0.11</td>
<td>0.89</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Tie</td>
<td>0.11</td>
<td>0.89</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Toll</td>
<td>0.11</td>
<td>0.56</td>
<td>0.11</td>
<td>0.91</td>
</tr>
<tr>
<td>Tot</td>
<td>0.22</td>
<td>0.78</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Tug</td>
<td>0.44</td>
<td>0.56</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Vain</td>
<td>0.11</td>
<td>0.33</td>
<td>0.22</td>
<td>0.82</td>
</tr>
<tr>
<td>Valet</td>
<td>0.11</td>
<td>0.44</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Valid</td>
<td>0.33</td>
<td>0.44</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Van</td>
<td>0.22</td>
<td>0.33</td>
<td>0.33</td>
<td>0.91</td>
</tr>
<tr>
<td>Vanish</td>
<td>0.22</td>
<td>0.56</td>
<td>0.00</td>
<td>0.45</td>
</tr>
<tr>
<td>Vase</td>
<td>0.11</td>
<td>0.33</td>
<td>0.44</td>
<td>0.91</td>
</tr>
<tr>
<td>Vat</td>
<td>0.11</td>
<td>0.33</td>
<td>0.33</td>
<td>0.82</td>
</tr>
<tr>
<td>veil</td>
<td>0.22</td>
<td>0.11</td>
<td>0.56</td>
<td>0.82</td>
</tr>
<tr>
<td>Vending</td>
<td>0.22</td>
<td>0.44</td>
<td>0.11</td>
<td>0.91</td>
</tr>
<tr>
<td>Vendor</td>
<td>0.33</td>
<td>0.56</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Vent</td>
<td>0.11</td>
<td>0.44</td>
<td>0.22</td>
<td>1.00</td>
</tr>
<tr>
<td>Versed</td>
<td>0.22</td>
<td>0.56</td>
<td>0.22</td>
<td>1.00</td>
</tr>
<tr>
<td>Very</td>
<td>0.33</td>
<td>0.44</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Vest</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.73</td>
</tr>
<tr>
<td>Vial</td>
<td>0.22</td>
<td>0.33</td>
<td>0.33</td>
<td>1.00</td>
</tr>
<tr>
<td>Vigor</td>
<td>0.44</td>
<td>0.22</td>
<td>0.22</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Vole</td>
<td>0.11</td>
<td>0.56</td>
<td>0.33</td>
<td>1.00</td>
</tr>
<tr>
<td>Volt</td>
<td>0.22</td>
<td>0.67</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>Vote</td>
<td>0.11</td>
<td>0.56</td>
<td>0.11</td>
<td>0.82</td>
</tr>
<tr>
<td>Vow</td>
<td>0.22</td>
<td>0.44</td>
<td>0.22</td>
<td>0.91</td>
</tr>
<tr>
<td>Vowel</td>
<td>0.33</td>
<td>0.33</td>
<td>0.11</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 3.4 shows identification and goodness ratings for Experiment 2.
Table 3.5 displays the results of the multiple analyses of the effect of auditory and visual and fusion word frequency on auditory syllable identifications for Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>( \beta )</th>
<th>SE</th>
<th>( z )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>(-2.046)</td>
<td>(6.442)</td>
<td>(-0.318)</td>
<td>0.751</td>
</tr>
<tr>
<td>LF(A)</td>
<td>(-0.013)</td>
<td>(1.986)</td>
<td>(-0.007)</td>
<td>0.995</td>
</tr>
<tr>
<td>LF(V)</td>
<td>(0.867)</td>
<td>(2.369)</td>
<td>(0.366)</td>
<td>0.715</td>
</tr>
<tr>
<td>LF(F)</td>
<td>(1.070)</td>
<td>(2.256)</td>
<td>(0.474)</td>
<td>0.635</td>
</tr>
<tr>
<td>LF(A) x LF(V)</td>
<td>(-0.280)</td>
<td>(0.715)</td>
<td>(-0.392)</td>
<td>0.695</td>
</tr>
<tr>
<td>LF(A) x LF(F)</td>
<td>(-0.365)</td>
<td>(0.704)</td>
<td>(-0.519)</td>
<td>0.604</td>
</tr>
<tr>
<td>LF(V) x LF(F)</td>
<td>(-0.682)</td>
<td>(0.817)</td>
<td>(-0.835)</td>
<td>0.404</td>
</tr>
<tr>
<td>LF(A) x LF(V) x LF(F)</td>
<td>(0.237)</td>
<td>(0.252)</td>
<td>(0.939)</td>
<td>0.348</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Beta</th>
<th>SE</th>
<th>( z )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>(-2.041)</td>
<td>(0.523)</td>
<td>(-3.9)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>LF(F)</td>
<td>(0.058)</td>
<td>(0.153)</td>
<td>(0.381)</td>
<td>0.703</td>
</tr>
<tr>
<td>LF(A) x LF(V)</td>
<td>(0.560)</td>
<td>(0.089)</td>
<td>(6.327)</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Beta</th>
<th>SE</th>
<th>( z )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>(3.157)</td>
<td>(0.796)</td>
<td>(3.964)</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>LF(A)</td>
<td>(-1.791)</td>
<td>(0.271)</td>
<td>(-6.606)</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>LF(V)</td>
<td>(-1.542)</td>
<td>(0.274)</td>
<td>(-5.618)</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>LF(A) x LF(V)</td>
<td>(0.560)</td>
<td>(0.089)</td>
<td>(6.327)</td>
<td>&lt;.05</td>
</tr>
</tbody>
</table>
Table 3.6a displays the results of the analysis of the effect of auditory and visual fusion word frequency on auditory syllable goodness scores for Experiment 2.
Table 3.6b displays the results of the analysis of the effect of auditory and visual word frequency and congruent auditory and visual goodness ratings on auditory syllable goodness scores for Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>Beta</th>
<th>SE</th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-4.13E+01</td>
<td>2.00E+01</td>
<td>5.63E+01</td>
<td>-2.07</td>
<td>0.04307</td>
</tr>
<tr>
<td>CongA</td>
<td>1.58E+01</td>
<td>6.64E+00</td>
<td>5.63E+01</td>
<td>2.378</td>
<td>0.02083</td>
</tr>
<tr>
<td>CongV</td>
<td>1.42E+01</td>
<td>5.76E+00</td>
<td>5.63E+01</td>
<td>2.467</td>
<td>0.01668</td>
</tr>
<tr>
<td>LF(A)</td>
<td>1.40E+01</td>
<td>6.51E+00</td>
<td>5.63E+01</td>
<td>2.145</td>
<td>0.03629</td>
</tr>
<tr>
<td>LF(V)</td>
<td>2.01E+01</td>
<td>9.68E+00</td>
<td>5.63E+01</td>
<td>2.08</td>
<td>0.04206</td>
</tr>
<tr>
<td>CongA:CongV</td>
<td>-4.88E+00</td>
<td>1.87E+00</td>
<td>5.63E+01</td>
<td>-2.606</td>
<td>0.01169</td>
</tr>
<tr>
<td>CongA:LF(A)</td>
<td>-5.24E+00</td>
<td>2.21E+00</td>
<td>5.63E+01</td>
<td>-2.372</td>
<td>0.02112</td>
</tr>
<tr>
<td>CongV:LF(A)</td>
<td>-4.55E+00</td>
<td>1.84E+00</td>
<td>5.63E+01</td>
<td>-2.476</td>
<td>0.01633</td>
</tr>
<tr>
<td>CongA:LF(V)</td>
<td>-6.80E+00</td>
<td>3.23E+00</td>
<td>5.63E+01</td>
<td>-2.106</td>
<td>0.0397</td>
</tr>
<tr>
<td>CongV:LF(V)</td>
<td>-6.23E+00</td>
<td>2.58E+00</td>
<td>5.63E+01</td>
<td>-2.417</td>
<td>0.01892</td>
</tr>
<tr>
<td>LF(A):LF(V)</td>
<td>-6.63E+00</td>
<td>3.32E+00</td>
<td>5.63E+01</td>
<td>-1.995</td>
<td>0.0509</td>
</tr>
<tr>
<td>CongA:CongV:LF(A)</td>
<td>1.66E+00</td>
<td>6.13E-01</td>
<td>5.63E+01</td>
<td>2.709</td>
<td>0.00891</td>
</tr>
<tr>
<td>CongA:CongV:LF(V)</td>
<td>2.06E+00</td>
<td>8.43E-01</td>
<td>5.63E+01</td>
<td>2.444</td>
<td>0.01769</td>
</tr>
<tr>
<td>CongA:LF(A):LF(V)</td>
<td>2.34E+00</td>
<td>1.13E+00</td>
<td>5.63E+01</td>
<td>2.079</td>
<td>0.04223</td>
</tr>
<tr>
<td>CongV:LF(A):LF(V)</td>
<td>2.01E+00</td>
<td>8.49E-01</td>
<td>5.63E+01</td>
<td>2.37</td>
<td>0.02123</td>
</tr>
<tr>
<td>CongA:CongV:LF(A):LF(V)</td>
<td>-7.02E-01</td>
<td>2.86E-01</td>
<td>5.63E+01</td>
<td>-2.457</td>
<td>0.01712</td>
</tr>
</tbody>
</table>
Tables 3.6c and d displays the results of the analysis of the effect of auditory and visual word frequency and congruent auditory and visual goodness ratings on auditory syllable goodness scores for Experiment 2.

**Table 3.6c**

<table>
<thead>
<tr>
<th>Goodness Rating =LF(A)* Congruent Auditory rating *Congruent Visual rating +[(Subject)+(Item)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
</tr>
<tr>
<td>(Intercept)</td>
</tr>
<tr>
<td>CongA</td>
</tr>
<tr>
<td>CongV</td>
</tr>
<tr>
<td>LF(A)</td>
</tr>
<tr>
<td>CongA:CongV</td>
</tr>
<tr>
<td>CongA:LF(A)</td>
</tr>
<tr>
<td>CongV:LF(A)</td>
</tr>
<tr>
<td>CongA:CongV:LF(A)</td>
</tr>
</tbody>
</table>

**Table 3.6d**

<table>
<thead>
<tr>
<th>Goodness Rating =LF(V)*Congruent Auditory rating *Congruent Visual rating +[(Subject)+(Item)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
</tr>
<tr>
<td>(Intercept)</td>
</tr>
<tr>
<td>CongA</td>
</tr>
<tr>
<td>CongV</td>
</tr>
<tr>
<td>LF(V)</td>
</tr>
<tr>
<td>CongA:CongV</td>
</tr>
<tr>
<td>CongA:LF(V)</td>
</tr>
<tr>
<td>CongV:LF(V)</td>
</tr>
<tr>
<td>CongA:CongV:LF(V)</td>
</tr>
</tbody>
</table>
Table 3.7

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Audio</td>
<td>Visual</td>
<td>Fusion</td>
<td>Audio</td>
</tr>
<tr>
<td>Cod</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Crimp</td>
<td>0.95</td>
<td>0</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>Dad</td>
<td>0</td>
<td>0.4</td>
<td>0.1</td>
<td>0.25</td>
</tr>
<tr>
<td>Dank</td>
<td>0.1</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Date</td>
<td>0.2</td>
<td>0.45</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Day</td>
<td>0.15</td>
<td>0.4</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>Dean</td>
<td>0.05</td>
<td>0.55</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dear</td>
<td>0.1</td>
<td>0.6</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Debt</td>
<td>0</td>
<td>0.55</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Deed</td>
<td>0.1</td>
<td>0.45</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Dell</td>
<td>0.05</td>
<td>0.55</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>Did</td>
<td>0</td>
<td>0.65</td>
<td>0</td>
<td>0.15</td>
</tr>
<tr>
<td>Dill</td>
<td>0.1</td>
<td>0.5</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Gore</td>
<td>0.15</td>
<td>0.05</td>
<td>0.05</td>
<td>0.15</td>
</tr>
<tr>
<td>Gum</td>
<td>0.15</td>
<td>0</td>
<td>0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>Gun</td>
<td>0.35</td>
<td>0</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Gut</td>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>Guy</td>
<td>0.6</td>
<td>0</td>
<td>0.05</td>
<td>0.45</td>
</tr>
<tr>
<td>Knee</td>
<td>0.15</td>
<td>0.5</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Knob</td>
<td>0.55</td>
<td>0.4</td>
<td>0</td>
<td>0.65</td>
</tr>
<tr>
<td>Nail</td>
<td>0.1</td>
<td>0.85</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Name</td>
<td>0.1</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nap</td>
<td>0</td>
<td>0.95</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nice</td>
<td>0.4</td>
<td>0.55</td>
<td>0</td>
<td>0.45</td>
</tr>
<tr>
<td>Night</td>
<td>0.5</td>
<td>0.45</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>Nil</td>
<td>0.15</td>
<td>0.8</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>---</td>
<td>------</td>
</tr>
<tr>
<td>Nine</td>
<td>0.6</td>
<td>0.35</td>
<td>0</td>
<td>0.75</td>
</tr>
<tr>
<td>Nix</td>
<td>0.05</td>
<td>0.9</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Node</td>
<td>0.25</td>
<td>0.7</td>
<td>0</td>
<td>0.45</td>
</tr>
<tr>
<td>Tad</td>
<td>0.05</td>
<td>0.95</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Tart</td>
<td>0.15</td>
<td>0.85</td>
<td>0</td>
<td>0.35</td>
</tr>
<tr>
<td>Test</td>
<td>0.2</td>
<td>0.8</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Tie</td>
<td>0.3</td>
<td>0.6</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>Toll</td>
<td>0.25</td>
<td>0.7</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Tot</td>
<td>0.1</td>
<td>0.85</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Tug</td>
<td>0.5</td>
<td>0.35</td>
<td>0</td>
<td>0.65</td>
</tr>
<tr>
<td>Vain</td>
<td>0.05</td>
<td>0.35</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>Valet</td>
<td>0.1</td>
<td>0.65</td>
<td>0</td>
<td>0.35</td>
</tr>
<tr>
<td>Valid</td>
<td>0.05</td>
<td>0.5</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Van</td>
<td>0.1</td>
<td>0.35</td>
<td>0.35</td>
<td>0</td>
</tr>
<tr>
<td>Vanish</td>
<td>0.2</td>
<td>0.45</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Vase</td>
<td>0.05</td>
<td>0.5</td>
<td>0.3</td>
<td>0</td>
</tr>
<tr>
<td>Vat</td>
<td>0.15</td>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>veil</td>
<td>0.05</td>
<td>0.3</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>Vending</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.15</td>
</tr>
<tr>
<td>Vendor</td>
<td>0.2</td>
<td>0.45</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Vent</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.05</td>
</tr>
<tr>
<td>Versed</td>
<td>0.15</td>
<td>0.4</td>
<td>0.35</td>
<td>0.15</td>
</tr>
<tr>
<td>Very</td>
<td>0.15</td>
<td>0.6</td>
<td>0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>Vest</td>
<td>0.25</td>
<td>0.25</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>Vial</td>
<td>0.15</td>
<td>0.4</td>
<td>0.35</td>
<td>0.15</td>
</tr>
<tr>
<td>Vigor</td>
<td>0.25</td>
<td>0.45</td>
<td>0.3</td>
<td>0.35</td>
</tr>
<tr>
<td>Vole</td>
<td>0.15</td>
<td>0.35</td>
<td>0.45</td>
<td>0.15</td>
</tr>
</tbody>
</table>
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Table 3.7 shows identification and goodness ratings for Experiment 3.
Table 3.8 displays the results of the analysis of the effect of auditory and visual word frequency on auditory syllable identifications for Experiment 3.

<table>
<thead>
<tr>
<th>Term</th>
<th>β</th>
<th>SE</th>
<th>z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-3.397</td>
<td>1.6279</td>
<td>-2.076</td>
<td>0.03792</td>
</tr>
<tr>
<td>LF(A)</td>
<td>1.9376</td>
<td>0.5573</td>
<td>3.477</td>
<td>0.000507</td>
</tr>
<tr>
<td>LF(V)</td>
<td>1.7140</td>
<td>0.5571</td>
<td>3.077</td>
<td>0.002093</td>
</tr>
<tr>
<td>LF(A) x LF(V)</td>
<td>-0.61</td>
<td>0.1828</td>
<td>-3.338</td>
<td>0.000844</td>
</tr>
</tbody>
</table>
Figure 3.1 depicts the basic framework for understanding audio-visual speech identification; adapted from discussion provided by Brancazio (2004).
Figure 3.2 shows the relationship between auditory and visual word identification by auditory and visual word lexical frequency in Experiment 1.
Figure 3.3 depicts our addition to the Bracazio framework, adding a production stage indicated here by the illustrated face.
Figure 3.4 depicts the interaction between auditory and visual lexical frequency in producing the McGurk effect. In the main text this interaction is tested in a logit analysis with 1 = non-audio responses and 0 = audio-responses, here we show the effect as 1 minus the average non-audio identifications for each item for ease of reading.
Figure 3.5

Phonetic Identifications & Goodness Ratings

Predictions: Lexical Context Influences Phonetic Catagorization

Predictions: Lexical Context Influences Integration
Figure 3.5 illustrates the relationship between goodness ratings and the phonetic boundary (5a) and how effects during categorization (5b) and integration (5c) should influence the goodness scores and phonetic boundary.
Figure 3.6 shows the interaction between visual word (Panel A) and auditory word (Panel B) lexical frequency and the change in goodness rating between syllable and word blocks. Data points are item averages for items that were not identified as consistent with the auditory or visual (or fusion word) initial consonants during either the syllable and word blocks; these were the points which showed the interaction noted in the discussion. The trend lines in each panel show the items associated with high and low rated syllables. Using the high (syllable average > 2.5) vs. low distinction provides an approximation of the interaction centered on items with a 3-4 out of 5 goodness rating.
Discussion of Dissertation Findings

The results from this dissertation provide several findings relevant to our understanding of multisensory and lexical processes in speech perception. While each chapter in this dissertation addresses a different set of empirical findings, they share a common focus on localizing the effects of lexical information during speech processing relative to multisensory integration. In the following sections we will summarize the key findings and the conclusions drawn from each chapter, before discussing how all the results converge on a set of conclusions.

Chapter 1

Ostrand et al., (2016) reported semantic priming associated with McGurk primes was consistent with the auditory, but not the putatively perceived, component of that prime. From this finding, Ostrand et al., (2016) proposed that semantic processing of the auditory component of the McGurk prime began before multisensory integration completed. However, our investigation presented in Chapter 1 supports a very different conclusion; that semantic priming does in fact reflect the perceived, and visually influenced, component of the prime.

This conclusion is supported by three chief findings. First, the analysis of the lexical decision task showed that semantic priming was consistent with the visual component of the McGurk primes. As the primes used in this experiment were expected to produce more consistent McGurk effects than those used by Ostrand et al., (2016), the results of this experiment can be viewed as being more representative of the relationship
between perception and lexical processing. Second, an analysis of covariance on the McGurk items revealed an interaction between the size of the semantic priming effect and the strength of the McGurk effect for each item. Finally, the interaction found in the analysis of covariance was driven by a positive correlation between the rate of visual word identifications and the size of the priming effect to the McGurk visual word.

A final piece of evidence provided by Chapter 1 comes from a separate study that measured the identification rates for the McGurk words actually used by Ostrand et al., (2016) in their study. This experiment revealed that the McGurk items used by Ostrand et al., (2016) produced lower McGurk rates than did the McGurk items used in our experiment. Using the identification rates from these Ostrand et al., (2016) stimuli and the actual item-level semantic priming data from Ostrand et al., (2016), we found a positive correlation between McGurk rates and semantic priming. This correlation was found to be comparable to the one found for the McGurk stimuli used in our own study. It therefore appears that the results of Ostrand et al’s (2016) lexical decision task, like the lexical decision task of our own experiment, reflect semantic priming consistent with the perceived and visually-influenced word.

Chapter 2

Samuel and Lieblich (2014) discuss a series of studies that show how selective adaptation can be driven by lexical context illusions, such as the phonemic restoration effect (Warren, 1970; Samuel, 1997) and the Ganong effect (Ganong, 1980; Samuel, 2001; Samuel & Frost, 2015). They also discuss how selective adaptation is not influenced by multisensory illusions such as the McGurk effect (Roberts & Summerfield,
1981; Saldana & Rosenblum, 1994). From these results, these authors argue that speech supports two parallel processes. The first process is linguistic; this is the process that is assumed to drive selective adaptation, as well as any cognitive processes associated with the meaning of a speech segment. The second process is perceptual, and is assumed to determine only the phenomenological experience of a speech stimulus, but not interact at any point with the linguistic process.

In Chapter 2, we began by arguing that a more parsimonious explanation for the dissociation between selective adaptation from lexical and multisensory illusions is that only the multisensory illusions have implemented stimuli that include clear and conflicting auditory and visual speech information. The results presented in Chapter 2 show that when this crossmodal conflict is removed, multisensory context can in fact support selective adaptation. Moreover, across experiments, our results seem to suggest that in some ways, this multisensory selective adaptation effect is more robust than the selective adaptation effects associated with lexically-supported phonemic restoration. These results suggest that if selective adaptation does reflect processing of a fundamental and inherently linguistic process, then that process must be sensitive to multisensory information.

Chapter 3

Chapter 3 focuses on work done by Brancazio (2004) who studied lexical effects on the identification of McGurk words. The principal finding from this work is that McGurk effects are more common when they produce word, as opposed to nonword, identifications. In contrast to the studies addressed in chapters 1 and 2, the conclusions
offered by Brancazio (2004) are relatively agnostic; he discusses multiple interpretations of his data but admits that his results are inconclusive. However, Brancazio (2004) also provides an important framework for understanding when during speech processing lexical information might influence speech identification; during multisensory integration or during the phonetic categorization that follows integration.

The work presented in Chapter 3 expands on Brancazio’s (2004) work in three ways. First, Experiment 1 of this chapter demonstrates that, to an extent, the identification of McGurk words is predictable from their lexical frequency. This experiment found that the lexical frequency of both of the auditory and visual sensory inputs interact to predict the resulting identification. Second, Experiment 2 expands on the framework offered by Brancazio (2004), adding a stage for lexical influences on perception that takes place prior to multisensory integration, the production of to-be-perceived speech. The critical finding from Experiment 2 is that even when isolated from their word contexts, the identification of McGurk syllables are predictable from the lexical frequency of the words from which they were extracted. Finally, Experiment 3 of Chapter 3 compares the qualitative evaluations of McGurk identifications between syllables presented in isolation and in word contexts. The results of this comparison suggest that lexical processing influences the phonetic categorization, but not the integration, stage of multisensory speech perception.

**Conclusions**

Despite following different methodologies, the results of all three chapters presented in this dissertation converge in showing that lexical processing is sensitive to
the results of multisensory integration. In Chapter 1, semantic priming was consistent with either the auditory or visual channel of a McGurk stimulus, depending on how that stimulus was perceived. In Chapter 2, selective adaptation, which is generally accepted to reflect low level perceptual processing (e.g. see Samuel, 1986), was found to be consistent with multisensory information, even when lexical context failed to support adaptation. Finally, Chapter 3 shows that while lexical effects on speech production can affect multisensory integration, lexical processing during perception likely occurs after integration is complete. Taken together these results are consistent with theories of speech perception that assume multisensory integration occurs early and is independent of top-down processing.

The results of this dissertation also converge in supporting a ubiquity of multisensory integration. Across all of our experiments there was no instance in which lexical context, but not multisensory context, could support speech processing. Indeed, in Chapter 2 we found that multisensory context is more reliable than lexical context in some circumstances. This conclusion is consistent with theories that assume the multisensory nature of speech perception is supported by lawful informational correspondences in the multisensory stimuli.
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