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ABSTRACT OF THE DISSERTATION 

 

Dynamics of the Plant-Pathogen Interaction: 
Strategies for Bacterial Virulence and Coordinating 

the Plant Defense Response 
 
 

by 

 

Robert Houston Dowen III 

 

Doctor of Philosophy in Biomedical Sciences 

 

University of California, San Diego, 2009 

 

Professor Jack E. Dixon, Chair 

 

Using a myriad of genetic, biochemical, and cell biology based approaches, 

the interactions between pathogens and their hosts have been intensely examined 

since microbes were first described by Hooke and van Leeuwenhoek in the 17th 

century. Despite these efforts, the molecular mechanisms that underlie the basis of 

pathogenesis and host defense are still only partially unraveled. Our work has 

focused on the interaction between bacterial phytopathogens, specifically 

Pseudomonas syringae, and the reference plant Arabidopsis thaliana.  

Here, we examined the sub-cellular localization strategies utilized by a subset 

of P. syringae virulence factors, the AvrPphB-like family of type III effector proteins. 
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Remarkably, some members of the AvrPphB family of effector proteins utilize their 

own cysteine protease activities to direct their localization within the plant cell. We 

have demonstrated that, following delivery through the type III secretion system, 

these effectors undergo self-proteolytic processing to reveal a novel amino terminus 

containing consensus sites for eukaryotic fatty acylation. We show that these 

effectors hijack the eukaryotic acylation machinery to ensure lipid modification, and 

are consequently delivered to the host plasma membrane. Additionally, we found that 

acylation of AvrPphB by the host lipidation machinery is absolutely required for 

successful cleavage of its in planta substrate. Finally, we have demonstrated that 

additional AvrPphB family members, surprisingly, employ acylation-independent 

localization strategies. Nonetheless, these effectors also localize to the host plasma 

membrane, underscoring the plant plasma membrane as a critical site for type III 

effector function. 

In addition, we have also investigated specific aspects of the plant defense 

system. Although the signaling pathways that encode innate immunity against 

invading microbes have been well studied, epigenetic regulation of plant defenses 

through modification of heritable DNA methylation patterns represents an unexplored 

regulatory mechanism of plant defense. Here, we show that Arabidopsis mutants 

deficient in cytosine methyltranserase activity are markedly more resistant to P. 

syringae, a phenotype that strongly correlates with up-regulation of known plant 

defense genes. Remarkably, we have also demonstrated that wild-type plants utilize 

transgenerational memory of P. syringae infection to encode enhanced pathogen 

resistance in their progeny, a mechanism that requires the activity of the DRM1, 

DRM2, and CMT3 DNA methyltransferases. Furthermore, using high-throughput 

sequencing technology, we mapped methylcytosines across the genome of 
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Arabidopsis plants infected with P. syringae, and found multiple examples of 

pathogen-induced transient DNA methylation changes that correlate with 

transcriptional changes of proximal genes. Together, our results have revealed that 

cytosine methylation contributes to regulation of plant defense genes during infection, 

and that transient alterations in DNA methylation patterns may encode resistance to 

pathogens in subsequent generations. 

 



 

1 

CHAPTER 1 

Introduction 

 

Plants are constantly under attack from a wide spectrum of pest and pathogen 

species, including a variety of insects, viruses, oomycetes, fungi, bacteria, and 

nematodes. Disease or wounding that arises from infection can occur in a wide range 

of plant tissues, often leading to extraordinary agricultural losses each year. The 

interaction between model plants (Arabidopsis thaliana or tobacco, for example), as 

well as crop plants (maize, rice, tomato), and these pathogen species has recently 

become an intense arena for basic scientific research. The molecular interactions 

between the plant host and the pathogen have been difficult to dissect, however, 

several advancements in the phytopathogen field have underscored the complex and 

highly sophisticated mechanisms utilized the by the pathogen to propagate within the 

host and, in contrast, the elaborate plant defense response that is responsible for 

controlling these pests (1-3). 

One particular subdivision of phytopathogen research has focused on the 

interaction between Gram-negative bacterial pathogens and the plant host. The 

Pseudomonad family of Gammaproteobacteria includes a large number of plant 

pathogens, as well as symbiotic plant growth-promoting bacteria, that are often found 

in the surrounding soil. Bacterial phytopathogens including Pseudomonas syringae, 

Xanthomonas campestris, Erwinia amylovora, and Ralstonia solanacearum enter the 

plant through wounds or open pores (stomata and hydathodes) in the leaf tissue and 

propagate within the intracellular space (apoplast), but are not believed to invade and 

replicate within the plant cells, a phenomena that has been observed with a variety of 

mammalian bacterial pathogens (4,5). 
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In contrast to the mammalian innate immune system that utilizes specialized 

cells to defend against infection, all plant cells appear to be equally equipped to 

initiate an innate immune response, as well as generate systemic signals to warn 

neighboring cells or tissues of invading microbes. Despite a seemingly primitive 

defense system, most invading bacteria are rapidly detected by plant cell surface 

receptors that act as an initial non-specific surveillance system. Activation of these 

membrane-localized pattern-recognition receptors (PRRs) results in initiation of a 

basal defense response that efficiently restricts the growth of most invading microbes 

(6). 

Extracellular identification of invading bacteria by PRRs occurs through 

recognition of a variety of evolutionarily conserved nonspecific elicitors termed 

microbe-associated molecular patterns (MAMPs) that include bacterial cold-shock 

proteins, lipopolysacharides (LPS), and the bacterial flagellin structure (6). 

Interestingly, the potent mammalian pathogen Escherichia coli O157:H7 is unable to 

multiply or generate disease symptoms in the model plant Arabidopsis thaliana, and 

rapidly stimulates a characteristic set of MAMP-induced transcriptional changes, 

indicating a heavily conserved component of the bacterium is detected by the plant 

cell (7). 

Virulent bacterial pathogens, however, have evolved complex strategies to 

thwart the plant basal defense response. These phytopathogens, which include a 

wide variety of Pseudomonas syringae strains, utilize a type III secretion system 

(TTSS) to inject an arsenal of virulence factors (or effector proteins) into the 

cytoplasm of host cells (1,8). Effector proteins act in a coordinated, and likely 

redundant, fashion to suppress basal defense pathways, thereby rendering the plant 

susceptible to disease. One of the most intensely studied plant pathogens, 
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Pseudomonas syringae pv. tomato DC3000, secretes approximately 30 effector 

proteins into the plant cell and its host specificity is in part defined by this collection of 

effectors (9). Surprisingly, plant symbiots including a variety of Rhizobia and 

Bradyrhizobia species, as well as some Pseudomonas species (for example, 

Pseudomonas fluorescens), also employ a TTSS to deliver effectors into root cells 

during colonization, presumably to evade initial MAMP-induced defenses and escape 

clearance from the host (10). Although the molecular mechanisms underling effector 

action in the host cell are largely unknown, it has become clear that they are 

indispensable in promoting disease, as Pseudomonas syringae pv. tomato DC3000 

mutants lacking a functional TTSS lose virulence on a variety of hosts species (11). 

In contrast to susceptible plants, some plants are remarkably resistant to 

known pathogen species. These plants specifically recognize a pathogen strain and 

induce a sustained and potent defense response that includes induction of the 

Hypersensitive Response (HR, Martin et al. (2)). Bacterially-induced HR results in a 

localized programmed cell death response surrounding sites of infection and occurs 

coincidentally with pathogen growth restriction (12). Interestingly, as is the case for 

some fungal parasites, it appears that HR-induced cell death restricts nutrient 

availability from the feeding pathogen, thereby preventing spread of the organism to 

neighboring plant tissues (13). However, it currently remains unclear if HR plays an 

analogous role in restricting bacterial growth or whether this response is simply a 

byproduct of the anti-microbial conditions generated to combat infection. 

Interestingly, this specialized defense response, characterized by HR 

induction, results in activation of similar signaling pathways and transcriptional 

changes as observed during MAMP-induced defenses; however, the initiation 

mechanism, amplitude, and timing of this response differs dramatically from that of 
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basal defenses (14). Although the complex network of signaling molecules involved in 

HR are only beginning to be unraveled, it is clear that HR progression requires 

activation of plant disease resistance proteins (R proteins, encoded by R genes) that 

specifically recognize pathogen-derived elicitors (3). Bacterial effector proteins 

represent one such class of elicitors that can be monitored by the host R gene 

repertoire. The molecular mechanisms that result in activation of R gene-mediated 

defense have been an intense area of research and will be discussed further below. 

Remarkably, co-evolution of the host R genes and the bacterial effectors is an 

extremely dynamic process, representing an arms race that is dictated simply by the 

rate of evolution of each gene (14). Not surprisingly, some bacterial pathogens have 

evolved effector proteins that target downstream of R protein activation to inhibit HR 

and promote disease, illustrating the dynamic relationship that exists between the 

plant host and bacterial pathogen (15). 

 

The Bacterial Type III Secretion System 

Although many P. syringae species utilize multiple secretion systems (P. 

syringae pv. tomato DC3000 carries Type I-VI secretion systems), the type III 

secretion system is the only one that is essential for pathogenicity (11,16). The TTSS 

is encoded by a collection of hrp and hrc genes (~20 genes) that are almost always 

clustered with type III effector genes within specific genomic features termed 

pathogenicity islands, and not surprisingly, both classes of genes are transcriptionally 

regulated by common components (17,18). Interestingly, many of the conserved core 

components of the TTSS share striking sequence similarity to the flagella structure of 

Gram-negative bacteria and it is likely that the both systems share a common 

ancestral system (18,19).  
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The TTSS of most bacterial pathogens is composed of three major structural 

components, an anchor, a needle-like or pili structure, and a translocation complex, 

each of which are comprised of multiple types of proteins (18). The needle-like 

structure of Pseudomonas syringae, called a Hrp pilus, is extended, and likely 

decorated with cell wall-degrading harpins, in order to penetrate the cell wall of the 

plant cell. Amazingly, the protein that comprises the majority of the Hrp pilus 

structure, HrpA, shares very little sequence similarity to other HrpA-like proteins, even 

when compared to very closely related Psedomonas syringae strains. Evolutionary 

diversification of this widely used extracellular structure is likely an attempt to avoid a 

generalized recognition by the plant defense surveillance system (18). 

Physical interaction between the pathogen and host cell initiates signals, via a 

poorly understood mechanism, within the bacterium to induce transcription of 

structural and regulatory components of the TTSS, as well as several type III 

effectors. Although the mechanism by which phytopathogen type III effectors are 

delivered through the TTSS into the eukaryotic cell has been quite controversial, it is 

likely that these proteins remain in an unfolded or partially unfolded state through the 

action of effector-specific chaperones. Consistent with this hypothesis, the P. 

syringae pv. syringae 61 strain utilizes the ShcA protein chaperone to efficiently 

deliver the HopPsyA effector through the TTSS (20), and it is likely that additional 

effectors use similar strategies. Additionally, it has become apparent that effector 

proteins also utilize an embedded N-terminal signal sequence, which generally 

possess predictable biochemical patterns, to ensure recognition and subsequent 

delivery through the TTSS (21,22). A number of recent studies have probed the 

mechanism by which type III effector proteins are regulated in the bacteria and 

subsequently presented to the TTSS for secretion, and examination of this 
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component of molecular pathogenesis is essential for fully understanding the life 

cycle of these bacteria. 

 

Thwarting MAMP-Induced Defense Responses 

Perception of bacteria occurs at the plant cell surface by a collection of widely 

distributed membrane-associated receptors (PRRs) that monitor the surrounding 

environment for microbe-specific, evolutionary conserved molecules, or MAMPs (23). 

The best-characterized elicitor of MAMP defenses is the bacterial flagellin protein, 

which is rapidly sensed by the Arabidopsis leucine-rich repeat (LRR) receptor kinase 

FLS2 (24). Activation of FLS2, which can be stimulated in the laboratory using a 

synthetic peptide containing the flagellin epitope (flg22), rapidly induces transcription 

of a wide array of Arabidopsis defense genes (approximately 1000) that are likely key 

regulators of basal defense (24). Furthermore, flg22 treatments are capable of 

priming the plant against infection. For example, flg22 pre-treated Arabidopsis plants, 

which are then subsequently infected with virulent P. syringae pv. tomato DC3000 

pathogen, are markedly more resistant to the bacteria (24), indicating that these early 

MAMP defenses are fully capable, when temporally activated, of encoding pathogen 

resistance. Another well-characterized PRR, the EFR LRR-kinase, non-specifically 

recognizes the bacterial elongation factor Tu (EF-Tu), and, upon activation, 

stimulates well-conserved stress pathways to induce a transcriptional response that is 

almost identical to that of the flg22 response (25).  

PRRs, therefore, act in a coordinated and redundant fashion to induce basal 

defense pathways, ultimately resulting in transcriptional reprogramming; however, 

this unique activity makes them ideal targets of type III effector proteins. Indeed, a 

recent study has shown both EFR and FLS2 are targeted at the plasma membrane 
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by the Pseudomonas syringae effector protein AvrPto (26). AvrPto recognizes and 

binds a conserved patch within the intracellular kinase domain of each receptor to 

suppress auto-phosphorylation activity and largely inhibit MAMP-induced defenses 

(26). Additionally, the Arabidopsis BAK1 protein, a receptor kinase that likely interacts 

with several PRRs to coordinate defense signaling, is targeted and inhibited by two 

effectors, AvrPto and AvrPtoB (26). PRRs serve as the initial line of defense in the 

plant and, in most cases, are sufficient for defense against invading microbes; 

however, a number of virulent pathogens have evolved sophisticated effector-

dependent mechanisms to suppress PRR signaling at the plasma membrane. 

Cell surface receptors are not the only targets of type III effectors. 

Downstream signaling molecules, including several components of the MAPK, 

salicylic acid (SA), and oxidative burst pathways, represent ideal targets for 

suppression of basal defense responses (3). Interestingly, the P. syringae effector 

HopAI1 directly inhibits MAPK signaling by irreversibly dephosphorylating the 

Arabidopsis MPK3 and MPK6 proteins using a unique phosphothreonine lyase 

activity (27). This remarkable activity suppresses flg22-induced transcriptional 

changes, as well as oxidative burst signaling, and directly enhances the pathogenicity 

of the bacteria (27). It is likely that additional effector proteins redundantly target 

these basal defense pathways to promote disease, however, the molecular 

mechanisms underling these suppressive activities are only beginning to be 

uncovered. 

 

R Gene Mediated Defense 

The most simple model for R protein activation requires a direct protein-

protein interaction between the bacterial Avr protein (encoded by an avirulence gene) 
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and the plant host R protein (encoded by a resistance gene) to initiate defense 

pathways, however, only a few of these “gene-for-gene” interactions have been 

discovered (28-30). A number of recent studies have supported a model for indirect 

recognition where an effector biochemically alters an intracellular host protein, which 

in turn is sensed by a single downstream R protein (14). Therefore, R genes are 

responsible for “guarding” against manipulation of a host protein by an effector Avr 

protein. It is likely that plants have diversified their individual collections of R genes 

throughout evolution in order to monitor as many host proteins or pathways as 

possible. Therefore, it is not surprising that Arabidopsis carries approximately 125 

predicted R genes, while rice, which has a much larger genome, possesses 

approximately 600 individual R genes (3). As expected, genetic deletion of the 

bacterial avirulence gene or the corresponding plant R gene results in loss of the 

recognition event and leads to bacterial virulence.  

The archetypal example of the “guard hypothesis” centers on two genetically 

distinct R proteins, RPM1 and RPS2, which are both responsible for monitoring 

effector-specific biochemical modification of the Arabidopsis protein RIN4. RPS2 and 

RPM1 belong to a large class of R genes that encode nucleotide-binding leucine-rich 

repeat (NB-LRR) proteins. Proteolytic elimination of RIN4 by the P. syringae effector 

AvrRpt2 leads to initiation of RPS2 defenses (31,32), while phosphorylation of RIN4 

is induced by the effectors AvrRpm1 or AvrB, and results in activation of RPM1 

defense pathways (33). Although a biochemical activity has yet to be assigned to 

RIN4, recent data have demonstrated that RIN4 is localized to intracellular plasma 

membranes of the plant cell through a carboxy-terminal acylation (34). Interestingly, 

both RPS2 and RPM1 proteins co-localize to plasma membranes (31,35) and 

physically interact with RIN4 (32,33), presumably generating a “primed” protein 
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complex. Remarkably, RIN4 is targeted by three individual effector proteins from 

different P. syringae strains at the plasma membrane, implicating RIN4 in regulation 

of basal defenses. The R protein-mediated defense system, which is often initiated at 

the host plasma membrane, efficiently monitors RIN4 perturbations and stimulates a 

potent resistance response that culminates in induction of the Hypersensitive 

Response and cessation of pathogen growth. 

 

Conclusions 

Pseudomonas syringae strains carry large repertoires of type III effector 

proteins that, after secretion, redundantly target the plant’s initial defense pathways to 

promote disease. Our understanding of the plant-pathogen interaction is limited by 

incomplete lists of the bacterial virulence factors and their respective molecular 

targets, including interactions between R proteins and their Avr protein complements. 

Approaches like large-scale, protein-protein interaction mapping would provide 

unprecedented insight into the molecular interactions between the plant and bacteria. 

Finally, investigation of the temporal regulation of type III effectors by the bacteria 

would likely provide key information about molecular communication that occurs 

between the microbe and host during the course of an infection. 
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CHAPTER 2 

A family of bacterial cysteine protease type III effectors 

utilize acylation-dependent and independent strategies 

to localize to plasma membranes 

 

ABSTRACT 

Bacterial phytopathogens employ a type III secretion system to deliver effector 

proteins into the plant cell to suppress defense pathways; however, the molecular 

mechanisms and sub-cellular localization strategies that drive effector function largely 

remain a mystery. Here, we demonstrate that the plant plasma membrane is the 

primary site for sub-cellular localization of the Pseudomonas syringae effector 

AvrPphB and five additional cysteine protease family members. AvrPphB and two 

AvrPphB-like effectors, ORF4 and NopT, auto-proteolytically process following 

delivery into the plant cell to expose embedded sites for fatty acylation. Host-

dependent lipidation of these three effectors directs plasma membrane localization 

and is required for the avirulence activity of AvrPphB. Surprisingly, the AvrPphB-like 

effectors RipT, HopC1, and HopN1 utilize an acylation-independent mechanism to 

localize to the cellular plasma membrane. While some AvrPphB-like effectors employ 

acylation-independent localization strategies, others hijack the eukaryotic lipidation 

machinery to ensure plasma membrane localization, illustrating the diverse tactics 

employed by type III effectors to target specific sub-cellular compartments. 



14 

 

INTRODUCTION 

Plants have evolved sophisticated mechanisms to recognize invading 

bacterial pathogens and, upon infection, can coordinate an extremely efficient 

defense response. Detection of microbes occurs rapidly through recognition of a 

variety of nonspecific elicitors, or microbe-associated molecular patterns (MAMPs), 

that trigger a basal non-specific resistance response that is often sufficient in 

controlling most invading bacteria (1). However, phytopathogens including 

Pseudomonas syringae, Xanthomonas campestris, Erwinia amylovora, and Ralstonia 

solanacearum employ a type III secretion system (TTSS) to deliver an arsenal of 

virulence proteins (effectors) into host cells that suppress MAMP-induced defenses 

and render the plant susceptible to disease (2). P. syringae pv. tomato DC3000, for 

example, secretes approximately 30 effectors into the plant cell that are responsible 

for defining host specificity and, as a collection, are indispensable for disease 

progression (3,4). 

 However, resistant plants have developed mechanisms to defend against 

effector function and specifically recognize a given pathogen. These plants initiate a 

potent defense response that is often characterized by a localized programmed cell 

death reaction, or hypersensitive response (HR), at the site of infection, which often 

occurs concomitantly with cessation of pathogen growth (5). Although the underlying 

signaling molecules involved in HR induction are only beginning to be uncovered, it is 

clear that HR progression is dependent on plant disease resistance (R) gene 

products that specifically recognize bacterial effector avirulence (Avr) proteins (6). 

The simplest model for initiation of R protein defenses requires a direct protein-

protein interaction between the bacterial Avr protein and the host R protein; however, 

only a handful of these “gene-for-gene” interactions have been uncovered (7-9). 
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Recent studies also support a model for an indirect recognition event whereby an 

effector biochemically alters a host protein, which in turn is sensed by a single 

downstream R protein or multi-protein complex (2). In this case, R proteins are 

responsible for “guarding” against manipulation of a host protein by an Avr effector 

protein.  

The molecular mechanisms that dictate R protein activation in the large part 

remain a mystery; however, biochemical and functional data for a few Avr-R protein 

relationships have underscored the importance of sub-cellular localization in 

transducing plant defenses. The two archetypal examples of effectors whose 

functions are defined by specific sub-cellular localizations are the P. syringae Avr 

proteins AvrB and AvrRpm1, which both localize to host plasma membranes where 

they initiate R protein defenses (10). Interestingly, mislocalization of AvrB or 

AvrRpm1 abolishes their avirulence activities (10). These data emphasize the 

importance of proper effector localization in the host cell and allude to the fact that 

other type III effectors may employ similar strategies to promote their function.  

We have previously shown that the P. syringae pv. phaseolicola effector 

AvrPphB is a member of the YopT family of cysteine proteases and specifically 

cleaves the Arabidopsis protein kinase PBS1 to initiate RPS5-dependent HR (11,12). 

Consistent with the guard model, PBS1 forms a protein complex with plasma 

membrane-localized RPS5 in “anticipation” of proteolytic cleavage by AvrPphB 

(13,14). Upon delivery into the host cell, AvrPphB auto-proteolytically processes to 

reveal a novel amino-terminus containing putative sites for both N-myristoylation and 

S-palmitoylation (10,15). While AvrPphB appears to interact with membranes through 

the putative myristoylation site (10), there has been no biochemical evidence 
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supporting fatty acylation of AvrPphB, and to date it remains unclear if lipidation of 

AvrPphB is necessary for cleavage of PBS1 and subsequent HR induction in planta. 

In this study, we have identified additional AvrPphB family members, utilized 

by evolutionary diverse phytopathogens, which remarkably possess auto-processing 

activity. Cleavage, in turn, reveals embedded sites for fatty acylation that are post-

transcriptionally modified by the eukaryotic machinery in vivo. Consequently, host 

lipidation of these AvrPphB-like effectors ensures plasma membrane localization. We 

demonstrate that acylation of AvrPphB is absolutely required for cleavage of PBS1 

and induction of RPS5-dependent defenses at the plant plasma membrane. 

Surprisingly, some AvrPphB family members do not auto-process and, in turn, are not 

acylated. Nonetheless, these effectors localize to plasma membranes using 

acylation-independent strategies. Together, these studies illustrate the complex 

tactics employed by type III effectors to localize within specific sub-cellular 

compartments, thereby enhancing their effective concentrations and likely promoting 

their biological function.  
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EXPERIMENTAL PROCEDURES 

Plasmids and Pathogen Strains  

All PCR based cloning was performed using standard procedures and all point 

mutations were generated using the QuickChange Site Directed Mutagenesis kit 

(Stratagene) using manufacturer’s instructions. Effector cDNAs were cloned from 

genomic DNA: P.s. pv. phaseolicola (ATCC 11355D), P.s. pv. tomato DC3000 

(isolated using standard procedures), R.s. GMI1000 (gift from Timothy Denny), and 

Rhizobium sp. NGR234 cosmid pXB740 (16). cDNAs were cloned into the 

mammalian expression vector pcDNA3.1 (Invitrogen) for in vitro 

transcription/translation experiments, into the yeast expression vector pRS425-GAL 

(gift from Richard Kolodner) for S. cerevisiae experiments, and into the plant 35S 

CMV expression vector pCHF3-YFP for localization studies (17). avrPphB and orf4 

alleles were expressed behind their native promoters in P. syringae pv. tomato 

DC3000 (gift from Brian Staskawicz) or P. fluorescens pLN1965 (gift from James 

Alfano) using the broad-host-range plasmid pVSP61 (18). The P.f. pLN1965 strain is 

identical to P.f. pLN18 (19) but allows for use the pVSP61 plasmid encoding 

kanamycin resistance. The pVSP61::avrPphB plasmid has been described previously 

(20). The orf4 gene (200 bp upstream and 400 bp downstream) was cloned into 

pVSP61. All pVSP61 plasmids were introduced into Pseudomonas strains (grown on 

KB media at 28°C) via triparental mating using a DH5α helper strain carrying the 

plasmid pRK2013. The AtPBS1 genomic clone was isolated from Col-0 genomic DNA 

as described previously (11), tagged with a 3×HA epitope directly upstream of the 

stop codon, and cloned into the binary vector pJHA212B. The resulting vector was 

transformed into pbs1-1 (21) plants via Agrobacterium-mediated floral dipping and T1 

pbs1-1:PBS1-HA plants were isolated by Basta selection in soil.   
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Phylogenetic Analysis of the YopT Family  

The YopT family members were identified by PSI-BLAST using the YopT and 

AvrPphB amino acid sequences as the queries (22). Generation of the YopT 

phylogenetic tree was performed using the ClustalW server (http://align.genome.jp) 

using the default parameters and the tree was produced by selecting the 

“Dendrogram” option. 

 

In vitro Auto-processing Assays  

Effectors in pcDNA3.1 were in vitro transcribed and translated in wheat germ 

extract (Promega) in the presence of [35S]methionine (Amersham) according to 

manufacturer’s instructions. At the specified time points, 5 µl of the total reaction 

volume (50 µl) were removed, quenched in 2× SDS sample buffer, subjected to SDS-

PAGE, and analyzed by autoradiography.  

 

In planta and in vitro TnT Expression of HopC1 and HopN1 

Full-length hopC1-2xFlag and hopN1-2xFlag effectors were cloned into the 

dexamethasone-inducible pTA7002 vector (23). The resulting vectors were 

transformed into pbs1-1 Arabidopsis plants via Agrobacterium-mediated floral dipping 

(24) and T1 plants were isolated by hygromycin selection. Four to five-week-old T2 

plants were sprayed with 20 µM DEX and leaf tissue was harvested 8 hr later. Plant 

tissue was ground in liquid nitrogen and homogenized in lysis buffer: 20 mM Tris-HCl 

pH 7.4, 150 mM NaCl, 1 mM EDTA, 5 mM DTT, 1% Triton X-100, and 2× plant 

protease inhibitor cocktail (Sigma). Lysate was cleared by centrifugation at 10,000×g 

and protein concentrations were determined with Bradford Reagent (Bio-Rad). Total 
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Protein (50µg) was subjected to SDS-PAGE and western blot analysis using the 

mouse anti-Flag M2 monoclonal antibody (Sigma, F1804). Additionally, the full-length 

HopC1-2xFlag and HopN1-2xFlag effector proteins were in vitro transcribed and 

translated (TnT) in wheat germ extract (Promega) according to manufacturer’s 

instructions and samples were analyzed by SDS-PAGE and western blot analysis. 

 

Protein Purification for Edman Degradation  

Full-length proteins (MBP-ORF4-His6, NopT-His6, and RipT-Flag) were 

expressed in E. coli (DE3) RIL cells transformed with the appropriate pET vector. All 

strains were grown in LB media to an OD600 of 0.7, then induced with 0.4 mM 

isopropyl-β-D-thiogalactopyranoside for 12 hr before harvesting the cells at 4°C. 

Maltose binding protein N-terminally fused to ORF4 (pET28-MBP) was purified from 2 

L of culture as previously described (25) except protease inhibitors were removed 

from all buffers and the bacterial lysate was batch bound to 4 ml amylose resin (NEB) 

for 2.5 hr at 4°C. After extensively washing the resin, the ORF4-bound beads were 

moved to room temperature and rotated overnight in the final wash buffer to allow 

auto-processing of ORF4 from the MBP tag. Eluted protein was passed over a Ni+-

agarose (Qiagen) affinity column (1 ml bed volume) as described previously (26). The 

NopT-His6 protein (pET21a) was purified from 4 L of culture using a Ni+-agarose 

column (2 mL bed volume) as described above. C-terminally Flag-tagged RipT 

(pET21a-2xFLAG) was purified from 4 L of bacterial culture. The bacterial pellet was 

resuspended in lysis buffer (50 mM Tris-HCl pH 8, 250 mM NaCl, 5 mM DTT, 10% 

glycerol, 1mM EDTA) and cells were lysed by a French pressure cell. RipT-Flag 

protein was batch purified from lysate using 0.5 mL of anti-Flag M2 Agarose resin 

(Sigma). After 6 hr of binding to the resin at 4°C, the anti-Flag M2 Agarose was 
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washed 5 times with lysis buffer before elution with 100 µg/ml Flag peptide (Sigma) 

dissolved in lysis buffer. All proteins were concentrated with Amicon Ultra 

concentrators (Millipore), subjected to SDS-PAGE, and transferred to a PVDF 

membrane. The membrane was stained with 0.1% Coomassie Blue R (Sigma) in 

50% methanol, destained with 50% methanol/10% acetic acid (2-3 washes), washed 

twice with water, and air-dried. Edman sequencing was performed by the University 

of California at San Diego Protein Sequencing Facility. 

 

In vitro Myristoylation Assays 

For in vitro N-myristoylation labeling experiments, proteins were generated by 

TnT in the presence of either [35S]methionine to demonstrate protein synthesis or 

[3H]myristic acid to demonstrate myristoylation. Briefly, [3H]myristic acid (NEN) in 

ethanol was dried down via vacuum and resuspended at 1 µCi/µL in wheat germ 

extract before addition to the TnT reactions according to manufacturer’s instructions. 

After a 2 hr incubation at 30°C, samples were quenched in 2× SDS sample buffer, 

subjected to SDS-PAGE (10% volume of 35S-labeled samples, 20% volume of 3H-

labeled samples), and analyzed by autoradiography. 

 

Yeast In vivo Labeling  

In vivo labeling of S. cerevisiae was performed as previously described with 

modifications (27). Briefly, C-terminally 2×Flag tagged effectors were expressed 

under a galactose-inducible promoter (pRS425-GAL) in the protease-deficient 

RDKY1293 strain (MATα, ura3-52, trp1Δ63, leu2Δ1, his3Δ200, pep4::HIS3, 

prb1Δ1.6R, can1, GAL; gift from R. Kolodner). Yeast strains grown to mid-log phase 

in YPAD were diluted (5:50 ml) into complete minimal media containing 3% raffinose 
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and grown to stationary phase. Approximately 1.7×109 cells were then resuspended 

in 100 ml of rich media (1% Bacto Yeast Extract, 2% Bacto Peptone, and 4% 

galactose) and grown for 4 hr at 30°C. Cells (~1×109) were resuspened in 25 ml of 

rich media containing 3% galactose, 3 µg/ml cerulenin (Sigma), and 30 µCi/ml 

[3H]myristic acid or 50 µCi/ml [3H]palmitic acid (NEN). Yeast were labelled for 4 hr at 

30°C before harvesting. Cell lysis and protein immunoprecipitation has been 

described previously (27). For this study, pre-equilibrated anti-Flag M2 Agarose resin 

(100 µl) was added to the Protein A Agarose (Invitrogen) precleared lysate and 

rotated overnight at 4°C. The immunoprecipitations were washed extensively with 

lysis buffer and eluted with 2× SDS sample buffer. Samples were subjected to SDS-

PAGE and the gel was treated with Amplify (Amersham) to enhance the tritium signal 

before drying. The gel was analyzed by autoradiography ([3H]myristic acid, 1 month 

exposure; [3H]palmitic acid, 10 month exposure). To determine protein expression, 

identical samples were analyzed by western blotting with an anti-Flag M2-Peroxidase 

conjugate antibody (Sigma). 

 

Total Yeast Membrane Fractionation and Chemical Treatments  

Strains were grown to saturation in YPAD before dilution (1:10 ml) into 

complete minimal media containing 2% raffinose and 0.25%-2% galactose 

(concentration was varied based on protein expression levels). Cells were grown for 8 

hr and ~1.7×108 cells were harvested. Cells were resuspended in 300 mM sorbitol, 

100 mM NaCl, 5 mM MgCl2, 10 mM Tris-HCl, pH 7.4, and protease inhibitor tablets 

(Roche) before addition of acid-washed glass beads (Sigma). Cell disruption was 

carried out by vigorous vortexing and cell debris was removed by centrifugation at 

500×g for 10 min at 4°C, giving the “total” fraction. The soluble fraction was separated 
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from the insoluble membrane fraction by ultracentrifugation at 100,000×g for 1 hour. 

The membrane pellet was resuspended in lysis buffer containing 1% Triton X-100 to 

completely solubilize the membranes. Equal volumes (80 µl) of each fraction were 

added to 20 µl of 5× SDS sample buffer, subjected to SDS-PAGE, and analyzed by 

western blotting (anti-Flag M2, Sigma F1804). A duplicate blot was probed with a 

monoclonal anti-v-H-Ras antibody (Oncogene Research Products) to detect the yeast 

plasma membrane marker Ras1p.  

Total membranes for chemical treatment experiments were isolated as 

described above except total lysate was split in 5 equal volumes before 

ultracentrifugation. Membrane samples were resuspended in either lysis buffer, 1 M 

NaCl/10 mM Tris-HCl pH 7.4, 2 M urea/10 mM Tris-HCl pH 7.4, 0.1 M Na2CO3 pH 

11.5, or 1% Triton X-100/10 mM Tris-HCl pH 7.4 and incubated for 1 hr on ice. 

Samples were re-fractionated by ultracentrifugation and equal volumes of soluble and 

insoluble fractions were subjected to SDS-PAGE and western blot analysis.  

 

Total Plant Membrane Fractionation 

Full-length wild-type effectors (ripT-2xFlag, hopC1-2xFlag, and hopN1-2xFlag) 

were cloned into the DEX-inducible pTA7002 vector (23). The RipT-2xFlag and 

HopC1-2xFlag proteins were transiently expressed in five-week-old Col-0 plants by 

Agrobacterium-mediated delivery as previously described (10). DEX-induced (20 µM) 

leaf tissue was harvested 8 hr after treatment. The T2 DEX::hopN1-2xFlag transgenic 

plants (pbs1-1 background) were sprayed with 20 µM DEX and leaf tissue was 

collected after 8 hours. Fractionation of Arabidopsis total membranes was performed 

as previously described (10). Equal volumes of the total, soluble, and insoluble 

fractions were subjected to SDS-PAGE, blotted, and probed with either an anti-Flag 
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M2 monoclonal antibody (Sigma) or an anti-H+-ATPase antibody (plasma membrane 

marker, gift from Maarten Chrispeels). 

 

Transformation of Chinese Cabbage and Microscopy  

Chinese cabbage (Brassica campestris subsp. napus var. pekinensis) leaf 

slices were transformed by particle bombardment using a Biolistic PDS-1,000/He 

particle delivery system (Bio-Rad Laboratories). Gold particles (1.0 µm) were coated 

with the individual 35S::effector-YFP (pCHF3-YFP) or 35S::AtPIP2A-CFP (pCHF1-

CFP) plasmids according to manufacturer’s instructions. The tissue was bombarded 

twice using 1,100 psi rupture discs under a vacuum of 26 in Hg. After a 9 hr 

incubation at 22°C, epidermal peels were imaged using a Zeiss Axiovert microscope 

(Carl Zeiss Microimaging, Inc.) equipped with a MicroMax digital camera (Roper-

Princeton Instruments) controlled by MataFluor software (Universal Imaging, Corp.). 

 

Stable Expression of the AvrPphB Acylation-Deficient Mutant in Arabidopsis 

and HR Assays 

The avrPphB(Δ62)GC/AS-2xFlag allele was cloned into the DEX-inducible 

pTA7002 vector (23). This vector, as well as the empty pTA7002 vector, were 

transformed into Col-0 Arabidopsis plants by Agrobacterium-mediated floral dipping 

(24), and T1 plants were selected for using hygromycin as described above. Four-

week-old T2 plants were sprayed with 20 µM DEX and the plants were photographed 

16 hr later. Two independent transgenic plant lines were assayed and produced 

similar results. 

 

Plant HR and Bacterial Growth Assays  
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Arabidopsis thaliana plants were grown in a Promix-HP:vermiculite (2:1) soil 

mix under a 9 hr photoperiod at 22°C. HR assays were performed in 4-6 week old 

plants by syringe infiltration of bacteria (~3.75×107 cfu ml-1) as previously described 

(11). Plants were photographed and scored for HR 16-20 hpi for P.s. pv. tomato 

DC3000 treated plants or 45 hpi for P. fluorescens treated plants. P. syringae growth 

assays were performed by dipping two-week-old seedlings in bacteria (~2. 5×107 cfu 

ml-1) exactly as previously described (28). Data is represented as the mean and 

standard error of the decimal logarithm (log[cfu mg-1 fresh weight]) of four replicates. 

 

In planta PBS1 Cleavage Assay 

T2 pbs1-1:PBS1-HA plants were inoculated with P. syringae (3.75×107 cfu ml-

1) strains by syringe infiltration. Tissue from three independent plants was harvested 

14 hpi and homogenized in lysis buffer containing 20 mM Tris-HCl pH 7.4, 150 mM 

NaCl, 1 mM EDTA, 5 mM DTT, 1% Triton X-100, and 2× plant protease inhibitor 

cocktail (Sigma). Lysate was cleared by centrifugation at 10,000×g for 5 min and 

protein concentrations were determined with Bradford Reagent (Bio-Rad). Total 

Protein (10µg) was subjected to SDS-PAGE and western blot analysis using an anti-

HA.11 monoclonal antibody (Covance). 

 

In vitro Cleavage Assays 

Recombinant proteins (pET21: AvrPphB(Δ62)-His6 and pET21: ORF4(Δ111)-

His6) were purified in the absence of protease inhibitors from E. coli (DE3) RIL cells 

using Ni+-agarose affinity chromatography as described above. In vitro cleavage 

assays of rabbit reticulocyte-generated (TnT) PBS1 were performed using 
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recombinant AvrPphB(Δ62)-His6 (0.2 µg/µL) or ORF4(Δ111)-His6 (0.2 µg/µL) proteins 

as previously described (11). 

 

Secretion of AvrPphB Effectors by P. syringae 

P. syringae strains were grown in KB media to mid-log phase before 

resuspending the bacteria at an OD600 of 0.3 in Hrp-inducing minimal media (pH 6.0) 

containing 10 mM fructose as previously described (29). An overnight-induced (22°C) 

40 mL culture was centrifuged (4,300×g, 15 min) and 20 mL of the supernatant was 

re-centrifuged for 40 min at 17,200×g. 10 mL of the resulting supernatant was 

removed and protein was precipitated with 11.5% TCA, washed with acetone, and 

resuspended in 2× SDS sample buffer. Cell-bound fractions (bacterial pellet) and 

secreted fractions (supernatant protein, 7.5x concentrated) were subjected to SDS-

PAGE and probed with a polyclonal anti-AvrPphB antibody (whole serum, 1:10,000) 

or a polyclonal anti-Neomycin Phosphotranserase II antibody (Upstate). Anti-sera 

was generated against recombinant AvrPphB(Δ62)-His6 protein (11) in rabbit 

(Cocalico Biologicals). 

 

Induction of PR1 Expression 

Two-week-old plants were infected by dipping (~2. 5×107 cfu ml-1) and aerial 

tissue from 4-5 plants (one biological replicate) was collected 24 hpi. RNA was 

isolated using the RNeasy plant mini kit (Qiagen) and cDNA was generated from total 

RNA (1µg) using the SuperScript III kit (Invitrogen) and oligo(dT) primers according to 

manufacturer’s instructions. qPCR reactions were run on a MX4000 Multiplex QPCR 

machine (Stratagene) using Power SYBR Green PCR Mastermix kit (Applied 

Biosystems). Primer pairs for PR1 (target) and TUA3 (endogenous control) have 
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been previously described (30). Ct values were generated using default parameters 

and relative expression values were calculated using the formula 2 -((Ct
PR1

Treatment - 

Ct
TUA3

Treatment) - ((Ct
PR1

Mock - Ct
TUA3

Mock)). Data presented is the mean and standard error of 

the fold change in PR1 transcript compared to mock (no bacteria) of at least 5 

biological replicates (comprised of three technical replicates) from two independent 

experiments. 
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RESULTS 

Identification of an AvrPphB-Like Effector Subfamily within the YopT Family of 

Cysteine Proteases  

Bioinformatic analyses of the YopT family suggest that more than 30 

evolutionary diverse bacterial organisms utilize putative cysteine protease virulence 

factors to promote disease in animal, marine, or plant species (Figure 2.7.A; Shao et 

al. (12)). Using PSI-BLAST (22), we searched for novel AvrPphB family members 

from recently sequenced plant pathogens or symbiotes that were identical to 

AvrPphB at the C/H/D catalytic residues, as well as the invariant residues W105 and 

P228 (numbered from the AvrPphB sequence). Thirteen sequences from different 

bacterial strains were identified, and the full-length proteins were aligned using the 

BLOSUM matrix. Although residues surrounding the catalytic amino acids are heavily 

conserved, similarity outside of these regions is extremely limited (Figure 2.1). 

Surprisingly, all AvrPphB-like effector proteins are predicted to have a secondary 

structure (http://bioinf.cs.ucl.ac.uk/psipred/) similar to that of the known AvrPphB 

structure (31), suggesting that these proteins have been evolutionarily tailored by the 

bacteria to maintain cysteine protease activity, but likely target different host proteins. 

Surprisingly, we also identified a conserved patch of residues in the amino terminus 

of the AvrPphB family members that comprise an embedded consensus site for 

eukaryotic fatty acylation (Figure 2.2.A), implying that proteolytic processing of these 

effectors at specific residues may generate functional eukaryotic lipidation motifs. 

 

AvrPphB Family Members Self-Process at Specific Residues within the N-

Terminus  
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The P.s. pv. phaseolicola effector AvrPphB is a 35 kDa protein that self-

proteolytically processes into a 28 kDa mature protein, requiring the C/H/D catalytic 

triad for this unique activity (Figure 2.2.A; Shao et al. (12), Puri et al. (15)). We 

examined five additional AvrPphB family members (Figure 2.2.B), from evolutionary 

diverse pathogens, for self-processing activity using an in vitro cleavage assay. 

Interestingly, three other AvrPphB-like effectors (ORF4, NopT, and RipT) self-cleaved 

into approximately 28 kDa proteins when they were expressed in wheat germ extract 

(Figure 2.3.A). Auto-proteolytic processing requires the catalytic cysteine, suggesting 

that the orf4, nopT, and ripT genes encode functional cysteine proteases. 

Additionally, we observed a more rapid processing of AvrPphB compared to the other 

effectors in the context of this assay, suggesting that the structure of AvrPphB or the 

chemical composition of the internal cleavage site is better suited for auto-processing 

activity compared to that of ORF4, NopT, and RipT. Surprisingly, the two effectors 

HopC1 and HopN1 do not auto-process in vitro. Furthermore, self-processing was not 

detected by western blot analysis when HopC1 or HopN1 were expressed in S. 

cerevisiae (Figure 2.8.A) or in Arabidopsis thaliana (Figure 2.4), eliminating the 

possibility that a eukaryotic “activator” is required for processing. 

In order to determine the sites of auto-proteolytic cleavage, we expressed full-

length, C-terminally epitope-tagged proteins in E. coli, purified the proteins from 

lysates, and determined their cleavage sites by Edman degradation. ORF4, NopT, 

and RipT were efficiently processed in bacteria and sequencing revealed that self-

cleavage occurs prior to a glycine found in the P1′ position (Figure 2.3.B). 

Interestingly, self-cleavage of AvrPphB, as well as cleavage of its substrate, PBS1, 

occurs proximal to a GDK motif that is found in both sequences (Figure 2.3.C). 

Mutation of all three GDK residues in PBS1 completely inhibits cleavage (11), 
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suggesting that the P1, P2, and P3 residues may be important for effector self-

processing. We found that triple mutation of the P1-3 residues in AvrPphB, ORF4, 

NopT, and RipT prevents self-cleavage (Figure 2.3.D), indicating that these residues 

are required for recognition and subsequent auto-proteolysis of the amino-terminus.  

 

Self-Proteolysis of AvrPphB-Like Effectors Exposes Post-Translational Lipid 

Modification Sites 

It has been proposed that auto-proteolytic processing of AvrPphB generates 

sites for fatty acylation (10); however, there is no direct biochemical evidence 

supporting N-myristoylation or S-palmitoylation of AvrPphB or any additional family 

members. We aligned the amino termini of the processed AvrPphB-like effectors and 

found conserved glycine (P1′) and serine (P5′) residues in AvrPphB, ORF4, and 

NopT (Figure 2.5.A) that are consistent with the myristoylation consensus sequence 

(32). All three effectors also possess potential sites for cysteine palmitoylation. 

Interestingly, RipT, as well as the non-processed effectors HopC1 and HopN1, lack 

amino terminal acylation consensus sites and are therefore unlikely to be lipidated. 

To determine if the AvrPphB family members are N-myristoylated, we in vitro 

transcribed and translated full-length effector proteins in the presence of 3H-myristic 

acid. Radiolabeled myristate was efficiently incorporated into AvrPphB, ORF4, and 

NopT self-processed proteins (Figure 2.6). Myristoylation of these effectors require 

auto-processing activity to expose the embedded myristoylation site, as well as the 

P1′ glycine modification site, since the C/S and G/A mutants are not lipidated (Figure 

2.6). To examine myristoylation of AvrPphB family members in a cellular system, we 

expressed the effectors in S. cerevisiae in the presence of 3H-myristic acid. 

Consistent with the in vitro studies, AvrPphB, ORF4, and NopT are myristoylated in 
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yeast and acylation is dependent on the P1′ glycine residue (Figure 2.5.B). RipT, 

HopC1, and HopN1 do not possess myristoylation consensus sites and were not 

modified. In eukaryotic systems N-myristoylation of proteins often occurs 

concomitantly with S-palmitoylation of nearby cysteines, a post-translational 

modification that enhances membrane association of lipidated proteins (33). To 

determine if AvrPphB family members can be palmitoylated by the eukaryotic 

machinery, we expressed the effectors in S. cerevisiae in the presence of 3H-palmitic 

acid. AvrPphB, ORF4, and NopT, which each possess cysteines proximal to the 

myristoylation site, are palmitoylated in yeast (Figure 2.5.C). However, the 

myristoylation-deficient mutants (GC/AA) are likewise not palmitoylated. These 

mutants are likely not palmitoylated due to either loss of the myristoyl moiety that 

often initiates subsequent palmitoylation or mutation of the cysteine modification 

sites. Interestingly, the acylated effectors generally lack any additional putative S-

palmitoylation sites outside of the N-terminal motif (AvrPphB, 3 additional cysteines; 

ORF4, 1 cysteine; NopT, 0 cysteines; Figure 2.1), and all additional cysteines are 

positioned in the catalytic core and are unlikely candidates for lipidation. Therefore, it 

is probable that palmitoylation occurs proximal to the myristoylation sites found in 

AvrPphB, ORF4 and NopT. These data represent the first direct biochemical 

evidence for dual acylation of AvrPphB family members and suggest that lipidation by 

the eukaryotic host machinery may play an important role in effector function. 

Interestingly, the AvrPphB family members are not uniformly auto-processed 

or lipidated. To investigate if the acylated effectors are evolutionary distinct from the 

non-acylated effectors, we generated a YopT phylogenetic tree and searched for 

trends in the auto-processing or lipidation phenomena (Figure 2.7.A). The acylated 

proteins (AvrPphB, ORF4, and NopT) cluster into a common clade that is distinct from 
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the non-acylated effectors (RipT, HopC1, and HopN1), suggesting that an 

evolutionary division from a common protease ancestor may have given rise to the 

lipidation feature. Alternatively, the auto-processing activity of HopC1 and HopN1 and 

the lipidation sites in RipT may have been lost in order to redirect localization of these 

effectors in their respective hosts. We scanned all the remaining untested AvrPphB 

family members for embedded myristoylation consensus sites, and found putative 

sites for both N-myristoylation and S-palmitoylation in the sequences of four 

additional effectors (Blr2058, Blr2140, HopAW1, and YP_272236 which is identical to 

ORF4; Figure 2.7.B). Although these putative lipidation sites lack experimental 

validation, it is notable that these effectors phylogenetically cluster with the known 

acylated effectors (Figure 2.7.A).  

 

The Acylated and Non-Acylated AvrPphB-Like Effectors are Differentially 

Associated with the Plasma Membrane 

Traditionally, dual acylation of eukaryotic proteins with myristoyl and palmitoyl 

moieties directs proteins to cellular membranes, often plasma membranes, where 

they are oriented into the cytoplasmic face of the lipid bilayer. To test if auto-

processing and subsequent lipidation promotes membrane attachment of AvrPphB 

family members, we expressed the effectors in S. cerevisiae and performed 

biochemical sub-cellular fractionation experiments. The acylated effectors AvrPphB, 

ORF4, and NopT co-fractionate with yeast membranes and the farnesylated Ras1p 

plasma membrane marker (Figure 2.8.A). Furthermore, these associations require 

functional acylation sites since the GC/AA mutants localize exclusively to the soluble 

fraction. We also observed significantly higher expression levels of AvrPphB protein, 

but a smaller proportion of membrane-associated AvrPphB protein, compared to the 
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other acylated effectors. These data, as well as the modest amounts of 3H-myristic 

acid and 3H-palmitic acid incorporated into AvrPphB (Figure 2.5.B, 2.5.C), indicate 

that lipidation of AvrPphB in S. cerevisiae occurs slowly compared to ORF4 and 

NopT. Differential lipidation rates between effectors are likely a consequence of the 

chemical context of the residues surrounding the acylation sites and the substrate 

selectivity of the eukaryotic acylation machinery; however, it is clear that AvrPphB, 

ORF4, and NopT are all capable of being acylated at the GC motif and are 

subsequently localized to cellular membranes. 

Surprisingly, the non-acylated effectors RipT, HopC1, and HopN1 also 

fractionate to the insoluble membrane fraction. We observed localization of the RipT 

P1′ glycine mutant (G65A), as well as the HopC1 and HopN1 catalytically inactive 

mutants (C/S), exclusively in the membrane fractions, further substantiating that 

these effectors associate with membranes independent of lipidation. To eliminate the 

possibility of artifacts of the yeast expression system, we expressed RipT, HopC1, 

and HopN1 in Arabidopsis and performed similar membrane fractionation 

experiments. Identical results were observed in planta (Figure 2.9), indicating that the 

non-acylated AvrPphB-like effectors are likely bona fide membrane proteins. 

The membrane fractionation experiments indicate that the acylated and non-

acylated AvrPphB-like effectors employ different mechanisms for membrane 

association and possibly possess different membrane binding affinities. To evaluate 

the effector-membrane association, we treated yeast membranes with high salt, 

denaturing, alkaline, or detergent-containing buffers. As expected, the acylated 

effectors can only be extracted with detergent as exemplified by the farnesylated 

Ras1p protein (Figure 2.8.B), suggesting lipidation is the predominant component 

responsible for membrane association. In contrast, the non-acylated effectors are 
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partially extracted with urea, alkaline buffer, and detergent. While the mechanisms of 

membrane attachment for the non-lipidated effectors remains unclear, these data 

suggest that the AvrPphB-like effectors utilize different strategies to localize to 

membranes and posses different membrane binding affinities.  

An overwhelming majority of dual acylated eukaryotic proteins are 

preferentially localized to plasma membranes (PM) rather than endomembranes (33). 

To further investigate the cellular localization of the AvrPphB family members, we 

transiently expressed yellow fluorescent protein (YFP) tagged effectors in Chinese 

cabbage epidermal cells and examined localization by fluorescence microscopy. 

AvrPphB, ORF4, and NopT exhibit a clear plasma membrane localization that is 

indistinguishable from the Arabidopsis PM marker PIP2A (Figure 2.10). In contrast, 

expression of the acylation-deficient mutants generates an unmistakable cytoplasmic 

localization that is identical to the soluble YFP control staining. Consistent with the 

biochemical fractionation data, RipT is largely enriched in plasma membranes via an 

acylation-independent mechanism, since localization of the G65A mutant is identical 

to that of the wild-type protein. Additionally, the non-lipidated effectors HopC1 and 

HopN1 are enriched in the plasma membranes of Chinese cabbage cells (Figure 

2.10). Interestingly, we observed a unique punctate staining of HopN1 in the plasma 

membranes of Chinese cabbage cells, as well as tobacco epidermal cells (data not 

shown), that was absent in the additional effectors and the PIP2A PM marker (Figure 

2.10, inset panels), suggesting that HopN1 may target to a lipid microdomain. It is 

notable that we observed strong nuclear staining in a large proportion of cells 

expressing both the wild-type and mutant effectors; however, we also observed this 

phenomena in cells expressing the known plasma membrane protein PIP2A (Figure 

2.10), suggesting that over-expression of proteins in this system likely results in 
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nuclear localization artifacts. Although we cannot completely eliminate the possibility 

that some or all the AvrPphB-like effectors localize to endomembranes at low levels, 

additional sucrose gradient purification of plasma membranes from S. cerevisiae 

crude membrane fractions revealed that all the wild-type effectors are strongly 

enriched in the plasma membrane (data not shown). Collectively, these data implicate 

the plasma membrane as a crucial site for localization of AvrPphB family members 

and suggest that proper plasma membrane localization may be important for directing 

effectors to their respective substrates.  

 

The Acylated AvrPphB-Like Effectors Possess Distinct Substrate Specificity 

The lipidated AvrPphB-like effectors employ identical strategies to ensure 

plasma membrane localization; however, it is unknown if localization alone is 

sufficient to direct substrate specificity. AvrPphB proteolyticly cleaves the Arabidopsis 

PBS1 protein to initiate HR (11,13), and it is possible that additional AvrPphB-like 

effectors target PBS1. To investigate if the acylated effectors are functionally 

equivalent, we exogenously expressed ORF4, which has the highest similarity to 

AvrPphB among all the family members (processed proteins: 45% similar, 27% 

identical), under control of its native promoter in the plant pathogen P. syringae pv. 

tomato DC3000 (Pst) and verified its expression by RT-PCR and western blot 

analysis (data not shown). We inoculated resistant Arabidopsis plants with the 

avirulent Pst(avrPphB) strain or the Pst(orf4) strain at high bacterial densities in order 

to produce a visually scorable HR-associated tissue collapse. The virulent Pst(empty 

vector) pathogen produces no HR 20 hours post infection; however, Pst(avrPphB) 

induces a striking tissue collapse phenotype in 93% of the infected leaves (Figure 

2.11.A). Interestingly, strains carrying orf4 fail to generate a HR. To ensure that the 
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endogenous repertoire of Pst effectors is not interfering with ORF4 function, we also 

performed HR assays using P. fluorescens (Pf) strains carrying the same effector 

alleles. Consistent with the Pst infections, the Pf(avrPphB) strain, but not Pf(orf4), 

generated a weak, but reliable HR (37 of 59 infected leaves, Figure 2.11.A). 

Furthermore, recombinant ORF4 protein has no activity against PBS1 in an in vitro 

cleavage assay (Figure 2.12). Together, these data demonstrate that plasma 

membrane targeting alone is not sufficient to cleave PBS1, and suggest that the 

acylated AvrPphB-like effectors possess different substrate specificity.  

 

Dual Acylation of AvrPphB is Required for Cleavage of PBS1 and Initiation of 

Defenses in Resistant Arabidopsis Plants 

Our sub-cellular localization studies provide strong evidence that AvrPphB is 

driven to the host plasma membrane by eukaryotic acylation. Interestingly, we have 

also observed lipidation of PBS1 and RPS5 (data not shown), and additionally, RPS5 

associates with Arabidopsis membranes (14). Together, these data suggest that 

PBS1 likely co-localizes with RPS5 at the plasma membrane to guard against 

AvrPphB; however, it remains unclear if acylation of AvrPphB is required for cleavage 

of PBS1 and subsequent HR induction. 

Cleavage of PBS1 by AvrPphB can be observed in planta when both 

components are over-expressed (11); however, over-expression of the soluble 

AvrPphB mutant protein in transgenic plants (DEX::avrPphB GC/AS) results in an 

acylation-independent HR that is likely due to overwhelming expression levels in the 

plant cell (Figure 2.13). To circumvent these over-expression artifacts and ensure 

proper cellular localization, we performed in planta PBS1 cleavage experiments at 

near endogenous expression levels using Pst-delivered AvrPphB proteins and 
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transgenic plants carrying a PBS1-HA genomic clone. Partial cleavage of PBS1 

occurs in plants inoculated with the Pst(avrPphB) strain; however, the PBS1 protein is 

unaffected when strains delivering the acylation-deficient effectors are used (G63A, 

C64S, and GC/AS, Figure 2.11.B). To ensure that the acylation-deficient mutant is 

only impaired in sub-cellular localization and not the intrinsic protease activity, we 

performed in vitro cleavage assays and found the AvrPphB GC/AS mutant to be 

equally efficient as the wild-type protein in cleaving PBS1 (Figure 2.12).  

To determine if lipidation of AvrPphB is required for efficient HR induction, we 

inoculated resistant (Col-0) or susceptible (pbs1-1) plants with Pst strains carrying the 

wild-type or mutant alleles and performed HR assays. AvrPphB function is severely 

reduced in resistant plants by mutation of either the myristoylation site (G63A, 32% 

responding) or palmitoylation site (C64S, 27% responding) when compared to the 

wild-type protein (25 of 27 leaves or 93% responding, Figure 2.11.C). Mutation of 

both acylation sites thoroughly diminishes the avirulence activity (13% responding). 

The AvrPphB mutants were markedly deficient in their ability to generate HR despite 

the fact that they were all properly delivered through the TTSS as full-length proteins 

(Figure 2.11.D). 

To further examine the role of acylation in promoting the avirulence function of 

AvrPphB, we tested the ability of the AvrPphB acylation-deficient mutants to suppress 

growth of the virulent Pst DC3000 strain in Arabidopsis. As expected, expression of 

AvrPphB in Pst ensures avirulence and limits bacterial growth in resistant (Col-0), but 

not susceptible (pbs1-1) plants (Figure 2.11.E). The acylation-deficient single and 

double mutants, however, are all defective in avirulence function since these strains 

grow in Col-0 to similar levels as the virulent Pst(empty vector) strain.  
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Local and systemic defense against the virulent Pst pathogen, as well as 

some avirulent pathogens, requires accumulation of salicylic acid (SA) and 

modulation of SA-responsive genes for a maximal resistance response (34). 

Therefore, we examined expression levels of the SA-inducible gene PR1 

(pathogenesis-related gene 1) in plants 24 hours after infection with Pst strains 

carrying the wild-type or acylation-deficient avrPphB alleles. Inoculation of resistant 

plants with the Pst(avrPphB) strain results in a PBS1-dependent five-fold increase in 

PR1 gene expression relative to mock treated plants; however, delivery of the 

acylation-deficient double mutant by Pst results in PR1 induction levels that are 

equivalent to those generated by the virulent Pst(empty vector) strain (Figure 2.11.F). 

These data indicate that acylation of AvrPphB is essential for up-regulation of PR1 

transcript. Using a variety of genetic and biochemical approaches to examine multiple 

aspects of the AvrPphB resistance response, we have unambiguously shown that 

host acylation of AvrPphB drives cleavage of PBS1 and subsequent HR induction in 

the plant cell.  
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DISCUSSION 

Phytopathogens inject an arsenal of type III effectors into the host cell to 

thwart defenses and promote disease; however, the molecular strategies that are 

employed by effectors to target plant signaling components remain largely unknown. 

Here, we demonstrated that four effectors from the AvrPphB family of cysteine 

proteases possess a unique auto-proteolytic processing activity. Self-cleavage, in 

turn, reveals embedded consensus sites for eukaryotic acylation. We demonstrated 

that AvrPphB, ORF4, and NopT are indeed N-myristoylated, as well as S-

palmitoylated by the eukayotic host machinery, consequently directing them to the 

plasma membrane (Figure 2.14). Furthermore, host-dependent acylation of AvrPphB 

is necessary for its avirulence activity, and it is likely that lipidation of ORF4 and NopT 

is indispensable for their function as well. We have also shown that RipT, HopC1, and 

HopN1 are not lipidated by the host machinery; however, they are nonetheless 

directed to the plasma membrane where they likely disrupt host defense signaling 

networks (Figure 2.14). Although the molecular targets of ORF4, NopT, and RipT are 

unknown, it is possible that substrate specificity can be partially inferred from the 

amino acid context of the auto-processing sites. For example, auto-processing of 

AvrPphB, as well as cleavage of PBS1, occurs proximal to a GDK motif, suggesting 

that it may be possible to define the substrate specificities, and putative molecular 

targets, for ORF4, NopT, and RipT based on the three residues that we identified as 

essential for auto-processing (Figure 2.14). However, bioinformatic approaches to 

identify specific in planta substrates for these effectors are restricted by the size and 

chemical makeup of the auto-processing motif and additional information about the 

auto-processing specificity will be required to generate an experimentally testable 

substrate pool.  
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We propose that auto-processing of AvrPphB, ORF4, NopT, and RipT occurs 

within the plant cell following delivery of the full-length proteins through the TTSS. 

Supporting this hypothesis, we identified key signatures of the type III secretion signal 

within the full-length effector sequences but not the auto-processed sequences 

(35,36). Additionally, we observed preferential secretion of the full-length AvrPphB 

protein by Pst grown in culture. Auto-processing, however, does not exclusively occur 

within the plant cell since we observed self-cleavage of these effectors in E. coli, 

indicating that a eukaryotic “activator” is not required for this activity. Therefore, these 

proteins comprise an effector protease family unique to phytopathogens that is 

mechanistically distinct from the only other biochemically validated cysteine protease 

effector AvrRpt2, which requires modification by the eukaryotic peptidyl-prolyl 

isomerase cyclophilin for activation and subsequent self-processing (37). 

Surprisingly, two effectors, HopC1 and HopN1, were not capable of self-proteolysis. 

Although protease activity has yet to be ascribed to HopC1, HopN1 possess in vitro 

protease activity, as well as HR suppression activity in tobacco, both of which require 

the catalytic triad (38). These two effectors therefore represent an evolutionary 

distinct non-processing, yet catalytically active, class of cysteine protease effectors 

within the AvrPphB family. 

We clearly demonstrated that auto-processing of AvrPphB, ORF4, and NopT 

results in fatty acylation of these effectors by the eukaryotic lipidation machinery. 

Interestingly, these three auto-processed effectors, but not RipT, are predicted to be 

myristoylated using a variety of eukaryotic prediction models (32,39,40), suggesting 

that these bacterially-generated acylation sites have been engineered to conform to 

the restraints of the plant acylation machinery. It is possible that myristoylation of 

additional AvrPphB family members can be predicted according to these parameters 
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using the following generalized consensus motif: GX2XXS, where X2 is a non-acidic 

residue. Futhermore, genetic experiments suggest that additional effectors may be 

acylated by the host machinery including AvrPto (41), HopF2 (42), 

XopE1/XopE2/XopJ (43), and multiple HopZ alleles (44), while several more contain 

putative consensus sites for acylation (45). Prior to our study, however, in vivo 

biochemical evidence supporting host-dependent acylation of effector proteins was 

limited to N-myristoylation of only two P. syringae effectors, AvrRpm1 and AvrB (10). 

We have identified three additional effectors that are myristoylated in vivo and have 

provided the first direct biochemical evidence for modification of effectors by S-

palmitoylation. Although an overwhelming majority of protein myristoylation is 

believed to occur co-translationaly at the ribosome where N-myristoyltransferases are 

enriched (46), there is compelling evidence for non-ribosomally associated 

myristoylation: the mammalian protein BID is myristoylated at an embedded acylation 

site following proteolytic cleavage by caspase 8 (47). Therefore, the AvrPphB-like 

effectors are likely myristoylated independently of the ribosome-associated N-

myristoyltransferases, resulting in a weak plasma membrane association that can be 

fully stabilized through S-palmitoylation of the effectors by plasma membrane-

localized palitoyltransferases (48,49). Additionally, palmitoylation is a reversible lipid 

modification that can be dynamically regulated in the eukaryotic cell. We suspect that 

active depalmitoylation of the acylated effectors by acyl-protein thioesterases in 

planta would likely disrupt the effector-membrane associations and attenuate 

function. 

Previous studies examining the role myristoylation plays in promoting the 

avirulence function of AvrPphB have provided somewhat conflicting results (10,50). 

Nimchuk and colleagues demonstrated that the putative myristoylation site in 
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AvrPphB is required for maximal induction of HR when transiently expressed in 

Arabidopsis; however, an AvrPphB myristoylation-independent HR has also been 

observed in different plant species using Agrobacterium and viral over-expression 

systems (50). While it is possible that there are host-specific differences in R protein 

recognition of AvrPphB, it seems likely that over-expression of AvrPphB results in 

loss of the myristoylation dependence due to high protein concentrations in the plant 

cell. We have also observed this phenomenon in transgenic Arabidopsis plants over-

expressing the AvrPphB acylation-deficient mutant. We delivered AvrPphB and the 

mutant proteins at near endogenous levels by exogenously expressing the alleles 

under control of their native promoters in Pst, and found an absolute requirement for 

host acylation of AvrPphB to promote the avirulence function in Arabidopsis. 

Consistent with our results, delivery of AvrPphB using the P.s. pv. phaseolicola R6 

strain induces HR in bean pods in a myristoylation-dependent manner (50). 

Interestingly, a recent report demonstrated a NopT acylation-independent HR when 

the G50A myristoylation mutant was over-expressed in tobacco (51). Our data 

suggest that delivery of the NopT G50A mutant at endogenous levels may provide 

additional insight into the function of the G50 residue. 

Type III effectors are likely secreted at low concentrations relative to host 

signaling molecules, and therefore require a potent, but specific biochemical activity 

that may be enhanced by increasing the effectors’ local concentrations via sub-

cellular localization. We have identified six additional bacterial effectors, including 

AvrPphB, which localize to host plasma membranes. Although some AvrPphB family 

members utilize the host lipidation machinery to direct their association with plasma 

membranes, we demonstrated that others employ acylation-independent plasma 

membrane localization mechanisms. There are myriad examples of membrane 
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proteins that lack lipid modifications and localize via protein-protein interactions, 

phospholipid-protein (electrostatic) interactions, or hydrophobic (integral membrane) 

associations (33). Although the molecular targets of the AvrPphB-like effectors are 

completely unknown, localization of these effectors to the plasma membrane likely 

restricts the host substrate pool to co-localizing plasma membrane proteins. An 

overwhelming amount of evidence has implicated the plasma membrane as a crucial 

site for initiation of both basal and R gene-mediated defenses (52). Mediators of 

basal defense pathways are often plasma membrane-localized pattern-recognition 

receptors (PRRs) and include FLS2, EFR, and BAK1, which are all targeted by the 

plasma membrane localized effector AvrPto to promote virulence (53,54). Therefore, 

plasma membrane-associated R proteins and PRRs, as well as their associated 

signaling molecules, all serve as possible virulence targets for the AvrPphB family 

members. The mechanisms that drive type III effector function are only beginning to 

be unraveled; however, our findings provide critical insight into the diverse sub-

cellular localization mechanisms employed by AvrPphB family members and illustrate 

the convoluted subversion strategies utilized by the bacterial pathogen. 
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Figure 2.1 Multiple amino acid sequence alignment of the AvrPphB family.  
 
Members of the AvrPphB family were identified by PSI-BLAST using the AvrPphB 
sequence as the query. The catalytic residues (indicated by asterisk) are shown in 
red. Invariant and highly conserved residues are colored in blue and dark gray, 
respectively. Residues that share similar chemical properties are shown in light gray. 
The embedded myristoylation (in green) and palmitoylation (in yellow) sites are also 
shown. The known AvrPphB secondary structure is shown below the alignment (31). 
Proteins examined in this study are in bold. Additional accession numbers are as 
follows: AvrPphB, Q52430; HopAW1, AAX12112; ORF4, AAD47206; AvrPpic2, 
CAC16701; HopC1, AAO54131; HopN1, AAO54892; RipT, NP_521333; NopT, 
AAB91961; Blr2058, NP_768698; Blr2140, NP_768780. 
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Figure 2.2 Multiple amino acid sequence alignment of the AvrPphB family reveals 
conserved residues within the N-terminus.  
 
(A) Members of the AvrPphB family were identified by PSI-BLAST using the AvrPphB 
sequence as the query and the amino termini were aligned. Residues that share 
homology, as well as the catalytic cysteine and the embedded acylation sites, are 
colored according to the key. The known auto-processing site in AvrPphB is also 
indicated (Shao et al. (12), Puri et al. (15)). Proteins examined in this study are in 
bold. Additional accession numbers are as follows: AvrPphB, Q52430; HopAW1, 
AAX12112; ORF4, AAD47206; AvrPpic2, CAC16701; HopC1, AAO54131; HopN1, 
AAO54892; RipT, NP_521333; NopT, AAB91961; Blr2058, NP_768698; Blr2140, 
NP_768780.  
(B) A schematic of the full-length effector proteins examined in this study. The 
catalytic residues, auto-processing sites, and acylation sites are displayed according 
to the key.  
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Figure 2.3 Additional AvrPphB family members undergo auto-proteolytic cleavage at 
specific residues.  
 
(A) The indicated proteins were in vitro transcribed and translated in the presence of 
[35S]methionine and aliquots were removed at the indicated time points. The samples 
were subjected to SDS-PAGE and proteins were visualized by autoradiography 
(Unprocessed proteases, U; mature proteases, M). Secondary start methionines 
produce additional protein species during translation (asterisks) that generate the 
following proteins: AvrPphB, M=22 KDa. and *(from Met57)=23 KDa.; ORF4, M=23 
KDa. and *(from Met51)=30 KDa.; HopC1, U=29 KDa. and *(from Met29)=26 KDa. 
The experiment was performed three times with similar results.  
(B) The auto-processing sites of the mature recombinant proteins were determined by 
Edman degradation (a data from Puri et al. (15); b data from this study; c data from Dai 
et al. (51)). The three residues that precede the cleavage site are shown in green.  
(C) Sequence alignment of the known auto-proteolytic processing site in AvrPphB 
and the cleavage site in PBS1 with the three conserved amino acids that precede the 
cleavage sites shown in green. Mutation of these residues to alanine (red) in PBS1 
inhibits cleavage by AvrPphB (Shao et al. (11)).  
(D) The indicated P1/P2/P3 triple mutants were generated and analyzed as described 
in (A). Residues that allow auto-proteolytic processing are shown in green and mutant 
residues that prevent cleavage are colored in red. The catalytically inactive mutants 
(C/S) are deficient in auto-processing activity. Additional protein species generated 
from secondary start methionines (AvrPphB and ORF4) are as described in (A). Each 
experiment was repeated twice with similar results. 
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Figure 2.4 HopC1 and HopN1 do not auto-proteolytically process in planta.  
 
T2 transgenic plants carrying DEX::hopC1-2xFlag or DEX::hopN1-2xFlag were 
sprayed with 20 µM DEX and tissue was harvested 8 hr later. Plant protein extracts 
(A.t.) and in vitro transcribed/translated Flag-tagged proteins (TnT) were subjected to 
SDS-PAGE, blotted, and probed with an anti-Flag antibody. Secondary start 
methionines produce additional protein species during translation of HopN1 in the 
TnT reaction.  
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Figure 2.5 Auto-proteolytic processing of AvrPphB family members results in N-
myristoylation and S-palmitoylation of the new amino terminus.  
 
(A) The N-terminal sequences of the auto-processed, mature proteins were examined 
for eukaryotic acylation consensus sites. Important residues are colored according to 
the key. The myristoylation consensus sequence is based on previous experiments 
(Utsumi et al. (32)).  
(B) Full-length wild-type and mutant effectors were expressed in S. cerevisiae in the 
presence of 30 µCi/ml [3H]myristic acid. After labeling for 4 hr, the Flag-tagged 
effectors were immunoprecipitated, subjected to SDS-PAGE, and analyzed by 
autoradiography (top panel) or western blotting with an anti-Flag antibody (bottom 
panel). An asterisk indicates non-specific bands.  
(C) S-palmitoylation assays of full-length wild-type and mutant effectors were 
performed and analyzed as described in (B) using 50 µCi/ml [3H]palmitic acid. Yeast 
radiolabeling experiments were performed twice with similar result
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Figure 2.6 AvrPphB family members are N-myristoylated in wheat germ extract at 
embedded consensus sites.  
 
The indicated effectors (wild-type, myristoylation mutants, and catalytically inactive 
mutants) were produced by in vitro transcription and translation in the presence of 
either [35S]methionine (top) to demonstrate protein synthesis or [3H]myristic acid 
(bottom) to demonstrate myristoylation. After a 2 hr incubation, samples were 
quenched in 2× SDS sample buffer, subjected to SDS-PAGE, and analyzed by 
autoradiography. The experiment was repeated twice with similar results. 
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Figure 2.7 Phylogenetic analysis of the YopT family reveals evolutionary clustering of 
auto-proteolytic processing activity.  
 
(A) Members of the YopT family were identified by PSI-BLAST using the YopT and 
AvrPphB sequences as the queries. The YopT phylogenetic tree was generated with 
the ClustalW server (http://align.genome.jp). Virulence factors from the indicated 
bacterial pathogens are classified according to their corresponding host specificity: 
Animal (red), Marine (blue), or Plant (green). The AvrPphB homologues are labeled 
according to the key as auto-processed, myristoylated, or palmitoylated.  
(B) Embedded acylation sites are found in additional AvrPphB family members. 
Proteins were scanned visually for myristoylation consensus sites and then subjected 
to the Myristoylator prediction program (http://us.expasy.org/tools/myristoylator/; 
Bologna et al. (39)). Putative myristoylation sites are colored in green, palmitoylation 
sites in yellow, and residues preferred for myristoylation in gray.  
.
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Figure 2.8 Acylated and non-acylated AvrPphB family members are differentially 
associated with S. cerevisiae membranes.  
 
(A) Strains carrying the indicated Flag-tagged effectors or empty vector (V) were 
induced with galactose for 8 hr and homogenized. Total extracts (T) were fractionated 
into soluble (S) fractions and insoluble membrane pellets (P) by ultracentrifugation at 
100,000×g. Equal volumes of each fraction were subjected to SDS-PAGE, blotted, 
and probed with anti-Flag or anti-v-H-Ras (plasma membrane marker) antibodies.  
(B) Membranes were isolated as in (A) and resuspended in either control lysis buffer, 
high salt buffer (1 M NaCl, 10 mM Tris-HCl, pH 7.4), denaturing buffer (2 M urea, 10 
mM Tris-HCl, pH 7.4), high pH buffer (0.1 M Na2CO3, pH 11.5), or buffer containing 
detergent (1% Triton X-100, 10 mM Tris-HCl, pH 7.4). Treated samples were re-
ultracentrifuged and equal volumes of the soluble (S) and pellet (P) fractions were 
subjected to SDS-PAGE and western blot analysis as in (A). Each experiment was 
performed twice with similar results. 
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Figure 2.9 The non-acylated AvrPphB family members associate with Arabidopsis 
cell membranes. 
 
The RipT, HopC1, and HopN1 effectors were expressed in Arabidopsis and leaves 
were harvested 8 hr after DEX treatment. Total (T) protein extracts were fractionated 
by ultracentrifugation (100,000×g for 1 hr) into soluble (S) and insoluble membrane 
pellets (P). Equal volumes of each fraction were subjected to SDS-PAGE, blotted, 
and probed with anti-Flag or anti-H+-ATPase (plasma membrane marker) antibodies. 
All apparent molecular weights are correct (RipT at 28 kDa, HopC1 at 29 kDa, HopN1 
at 39 kDa, H+-ATPase at 25 kDa).  
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Figure 2.10 AvrPphB-like family members localize to the plasma membranes of 
Chinese cabbage cells. 
 
C-terminally tagged YFP effector proteins were transiently expressed in Chinese 
cabbage epidermal cells using particle bombardment. Representative fluorescent 
images of cells expressing wild-type effectors or acylation-deficient mutants are 
indicated. Control bombardments were performed using the cytosolic YFP or plasma 
membrane localized PIP2A (Plasma membrane Intrinsic Protein 2A)-CFP proteins. 
Both YFP and CFP fluorescence is colored in green. Bar, 50 µm. 
 
 



55 

 

Figure 2.11 Host acylation of AvrPphB is required for avirulence activity in 
Arabidopsis plants carrying PBS1. 
 
(A) Adult Col-0 leaves were syringe infiltrated (opposite to the marked leaf half) with 
~3.75×107 cfu/ml P. syringae pv. tomato DC3000 (Pst) or P. fluorescens pLN1965 (Pf) 
strains expressing AvrPphB or ORF4. Also, plants were inoculated with 10 mM MgCl2 
(Mock) or strains carrying the pVSP61 empty vector (EV). Ratios below each leaf 
indicate the number of HR positive leaves/total number of leaves inoculated.  
(B) Transgenic pbs1-1:PBS1-HA plants were inoculated as in (A) with the indicated 
Pst strains. Leaf tissue was harvested 14 hpi, homogenized, and 10 µg of total protein 
was subjected to SDS-PAGE. Blots were analyzed by anti-HA western blotting. Three 
individual T2 plants were assayed for each infection condition and produced identical 
results.  
(C) Col-0 or pbs1-1 plants were inoculated as described in (A) with Pst strains 
carrying the indicated avrPphB alleles (G63, myristoylation site; C64, palmitoylation 
site; C98, catalytic cysteine). Data was collected 20 hpi and is representative of two 
independent experiments.  
(D) Pst strains carrying the indicated alleles were grown in Hrp-inducing minimal 
media. Cultures were partitioned into cell-bound and secreted fractions by 
centrifugation. Protein samples were subjected to SDS-PAGE, blotted, and probed 
with antibodies against AvrPphB or NPTII (control for nonspecific lysis).  
(E) Arabidopsis seedlings were inoculated by dipping with Pst strains (~2.5×107 

cfu/ml) carrying the indicated effector alleles. At day 0 (white bars) or day 3 (black 
bars) the bacteria were extracted and quantified. Data are represented as the mean 
+/- SEM of four technical replicates. The experiment was repeated twice with similar 
results.  
(F) Arabidopsis seedlings were inoculated as described in (E) with the indicated Pst 
strains. Tissue was harvested 24 hpi and RNA was subjected to RT-qPCR analysis 
using PR1 and TUBULIN3 specific primers. PR1 mRNA levels (relative to TUB3) were 
calibrated to mock treated samples (2-ΔΔCt). Data are represented as the mean +/- 
SEM of at least 5 biological replicates from two independent experiments.  
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Figure 2.12 The AvrPphB acylation-deficient mutant, but not ORF4, cleaves PBS1 in 
vitro.  
 
PBS1 radiolabeled protein was generated by in vitro transcription/translation in rabbit 
reticulocyte extract in the presence of [35S]methionine. Cleavage reactions were 
performed by incubating recombinant AvrPphB(Δ62)-His6 (wt or mutant proteins) or 
ORF4(Δ111)-His6 at 0.2 µg/µL with radiolabeled PBS1 for 1 hr. The mock (M) 
reaction contained no effector protein. Samples were subjected to SDS-PAGE and 
analyzed by autoradiography (top) and by Coomassie blue staining of the 
recombinant proteins (bottom). The asterisk indicates a non-specific band generated 
during in vitro transcription and translation. 
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Figure 2.13 Over-expression of the acylation-deficient AvrPphB mutant effector in 
resistant plants induces HR.  
 
T2 transgenic plants carrying DEX::avrPphB(Δ62)GC/AS-2xFlag or the pTA7002 
empty vector were sprayed with 20 µM DEX and plants were photographed 16 hr 
later. Two independent transgenic plant lines were assayed and produced similar 
results.  
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Figure 2.14 A model for the sub-cellular localization strategies of the AvrPphB-like 
effector proteins in the plant cell.  
 
The indicated strains are shown in gray, the TTSS in purple, and the effectors in 
black. Effectors are classified according to their ability to self-proteolytically process 
(red star in model), to be acylated by the host (N-myristoylation, orange; S-
palmitoylation, green), and their biological function. AvrPphB, ORF4, and NopT are 
lipidated by the host machinery (NMT, N-myristoyl transferase; PAT, palmitoyl acyl 
transferase), while RipT, HopC1, and HopN1 are directed to the PM by an unknown 
mechanism. Host acylation of AvrPphB is essential for cleavage of PBS1 (blue) and 
initiation of RPS5 (red) defenses. Unknown targets of ORF4, NopT, and RipT are also 
included (blue) and contain putative target sequences.  
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CHAPTER 3 

Epigenetic regulation of the plant defense system 

against Pseudomonas syringae 

 

ABSTRACT 

For many higher eukaryotic organisms, DNA methylation is an essential and 

heritable regulatory component of a cell’s transcriptional programming. Recent 

technologies have enabled high resolution profiling of the methylcytosines across the 

entire genome of the flowering plant Arabidopsis thaliana and have underscored the 

complex relationship between DNA methylation and transcriptional output. Here, we 

examine the role DNA methylation plays in protecting Arabidopsis against the 

bacterial phytopathogen Pseudomonas syringae. We found that mutants deficient in 

either maintenance or de novo DNA methylation pathways are markedly resistant to 

virulent bacterial pathogen, suggesting that these plants are genetically capable, but 

epigenetically repressed, to encode resistance against Pseudomonas syringae. 

Additionally, we have shown that the de novo methytransferases DRM1, DRM2, and 

CMT3 are essential for a transgenerational memory of bacterial infection that 

normally encodes enhanced resistance to pathogen in wild-type plants. Using high-

throughput deep sequencing technologies, we profiled the DNA methylome and 

transcriptome of Arabidopsis leaf tissue after infection with Pseudomonas syringae. 

These genomic approaches have revealed that pathogen-induced transient 

alterations in DNA methylation likely serve as important regulatory components at 

several loci across the genome, highlighting the complexity of the plant defense 

network.



66 

 

INTRODUCTION 

Epigenetic regulation of basic biological processes, including cellular 

responses to stress, is an important component of an organism’s ability to sense and 

react to an environmental stimulus. Furthermore, alterations of DNA methylation 

patterns, histone modifications, and small RNA populations can result in stable, and 

heritable, changes in chromatin structure and transcriptional output. In higher 

eukaryotic organisms, DNA methylation encodes of additional layer of information on 

top of the genetic code and is known to be essential for proper regulation of several 

biological processes, including embryogenesis, stem cell patterning, genomic 

imprinting, X-chromosome inactivation, and tumorigenesis in mammals, as well as 

suppression of repetitive elements and gene regulation in plants (1-8). The DNA 

methylome of the flowering plant Arabidopsis thaliana has been resolved at single 

base resolution (4,9), and integrated with transcriptome and smRNAome profiling (4). 

These studies have uncovered a complex and dynamic relationship between smRNA 

directed DNA methylation, transposon silencing, and transcriptional regulation across 

the entire genome. 

In Arabidopsis, DNA methylation is established by DRM1/2 in all sequence 

contexts (CpG, CpHpG, CpHpH; where H = A, C, T), a process orthologous to 

mammalian de novo cytosine methylation performed by DNMT3a/b. Interestingly, 

generation of small RNAs (21-24 nt) through a DICER-LIKE3/AGONAUTE4 pathway 

guides de novo methytransferases to specific regions throughout the plant genome, 

resulting in large deposits of non-CG methylation (10,11). This RNA-directed DNA 

methylation (RdDM) pathway clearly functions in plants to silence transposable 

elements and regulate a wide variety of endogenous transcripts (4), and it is likely 

that a functionally orthologous mechanism exists in mammals (12). Interestingly, non-



67 

 

CG methylation in the CHG context, which is commonly found on both DNA strands 

in a symmetric pattern, is maintained by the plant-specific cytosine methyltransferase 

CMT3, and is directed by both smRNA molecules as well as proteinaceous chromatin 

binding factors (13,14). Maintenance of symmetric CpG methylation occurs during 

DNA strand replication by the Arabidopsis protein MET1, a homolog of the 

mammalian DNMT1 protein, through a process whereby the parental strand likely 

serves as a “methylation template” for subsequent methylation of the newly replicated 

DNA molecule (4,9,15-17). Although maintenance of CG methylation is clearly 

propagated by MET1, it remains unknown how asymmetrical non-CG methylation is 

maintained at specific regions in the genome, but at many genomic loci, this process 

likely involves rapid recognition of transcripts originating from repetitive elements, 

followed by processing of these transcripts into smRNAs, and initiation of RdDM.  

The Arabidopsis genes DME, DML2, DML3, and ROS1 encode DNA 

glycosylases that actively antagonize the action of the DNA methyltransferases at all 

sequence contexts (18-21). Although it remains unclear how DNA demethylases are 

regulated and specifically directed to genomic targets, it is likely that methylcytosines 

are removed in plants by a base excision mechanism that is essential for maintaining 

hundreds of loci in a demethylated state (20,21). Although somewhat controversial, 

active demethylation pathways also appear to be present in mammalian systems and 

have been implicated in a wide range of processes including transient regulation of 

specific loci, as well as post-fertilization demethylation of entire parental genomes 

(22-25). Interestingly, multiple groups have observed a rapid cycling of stand-specific 

promoter methylation/demethylation of the human oestrogen-responsive pS2 gene in 

cells after addition of oestradiol (24,26). In addition, Bruniquel and colleagues 

demonstrated that a promoter-enhancer region of the interleukin-2 gene is actively 
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demethylated in differentiated T cells upon stimulation (23). Together, these data 

indicate that transient methylation or demethylation of mammalian genomic elements 

is a likely mechanism for actively regulating gene transcription, and it is possible that 

analogous pathways exist in plant species.  

Epigenetic regulation of Arabidopsis stress responses have been of particular 

interest due to the wide range of genetic and genomic tools available for probing 

these complex pathways, as well as pre-existing whole genome profiles of DNA 

methylation, small RNAs, and mRNAs (4). Despite recent technological advances, 

stress-induced transient alterations in DNA methylation have been difficult to resolve 

and have only been observed at a handful of different loci (27-32). To this end, we 

sought to examine the role of DNA methylation in directly regulating resistance 

against the bacterial phytopathogen Pseudomonas syringae. Remarkably, we found 

that Arabidopsis mutants deficient in either CG maintenance methylation or non-CG 

de novo methylation are substantially more resistant to pathogen. Wild-type plants, 

therefore, have the genetic potential to suppress pathogen growth, but are 

epigenetically restricted at one or more genomic loci, suggesting that plants may be 

primed to shift to a more resistant state after persistent pathogen stress. Indeed, we 

found that wild-type plants became more resistant to the virulent P. syringae pv. 

tomato DC3000 strain over multiple generations of persistent pathogen stress, a 

process that requires the de novo methyltransferases DRM1/2 and CMT3. To identify 

any transient alterations in DNA methylation upon infection, we employed genome 

wide methylC-Seq (4) on untreated and pathogen infected Arabidopsis plants. We 

identified pathogen-induced hypo and hypermethylated regions within the Arabidopsis 

genome, indicating that environmental stimuli are capable of rapidly instilling transient 

DNA methylation changes, a mechanism that has been previously observed in 
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mammalian systems. Together, these studies illustrate the epigenetic flexibility of the 

plant’s early response to pathogen stress, as well as the potential to coordinate a 

methylation-dependent transgeneration memory of infection. 
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EXPERIMENTAL PROCEDURES 

Plant Lines and Bacterial Strains 

Arabidopsis thaliana plants were grown in a Promix-HP:vermiculite (2:1) soil 

mix under short day conditions (9 hr photoperiod at 22°C). The mutant plant lines 

met1 (met1-3) and ddc (drm1-2 drm2-2 cmt3-11, triple mutant) have been previously 

described (4,17,33). The pathogen strains used in this study were Pseudomonas 

syringae pv. tomato DC3000 (Pst, gift from Brian Staskawicz), Pst(avrPphB) (34), and 

Pst(hrcC-) (35). All Pseudomonas strains were grown in KB media at 28°C and 

antibiotic selection was carried out using the following concentrations (µg ml-1): 

kanamycin, 50; rifampicin, 100.  

 

Bacterial Quantification and Disease Progression Experiments 

Short-day-grown wild-type Col-0 and met1 adult plants were assayed for 

pathogen response at 4-6 weeks old. Seed abortion of many F1 homozygous met1 

plants results in segregation rate of approximately 5% and prevented us from 

assaying the F1 plants in large quantities (17). Therefore, the subsequent met1 

generation (F2) was used in all pathogen assays. In contast, we utilized F1 ddc triple 

homozygous mutant plants from a segregating population for infection assays. The 

segregating ddc plants, as well as the wild-type Col-0 control plants, were grown 

under long day conditions (16 hr photoperiod at 22°C) in large quantities. At 

approximately 2 weeks old, control and mutant seedlings displaying a curled leaf 

phenotype characteristic of the homozygous ddc triple mutant (36) were transplanted, 

moved into short day conditions, genotyped, and then assayed for pathogen 

response at 4-6 weeks old. 
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Quantification of bacterial growth assays was performed in adult plants 

infected via vacuum infiltration of bacteria at 1×105 cfu ml-1 (OD600 = 0.0002) as 

previously described (37). At least 15 individual plants of each genotype were 

assayed at each time point. Leaf tissue from two individuals, representing a single 

technical replicate, was pooled and leaf disks (8-10) were removed and ground in 10 

mM MgCl2. Bacterial colony forming units (CFUs) were calculated as previously 

described (37) and data was plotted as the mean and standard error of the decimal 

logarithm (log[cfu cm-2]) of approximately 8 replicates. For qualitative measurement of 

disease progression, plants were infected with Pseudomonas syringae pv. tomato 

DC3000 at 1×105 cfu ml-1 by vacuum infiltration and representative photographs were 

taken of uninfected leaves or leaves at 1, 3, or 5 days post infection.  

For the transgenerational experiments, wild-type Col-0 and F1 triple mutant 

ddc plants (approximately 50 plants of each genotype) were grown under short day 

conditions, infected with Pseudomonas syringae pv. tomato DC3000, and bacterial 

quantification assays were performed as above. Following the infection, plants were 

moved to long day conditions to induce flowering. The plants were allowed to recover 

and bolt before re-infecting the plants, thereby maintaining the pathogen stress for a 

longer period of time. Seed from all plants of the same genotype was pooled, surface 

sterilized, and the next generation was planted, assayed, and re-stressed in an 

identical fashion. 

 

Real Time PCR Assays 

Leaf disks were removed at each time point (approximately 2 disks/leaf) from 

at least 15 individuals infected with Pseudomonas syringae pv. tomato DC3000 as 

described above. Tissue was sampled from uninfected tissue and at 1, 2, 3, 4, and 5 



72 

 

days post infection and total RNA was isolated using the RNeasy plant mini kit 

(Qiagen). cDNA was generated using the SuperScript III kit (Invitrogen) and oligo(dT) 

primers according to manufacturer’s instructions. qPCR reactions were run on a 

Applied Biosystems 7500 Real-Time PCR System using the Power SYBR Green 

PCR Mastermix kit (Applied Biosystems). All primer pairs are listed in Table 3.1. Ct 

values were generated using default parameters and relative expression values 

(using a TUBα2 control) were calculated using the formula 2 -((Ct
Target Treatment - Ct

TUBα2 

Treatment) - ((Ct
Target Untreated - Ct

TUBα2 
Untreated)). Fold change values were then normalized to the 

untreated, wild-type sample and the data is presented as the mean and standard 

error of three technical replicates. 

 

Isolation of Arabidopsis Nuclei 

Preparation of Arabidopsis nuclei was performed as previously described with 

modifications (38,39). Briefly, leaf tissue from uninfected or infected plants was 

harvested (approximately 90 adult plants, 50-80 g fresh weight). Leaves were placed 

in a 2 L Erlenmeyer flask with 1 L of sterile water and shaken at 225 rpm for 30 min at 

4°C on a floor shaker. This step removes approximately 80% of the bacteria. The 

tissue was chopped into small pieces, stirred in diethyl ether (5 min, 4°C), and 

washed thoroughly in cold sterile water. Three volumes of resuspension buffer (1 M 

sucrose, 10 mM Tris-HCl pH 7.2, 5 mM MgCl2, 5 mM 2-mercaptoethanol) were added 

and the tissue was homogenized using a Polytron homogenizer. The sample was 

filtered through 4 layers of cheesecloth, 2 layers of Miracloth, and centrifuged at 9500 

rcf for 15 min. Resuspension buffer containing 0.5% Triton X-100 was added to the 

pellet and the crude nuclei were resuspended using a dounce homogenizer. The 

sample was re-centrifuged at 6700 rcf for 10 min, the pellet resuspended as before, 
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and the sample was spun at 3800 rcf for 10 min. After resuspending the pellet, the 

sample was laid on top of a 35% / 60% Percoll (Sigma) gradient and spun in an SW-

28 ultracentrifuge rotor (5 min at 1900 rpm, then increase to 7500 rpm for 15 min). 

The nuclei were removed from the 35% / 60% interface, diluted in 5-10 volumes of 

resuspension buffer, and centrifuged at 6700 rcf for 10 min. The nuclei were further 

purified with two sequential rounds of 35% / 60% Percoll gradients as before, except 

a SW41-Ti ultracentrifuge (5 min at 1900 rpm, then increase to 7700 rpm for 15 min) 

was used for these additional purification steps. The final nuclear fraction from the 3rd 

Percoll gradient was diluted 5-10 volumes in resuspension buffer, centrifuged at 3800 

rcf for 10 min, and then used for genomic DNA isolation. 

 

Preparation of MethylC-Seq Libraries 

Arabidopsis nuclear genomic DNA was extracted using the Plant DNeasy Mini 

Kit (Qiagen) and 25 ng unmethylated cl857 Sam7 Lambda DNA (Promega) was 

added to 5 µg of Arabidopsis gDNA. The DNA was fragmented to 50-500 bp by 

sonication using a Bioruptor (Diagenode). The DNA fragments were end repaired with 

a nucleotide triphosphate mix free of dCTP (End-It DNA End-Repair Kit, Epicentre 

Biotechnologies). Cytosine-methylated adapters provided by Illumina were ligated to 

the sonicated DNA as per manufacturer’s instructions for genomic DNA library 

construction. Adapter-ligated DNA molecules of 175-225 bp were isolated by 2% 

agarose gel electrophoresis and purified using a minElute Gel Extraction Kit (Qiagen). 

A sodium bisulfite conversion was performed on each sample using the MethylEasy 

Xceed kit according to the manufacturer’s instructions (Human Genetic Signatures). 

One quarter of the bisulfite-converted, adapter-ligated DNA molecules were amplified 

by 4 cycles of PCR with the following reaction composition: 2.5 U of uracil-insensitive 
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PfuTurboCx Hotstart DNA polymerase (Stratagene), 5 µl 10X PfuTurbo reaction 

buffer, 1 µl of 25 µM dNTPs, 1 µl of Illumina’s Primer 1.1, and 1 µl of Illumina’s Primer 

2.1 (50 µl final). The thermocycling parameters were: 95˚C 2 min, 98˚C 30 sec, then 4 

cycles of 98˚C 15 sec, 60˚C 30 sec and 72˚C 4 min, ending with one 72˚C 10 min 

step. The PCR reaction was purified using the MinElute PCR purification kit (Qiagen), 

separated by 2% agarose gel electrophoresis, and the amplified product (175-225 bp) 

was purified from the gel using the MinElute gel purification kit (Qiagen). Quantitative 

PCR was used to measure the concentration of viable sequencing template 

molecules in the library prior to sequencing.  

 

Preparation of Strand-Specific mRNA-Seq Libraries 

Prior to harvesting tissue for Arabidopsis nuclei preparations, some leaves (5-

8 g) were collected, flash frozen in liquid nitrogen, and ground into a fine powder for 

later use in RNA experiments. Here, we have generated and sequenced mRNAs from 

a single biological replicate using a similar strategy as previously described (4). 

Briefly, total RNA was isolated from approximately 250 mg of frozen leaf powder 

using the mirVana miRNA Isolation kit (Ambion) according to the manufacturer’s 

instructions for isolation of total RNA from plant tissue. mRNA was purified out of the 

total RNA samples with two sequential poly(A) selections using a Oligotex mRNA Mini 

kit (Qiagen) as per manufacturer’s instructions. The mRNA was ethanol precipitated 

after each poly(A) selection. The purified mRNA (100-150 ng) was fragmented by 

metal hydrolysis in 1X fragmentation buffer for 15 min at 70˚C and quenched by 

addition of 2 µl fragmentation stop solution (Life Technologies). Fragmented RNA 

was treated with 5 U Antarctic phosphatase (New England Biolabs) for 40 min at 

37˚C in the presence of 40 U RNaseOut (Life Technologies), followed by 
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phosphatase heat inactivation at 65˚C for 5 min. Re-phosphorylation of the 

fragmented RNA ends was performed by addition of 10 U PNK (New England 

Biolabs), 1 mM ATP, and 20 U RNaseOut and incubation at 37˚C for 1 h. The RNA 

was then purified using 66 µl SPRI beads (Agencourt) and eluted in 11 µl of TE 

buffer. One µl of 1:10 diluted pre-adenylated 3’ RNA adapter oligonucleotide (5’-

UCGUAUGCCGUCUUCUGCUUGidT-3’) was added to the phosphorylated RNA and 

incubated at 70˚C for 2 min to denature any RNA secondary structure followed by 

placement on ice. The 3’ RNA adapter ligation reaction was performed by addition of 

2 µl 10x T4 RNA ligase 2 truncated ligation buffer, 1.6 µl 100 mM MgCl2, 20 U 

RNaseOut, and 300 U T4 RNA ligase 2 truncated (New England Biolabs) and then 

incubated at 22˚C for 1 h. Ligation of the 5’ RNA adapter was performed by addition 

to the 3’ adapter-ligated reaction 1 µl of 1:1 diluted, heat denatured (70˚C, 2 min) 5’ 

RNA adapter oligonucleotide (5’-GUUCAGAGUUCUACAGUCCGACGAUC-3’), 1 µl 

10 mM ATP, and 10 U T4 RNA ligase (Promega), and incubation at 20˚C for 1 h. The 

RNA was purified using 66 µl SPRI beads (Agencourt) and eluted in 10 µl of TE 

buffer. To the RNA ligation products, 2 µl of 1:5 diluted RT primer (5’-

CAAGCAGAAGACGGCATACGA-3’) was added and heat denatured (70˚C, 2 min), 

followed by incubation on ice. To the denatured RNA/primer solution 4 µl of 5x first 

strand buffer, 1 µl 12.5 mM dNTPs, 2 µl 100 mM DTT, and 40 U RNaseOut was 

added, followed by incubation at 48˚C for 1 min. To this, 200 U Superscript II reverse 

transcriptase (Life Technologies) was added, followed by incubation at 44˚C for 1 h. 

The entire RT reaction was used in a PCR amplification reaction containing 0.25 µM 

GEX1 (5’-AATGATACGGCGACCACCGACAGGTTCAGAGTTCTACAGTCCGA-3’) 

and 0.25 µM GEX2 (5’-CAAGCAGAAGACGGCATACGA-3’) primers, 0.25 mM 

dNTPs, 1x Phusion polymerase buffer, and 4 U Phusion hot-start high fidelity DNA 
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polymerase (New England Biolabs) in a 100 µl reaction using the following 

thermocycling parameters: 98˚C 30 sec, then 15 cycles of 98˚C 10 sec, 60˚C 30 sec 

and 72˚C 15 sec, ending with one 72˚C 10 min step. The PCR products were purified 

in two steps, first by purification using 180 µl SPRI beads and elution in 30 µl of TE 

buffer, followed by purification with 39 µl SPRI beads and elution in 10 µl of TE buffer. 

All oligonucleotides were obtained from Illumina. Quantitative PCR was used to 

measure the concentration of viable sequencing template molecules in the library 

prior to sequencing. 

 

High-Throughput Sequencing 

MethylC-Seq and RNA-Seq libraries were sequenced using the Illumina 

Genome Analyzer II (GA II) as per manufacturer’s instructions. Sequencing of 

MethylC-Seq libraries was performed up to 87 cycles to yield longer sequences that 

are more amenable for unambiguous mapping to the Arabidopsis thaliana Col-0 

genome reference sequence (TAIR9). Image analysis and base calling were 

performed with the standard Illumina pipeline (Firecrest v1.4 and Bustard v1.4), 

performing automated matrix and phasing calculations on a PhiX or genomic DNA 

control.  

 

Data Analysis 

 

Processing and Alignment of MethylC-Seq Read Sequences 

Read sequences produced by the Illumina pipeline (v1.4) in FastQ format 

were pre-processed in three steps. Firstly, reads were trimmed to before the first 

occurrence of a low quality base (PHRED score ≤ 2). Secondly, as a subset of reads 
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contained all or part of the 3’ adapter oligonucleotide sequence, every read was 

searched for the adapter sequence, and if detected the read was trimmed to the 

preceding base. If the full adapter sequence was not detected, iterative searching of 

the k 3’ terminal bases of the read for the k 5’ bases of the adapter was performed, 

and if detected the read was trimmed to the preceding base. Thirdly, any cytosine 

base in a read was replaced with thymine. Following pre-processing, reads were 

sequentially aligned using v0.10.0 of the Bowtie algorithm (40) to two computationally 

converted TAIR9 reference sequences, the first in which cytosines were replaced with 

thymines, and the second in which guanines were replaced with adenines. The 

48,502 bp cl857 Sam7 Lambda genome was included in the reference sequence as 

an extra chromosome so that reads originating form the unmethylated control DNA 

could be aligned. As all cytosines in the reads were replaced with thymines, the 

methylation status of a particular genomic sequence has no bearing on its ability to 

map to the reference. Sequences originating from the Watson strand of the genome 

aligned to the cytosine-free reference sequence, whereas sequences originating from 

the Crick strand (complement) of the genome aligned to the guanine-free reference 

sequence after reverse complementation. The following parameters were used in the 

Bowtie alignment process: --solexa1.3-quals -e 80 -l 20 -n 0 -k 10 --best –strata –p –

chunkmbs 1024 --nomaground. For each read, up to 10 of the most highly scoring 

alignment positions in the reference sequences were returned, tolerating a maximum 

sum quality score of 80 at mismatch positions. All results of aligning a read to both 

the Watson and Crick converted genome sequences were combined, and if more 

than one alignment position existed for a read it was categorized as ambiguously 

aligned and disregarded. For each sample type, the reads from two biological 

replicates were pooled to provide greater coverage for identification of the 
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methylcytosines that are presented in this study. Whole lanes of aligned read 

sequences were combined in a manner based on the experimental setup. As up to 

two independent libraries from each biological replicate were sequenced, we first 

removed reads that shared the same 5’ alignment position within each library, 

referred to as “clonal” reads, leaving the read at that position that had the highest 

sum quality score. Subsequently, the reads from all libraries of a particular sample 

were combined. All unambiguous, or “unique”, read alignments were then subjected 

to post-processing, which consisted of 3 steps. Firstly, if a read contained more than 

3 mismatches compared to the reference sequence, it was trimmed to the base 

preceding the fourth mismatch. Secondly, the cytosines that were originally removed 

from the read sequences prior to alignment were incorporated back into the aligned 

reads. Thirdly, to remove reads that were likely not bisulfite converted, reads that 

contained more than 3 cytosines in a non-CG context were discarded. Finally, the 

number of calls for each base at every reference sequence position and on each 

strand was calculated. Read number for each replicate before and after removal of 

clonal reads and post-processing is detailed in Table 3.2.  

 

Identification of Methylated Cytosines 

At each reference cytosine the binomial distribution was used to identify 

whether at least a subset of the genomes within the sample were methylated, using a 

0.01 FDR corrected P-value. Each context of methylation was considered 

independently: CG, CHG or CHH (where H = A, C or T). We identified 

methylcytosines while keeping the number of false positives methylcytosine calls 

below 1% of the total number of methylcytosines we identified. The probability p in 

the binomial distribution B(n,p) was estimated from the number of cytosine bases 
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sequenced in reference cytosine positions in the unmethylated Lambda genome 

(referred to as the error rate: non-conversion plus sequencing error frequency). The 

bisulfite conversion rates for all samples were approximately 99%, and the error rates 

were as follows: Untreated replicate 1, 0.0130; Untreated replicate 2, 0.0067; 

Untreated combined replicates, 0.0106; Pst 5 d.p.i. replicate 1, 0.0137; Pst 5 d.p.i. 

replicate 2, 0.0068; Pst 5 d.p.i. combined replicates, 0.0111. We interrogated the 

sequenced bases at each reference cytosine position one at a time, where read 

depth refers to the number of reads covering that position. For each position, the 

number of trials (n) in the binomial distribution was the read depth. For each possible 

value of n we calculated the number of cytosines sequenced (k) at which the 

probability of sequencing k cytosines out of n trials with an error rate of p was less 

than the value M, where (M * (number of unmethylated cytosines)) < (0.01 * (number 

of methylated cytosines)). In this way, we established the minimum threshold number 

of cytosines sequenced at each reference cytosine position at which the position 

could be called as methylated, so that out of all methylcytosines identified no more 

than 1% would be due to the error rate. The specifics of the mC analysis can be 

found in Table 3.3. 

 

Identification of Hypo and Hypermethylated Blocks 

A sliding window approach was used to identify blocks of DNA methylation 

enrichment throughout the genome. A window size of 100 bp was used and 

progressed at 100 additional bases per iteration. When a 100 bp window containing 

at least 4 mCs was identified, the block was extended in 300 bp increments until an 

increment was reached that contained no mCs. These blocks were then refined to 

start at the first mC of the block and end at the last mC. Blocks were identified using a 
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union of the untreated (0 dpi) and treated (5 dpi) mC calls so that no regions were 

missed in the analysis. After block identification, the number of mCs contained in a 

given block were counted and summed for each individual data set. A ratio of each 

sum (number of 0dpi block mCs/number of 5dpi block mCs ) was calculated to 

identify pathogen-induced hypo and hypermethylated DNA regions.  

 

Mapping RNA-Seq Reads 

Read sequences produced by the Illumina analysis pipeline were aligned with 

the ELAND algorithm to the TAIR9 reference sequence. Reads that aligned to 

multiple positions were discarded. Reads per kilobase of transcript per million reads 

(RPKM) were calculated to quantify transcriptional levels. To calculate a 

transcriptional fold change for a given gene, a ratio between the two RPKMs from the 

two samples was calculated.  

 

Data Visualization in the AnnoJ Browser 

MethylC-Seq and RNA-Seq sequencing reads, as well as all methylcytosines 

with respect to the TAIR9 reference sequence, gene models and functional genomic 

elements were visualized in the AnnoJ 2.0 browser, as described previously (4).  
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RESULTS 

Resistance to Pseudomonas syringae is Enhanced by Global Loss of DNA 

Methylation 

Direct regulation of transcriptional output by DNA methylation is well 

established, and there are multiple examples of DNA methylation-dependent 

developmental programs in plants. Temporal and structural floral development are, in 

part, regulated by cytosine methylation of the FWA and SUP genes, respectively, and 

mutant epi-alleles at these loci display clear flowering phenotypes (41,42). 

Additionally, global depletion of non-CG methylation in drm1 drm2 cmt3 triple mutants 

results in a striking curled leaf phenotype that is solely attributed to loss of promoter 

methylation, and subsequent upregulation, of an F-box gene (36). Direct regulation of 

gene transcription by cytosine methylation is likely a wide spread phenomena, as loss 

of function mutations in MET1 or DRM1/DRM2/CMT3 result in misregulation of 3.0% 

or 1.2% of all Arabidopsis genes, respectively (4).  

We sought to investigate the contribution of cytosine methylation in regulation 

of plant defense against the bacterial phytopathogen Pseudomonas syringae. Virulent 

strains, including P. syringae pv. tomato DC3000 (Pst DC3000), suppress PAMP-

induced basal defense responses through the action of type III effectors, while non-

host pathogens, like the type III secretion mutant Pst DC3000 (hrcC-), are effectively 

controlled by the plant's basal defenses. In contrast, avirulent strains, like Pst 

DC3000 (avrPphB), express an avirulence (Avr) gene that is recognized by the plant 

R protein defense system, resulting in an amplified resistance response. To resolve 

any DNA methylation-dependent regulation of the plant defense system, we tested 

plants globally depleted in CG methylation (met1-3) or non-CG methylation (ddc, 

drm1-2 drm2-2 cmt3-11) against infection with virulent, avirulent, or non-host 
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pathogens (Figure 3.1). Remarkably, at 3 days post infection (dpi) the levels (or 

colony forming units, cfu) of the virulent Pst DC3000 strain are approximately 2.5 and 

2 orders of magnitude lower in met1 and ddc mutants compared to wild-type plants, 

respectively (Figure 3.1.A and Figure 3.1.B, left panels). The met1 and ddc enhanced 

resistance to Pst DC3000 phenotype was observed throughout the time course of the 

infection, as illustrated by the lower levels of bacteria at each time point in the growth 

assays, as well as the differential progression of disease symptoms in the methylation 

mutants (asymptomatic) compared to wild-type plants (chlorosis/necrotic lesions at 3 

and 5 dpi, Figure 3.1.C). Although difficult to resolve due to low levels of bacterial 

growth, we also detected enhanced resistance to avirulent (Pst DC3000 (avrPphB)) 

and non-pathogenic (Pst DC3000 (hrcC-)) strains of P. syringae in the met1 and ddc 

mutants (Figure 3.1.A and Figure 3.1.B, center and right panels). Together, these 

data indicate that wild-type Arabidopsis plants possess a genetically functional, but 

epigenetically repressed, heightened defense response against virulent, avirulent, 

and non-pathogenic strains of P. syringae. 

We have previously demonstrated that global disruption of CG or non-CG 

methylation results in a wide range of transcriptional changes, and it is possible that 

the enhanced resistance to P. syringae occurs independently of the traditional plant 

defense pathways. For example, both met1 and ddc mutants show distinct 

developmental abnormalities that may be non-specifically responsible for the 

pathogen phenotype. To address this possibility, we performed real time PCR assays 

on infected met1 and ddc leaf tissue and examined expression levels of genes that 

are traditionally involved in the plant defense response against bacterial pathogens 

(Figure 3.2). We observed strong activation of salicylic acid (PR1, Pathogenesis-

related 1) and flagellin (FRK1, Flagellin Receptor Kinase 1) signaling pathways, as 
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well as suppression of the Jasmonic acid/ethylene responsive plant defensin gene 

(PDF1.2), in wild-type, met1, and ddc plants in response to Pst DC3000. Interestingly, 

wild-type, met1, and ddc plants all display both temporal and amplitude of expression 

differences for each defense gene examined. Expression levels of the salicylic acid 

(SA) responsive gene PR1, a reliable indictor of plant defense levels, increases more 

rapidly in met1 plants compared to wild-type (Figure 3.2, top left panel), suggesting 

that SA signaling is primed for rapid activation in met1 plants. In contrast, PR1 and 

FRK1 transcript levels in ddc plants demonstrate a similar temporal, but a 2.5 fold 

higher, induction of gene expression compared to wild-type plants (Figure 3.2, bottom 

panels). Additionally, we observed an immediate suppression of the SA-antagonized 

PDF1.2 gene in met1 plants, while expression levels in ddc plants follow that of wild-

type, indicating differential activation of SA signaling in the two mutants. While rapid 

SA induction at the onset of infection in met1 plants is a likely indictor of a primed 

plant defense that results in rapid suppression of bacterial growth, ddc plants utilize 

an increased activation of SA signaling to control pathogen growth throughout 

infection. Interestingly, both DNA methylation mutants displayed prolonged 

upregulation of two heavily CG and non-CG methylated R genes, RPP4 (Recognition 

of Peronospora parasitica 4) and SNC1 (Suppressor of npr1-1, Constitutive 1), during 

infection (Figure 3.2, right panels and data not shown), a possible consequence of 

either hyper-activation of SA signaling or loss of regulatory gene body DNA 

methylation. 

 

Transgenerational Memory of Pathogen Stress 

Our examination of the DNA methylation mutants indicates that some defense 

genes are held under the strict control of cytosine methylation, suggesting that stable 
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pathogen-induced alterations in DNA methylation may be passed to subsequent 

generations to encode a systemic enhanced resistance to bacterial pathogens. To 

examine DNA methylation-dependent transgenerational memory of pathogen stress, 

we performed P. syringae pv. tomato DC3000 infections in wild-type and ddc mutant 

plants throughout multiple generations, measuring the pathogen levels by bacterial 

enumeration at each individual generation (Figure 3.3). Importantly, we 

simultaneously grew control plants that were treated identically to the infected plants 

but were not exposed to pathogen. Interestingly, we did not detect a significant 

difference between control and stressed Col-0 plants in the second generation (S2); 

however, we found that the stressed ddc plants were approximately an order of 

magnitude more susceptible to pathogen than the control ddc plants (S2 plants, 

Figure 3.3). Remarkably, in the following generation (S3), we found that wild-type 

Col-0 plants were 3 fold, or ½ log, more resistant than the control plants (p=0.002), 

indicating that after multiple generations of infection, transgenerational memory of 

pathogen stress results in enhanced resistance to virulent bacteria. It is notable that 

we also observed hyper-susceptibility to Pst DC3000 in the S3 ddc plants at levels 

similar to those observed in the S2 generation, directly implicating DNA methylation in 

transgenerational memory. Together, these data support the notion that DNA 

methylation contributes to transgenertional memory of pathogen stress and, to our 

knowledge, represent the first direct example of heritable resistance to bacterial 

pathogens. 

 

Transient DNA Methylation Changes in Response to Virulent P. syringae 

Dynamic or transient changes in cytosine methylation levels have been 

observed in human cells (23,24,26) and it is likely that analogous mechanisms exist 
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in plants (27-32). To resolve pathogen-induced transient alterations in DNA 

methylation, we performed genome wide bisulfite sequencing (methylC-Seq, Lister et 

al. (4)) on two independent biological replicates of untreated and pathogen-treated (P. 

syringae pv. tomato DC3000) Arabidopsis plants. Leaf tissue from wild-type Col-0 

plants was harvested prior to infection (untreated) or 5 dpi (treated) and prepared for 

high-throughput sequencing. Infected leaf tissue, however, is heavily composed of 

bacterial cells (approximately 50 million cells per cm2 leaf tissue). To enrich for 

Arabidopsis genomic DNA, we biochemically isolated crude nuclei by differential 

centrifugation, and subsequently purified the crude fraction with three consecutive 

rounds of discontinuous Percoll gradients. Using this enrichment strategy, 

sequencing reads of P. syringae origin represent only 0.08% of the total uniquely 

mapping reads in the Pst-treated sample (data not shown). We sequenced adaptor-

ligated inserts up to 87 bases long using the Illumina Genome Analyzer II, and 

generated 58 and 66 million non-clonal reads, representing 4.3 and 4.8 gigabases 

(Gb), that uniquely map to the Arabidopsis genome for the untreated and treated 

samples, respectively (Pooled data of two biological replicates, Table 3.2). Our 

sequencing covered approximately 95% of the entire nuclear genome (94% of all 

nuclear cytosines) with at least two reads, and we reached an average read depth of 

18 and 20 reads per nucleotide per strand for the untreated and treated samples, 

respectively (Table 3.3). 

The binomial distribution was used at every cytosine, examining each 

sequence context (CG, CHG, CHH) independently, to determine if methylation was 

detected at significant levels using a mC false discovery rate of 1%. Using this 

approach, we identified 4,369,039 and 4,336,818 methylated cytosines, representing 

10.9% and 10.8% of the nuclear cytosines covered by at least 2 reads, in the 
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untreated and Pst-treated plants, respectively (Table 3.3). Furthermore, we observed 

the majority of DNA methylation in leaf tissue within the non-CG context (mCG, 37%; 

non-mCG, 63%) for both samples, and a strikingly large amount of CHH methylation 

(42% of total mCs, Table 3.3). Surprisingly, a much larger proportion of Arabidopsis 

leaf methylcytosines were found in the non-CG context compared to floral tissue 

(45% non-mCG; Lister et al. (4)), possibly representing global differences in DNA 

methylation patterns between the two tissue types.  

Upon initial inspection of the DNA methylomes of the untreated and Pst-

treated samples, we found no significant global differences in the number of 

methylcytosines detected or the sequence context in which they were found, 

indicating that pathogen-induced whole genome re-patterning of DNA methylation is 

an unlikely mechanism of epigenetic regulation. To further examine transient 

alterations of DNA methylation upon P. syringae treatment, we examined differential 

methylation across the genome in the context of DNA methylation-enriched blocks. 

Using a sliding window approach, we identified 29,003 blocks of DNA methylation in 

the Arabidopsis genome that ranged in size from 4 to 152,777 base pairs. We 

generated a DNA methylation ratio (untreated mCs/treated mCs) for each block and 

identified 157 pathogen-induced hypomethylated blocks and 147 hypermethylated 

blocks using a 3-fold-change threshold (Figure 3.4.A). These regions of differential 

DNA methylation are exemplified by an intronic region of the At4g011030 gene 

(encodes putative lipase with unknown function), where we observed regions of Pst 

DC3000-induced hyper and hypomethylation (Figure 3.4.B). Interestingly, we found 

differential methylcytosines (dmCs) in every sequence context (dmCG, dmCHG, 

dmCHH; Figure 3.4.B), indicating that transient DNA demethylation or 

hypermethylation within a given region is not restricted to a sequence-specific 
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enzymatic activity. Although additional experiments are needed to validate these 

putative regions of pathogen-induced cytosine methylation changes, it is likely that we 

have identified several biologically relevant regions of DNA methylation re-patterning 

that may encode transcriptional regulation of proximal genes within the somatic 

tissue. 

To examine the functional consequences of pathogen-induced alterations in 

DNA methylation patterns, we performed strand-specific sequencing of Arabidopsis 

mRNAs (mRNA-Seq; Lister et al. (4)) from untreated (0 dpi) and Pst DC3000-treated 

(5 dpi) plants. We generated approximately 27 and 19 million reads from mRNA-Seq 

libraries representing the untreated and pathogen-treated plants, respectively, and 

found 2,066 up-regulated and 4,219 down-regulated genes in plants infected with Pst 

DC3000 (greater than 3-fold change, data not shown). To resolve the consequences 

of transient DNA methylation changes on transcriptional output, we are applying 

integrative approaches to globally address this question. Simple visual scanning of 

the hypomethylated blocks, however, has revealed that a correlation between 

differentially methylated blocks and altered transcriptional output does exist in some 

cases, exemplified by At2g29460 (Figure 3.5), which encodes a pathogen-responsive 

glutathione S-transferase gene (Pst DC3000, 80 fold induction at 24 hours post 

infection, NASCArrays-120, Craigon et al. (43)). Interestingly, we observed a 4-fold 

loss of cytosine methylation within the putative promoter region (also a genomic 

repetitive element) of At2g29460 after Pst DC3000 infection, as well as a concomitant 

increase in transcript levels (23-fold, Figure 3.5). Together, our data support a model 

of active methylation/demethylation of specific genomic loci upon pathogen treatment, 

and suggest that alterations in methylation patterns may directly influence 

transcriptional output of nearby genes. 
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DISCUSSION 

Single-base resolution of the Arabidopsis methylome has enabled 

unprecedented insight into the biology of DNA methylation. These recent discoveries 

include unraveling the dynamic genome wide relationship between cytosine 

methylation, small RNAs, and transcriptional output, as well as novel perspectives 

into specific developmental and evolutionary processes, from demethylation-

dependent control of genomic imprinting in the endosperm to rationale for the striking 

depletion of cytosine methylated transposable elements within gene-rich regions 

(4,44-46). Here, we provide compelling evidence supporting a role for DNA 

methylation in controlling specific components of the Arabidopsis defense system 

against the plant pathogen Pseudomonas syringae. Remarkably, we found that 

mutants deficient in either CpG methylantion (met1) or non-CpG methylation (ddc, 

drm1 drm2 cmt3) are significantly more resistant, compared to wild-type plants, to a 

variety of P. syringae strains, indicating that some aspect of the plant defense system 

is under epigenetic control. Interestingly, wild-type plants suppress this unknown 

component, possibly because prolonged misregulation of this defense element has 

consequences of the plant’s overall fitness, as has been observed in Arabidopsis 

hybrids that acquire deleterious epistatic interactions that result in a plant 

“autoimmune” response (47). Although it is possible that the enhanced disease 

resistance phenotype observed in the DNA methylation mutants is a function of 

multiple altered epistatic interactions or a result of polygenic contributions, it is also 

feasible that misregulation of a single gene could result in such a dramatic 

phenotype, a phenomena observed with the ddc curled leaf phenotype which is 

controlled by a single F-box gene (36). 
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Interestingly, the Arabidopsis pathogen response has been recently 

investigated in a handful of mutants deficient in miRNA biogenesis and RNA-induced 

gene silencing. Post-transcriptional gene silencing, a DCL1/HEN1/AGO1 dependent 

pathway in plants, functions in miRNA biogenesis and is required for full defense 

against non-pathogenic bacteria; and, not surprisingly, is a target of suppression by 

bacterial type III effector proteins (48). Bacterial pathogens likely inhibit these 

pathways because certain miRNAs are required for regulation of defense gene 

transcripts, as has been observed with PAMP-induced miRNA393, which contributes 

to resistance against virulent P. syringae strains (49). The RNA-directed DNA 

methylation (RdDM) pathways use non-overlapping, but functionally analogous, 

components, including the DCL3 and AGO4 proteins that are responsible for feeding 

small RNAs to the DRM1/DRM2/CMT3 cytosine methyltransferases. Although dcl3 

mutants show no detectable pathogen phenotype, a likely product of redundancy in 

the Dicer-like family, the ago4 mutants are striking hyper-susceptible to the virulent 

Pst DC3000 strain (data not shown, Agorio et al. (50)). The discrepancy in pathogen 

phenotypes observed in ago4 and ddc mutants suggests that these proteins act in a 

non-linear fashion to control resistance, and that there may additional contributing 

factors or pathways that direct the defense response. Indeed, AGO4 has been shown 

to interact with 24-nt siRNAs that are generated from hairpin RNAs independent of 

the traditional RdDM pathway (RNA Pol IV and RDR2 dependent), as well as some 

specific miRNAs (21-nt) that preferentially bind AGO4 over AGO1 (51,52). We, as 

well as other groups, have demonstrated that RdDM and AGO4-dependent pathways 

play a key role in regulating the plant defense system, and consequently, may 

represent ideal targets for manipulation by bacterial type III effector proteins.  
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Remarkably, we found that wild-type plants utilize a transgenerational memory 

of virulent P. syringae infection to encode resistance in their progeny, a response that 

requires the activity of the DRM1, DRM2, and CMT3 cytosine methyltransferases. 

These data represent the first direct evidence supporting a cytosine methylation-

dependent heritable resistance against bacterial pathogens. However, stress-induced 

genome instability, characterized by increased rates of DNA recombination in the 

somatic tissue, has also been linked to pathogen infection (53-55). Local activators of 

plant defense, including the PAMP elicitor flagellin, may induce systemic signals that 

result in increased levels of DNA recombination in uninfected tissues, as well as 

influence somatic recombination rates in subsequent generations (53,55). 

Furthermore, infection of tobacco leaves with tobacco mosaic virus (TMV) appears to 

induce systemic signals that result in DNA rearrangements surrounding several R 

gene loci, a process that may correlate with hypomethylation of these regions (56). 

The signals that propagate pathogen-induced alterations in DNA recombination rates 

and methylation patterning within the somatic tissues remains unclear, as well as the 

mechanism that transmits this information into the germline for use in subsequent 

generations; however, it is notable that our experimental approach to examine 

transgenerational memory exposes all aerial tissues, including the germline 

progenitor cells, to P. syringae. Further investigation of pathogen-induced systemic 

signals, using localized infection techniques, will be needed to determine how 

epigenetic information, including locus-specific DNA methylation changes, is 

transmitted into germline. 

We have begun to apply sequencing-based genomic approaches to profile 

pathogen-induced transient DNA methylation changes (methylC-Seq), coupled with 

transcriptome analysis (mRNA-Seq), to resolve the dynamic relationship between 
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cytosine methylation and mRNA output. Our initial analysis has identified a multitude 

of genomic regions displaying either hypo or hypermethylation upon P. syringae 

infection, however, further validation of these regions is needed. Additionally, we are 

currently applying methylC-Seq techniques to profile DNA methylation after activation 

of R gene defenses, which often initiates systemic acquired resistance (SAR) 

signaling pathways, using the avirulent strain Pst DC3000 (avrPphB). It is likely that 

activation of R gene defenses, or repetitive infection throughout consecutive 

generations, may result in stronger or more widespread changes in DNA methylation 

and provide additional insight into this complex component of the defense response. 

Finally, profiling of the met1 and ddc transcriptomes during pathogen infection 

represents an alternative strategy for identification of both constitutive and pathogen-

inducible defense genes that are under control of DNA methylation. We have utilized 

a combinatorial approach to examine the function of cytosine methylation in 

regulation of the plant defense system against Pseudomonas syringae, uncovering a 

role for DNA methylation in both transient and heritable epigenetic regulation of plant 

resistance response. 
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Figure 3.1 Arabidopsis mutants deficient in either maintenance or de novo 
DNA methylation are less susceptible to virulent, avirulent, and non-
pathogenic bacteria. 
 
(A) Adult wild-type Col-0 (red) or met1 mutant (green) plants were infected 
with either virulent (P. syringae pv. tomato DC3000, Pst DC3000), avirulent 
(Pst DC3000 (avrPphB)), or non-host (Pst DC3000 (hrcC-)) bacteria at 1×105 

cfu ml-1 by vacuum infiltration. At the indicated time points, infected leaf tissue 
was harvested and the bacterial colony forming units were quantified. Data is 
represented as the mean ± SE of the decimal logarithm (log[cfu cm-2]) of at 
least 8 technical replicates. The experiment was repeated twice with similar 
results. 
(B) Adult wild-type Col-0 (red) or ddc mutant (blue) plants were infected and 
analyzed as described in (A). 
(C) Representative photographs of disease symptoms at the indicated time 
points in wild-type Col-0, met1 (left panel), or ddc (right panel) leaves after 
infection with virulent Pst DC3000 (1×105 cfu ml-1). 
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Figure 3.2 The Arabidopsis met1 and ddc mutants show enhanced expression of 
certain defense genes. 
 
Real time PCR analysis was performed on tissue from adult plants (wild-type Col-0, 
red; met1, green; ddc, blue) infected with virulent P. syringae pv. tomato DC3000 
(1×105 cfu ml-1) by vacuum infiltration. Genes regulated by the major plant defense 
signaling hormones (salicylic acid, jasmonic acid/ethylene, and flagellin), as well as 
two Resistance (R) genes that possess large amounts of gene body CG and non-CG 
methylation, were chosen for analysis. At least 15 individual plants were pooled and 
relative expression levels were calculated based on a TUBα2 control, and all the 
values were normalized to the wild-type, untreated sample (0 Days Post Infection). 
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Figure 3.3 Transgenerational memory of virulent P. syringae infection requires the de 
novo DNA methytransferases. 
 
Wild-type Col-0 (left panel) or ddc mutant (right panel) adult plants were infected with 
virulent Pst DC3000 bacteria (1×105 cfu ml-1) by vacuum infiltration and bacteria were 
quantified at 0 or 3 days post infection as described in Figure 3.1.A. Plants were 
allowed to recover for approximately 2-3 weeks, re-infected with Pst DC3000 to 
maintain pathogen stress, and then allowed to fully senesce. The subsequent two 
generations (S2 and S3) were treated and assayed in an identical fashion. Control 
plants were grown in an identical fashion but were not exposed to bacterial pathogen. 
Plants stressed with pathogen at each generation (black bars) are compared to 
control plants (white bars) and an asterisk indicates p<0.05. 
 
 



96 
 

 

Figure 3.4 Detection of hypo and hypermethylated DNA regions in response 
to virulent P. syringae infection. 
 
(A) Blocks of mC enrichment were identified across the genome (see 
Experimental Procedures) and mCs from the untreated (0 dpi) and treated (5 
dpi) samples were counted and summed within each block. A ratio of the 
sums was calculated as 0 dpi mCs/5 dpi mCs for each block and the number 
of blocks having the same ratio were counted and plotted. The blocks were 
categorized as unchanged (black), hypomethylated (blue), or hypermethylated 
(red) based on a >3 fold change threshold. Also, blocks that displayed 
complete hypomethylation (blue, zero mCs in 5 dpi block) or hypermethylation 
(red, zero mCs in 0 dpi block) are shown in the inset graph. 
(B) An example of an intronic region that shows active pathogen-induced 
hypomethylation (blue) and hypermethylation (red), as well as an unchanged 
block (black). mC calls: mCG, gold; mCHG, blue; mCHH, pink.  
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Figure 3.5 Pathogen-induced promoter hypomethylation correlates with 
transcriptional up-regulation of At2g29460. 
 
The At2g29460 gene model and the surrounding genomic DNA repeats, as well as 
methylC-Seq data (mC calls) and mRNA-Seq data (reads) for each sample are 
displayed. An enlargement of the DNA methylation within the putative promoter 
region is shown (right) along with the calculated mC block ratio. mC calls: mCG, gold; 
mCHG, blue; mCHH, pink. A ratio of the RPKM (reads per kilobase of transcript per 
million reads) values for each mRNA-Seq sample was also calculated.  
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Table 3.1 Gene targets and primer sets used in Real Time PCR experiments. 
 

 
 

Gene At ID Primer Name Primer sequence (5' - 3')

TUBa2 AT1G50010 5_TUBa2_qPCR ATCTCTTGCTTGCGGTAG

- - 3_TUBa2_qPCR ACCCAGCTTAAATTCAGTTCTTGG

PR1 AT2G14610 5_PR1_qPCR AGGCTAACTACAACTACGCTGCG

- - 3_PR1_qPCR GCTTCTCGTTCACATAATTCCCAC

PDF1.2 AT5G44420 5_PDF1.2_qPCR GTTCTCTTTGCTGCTTTCGAC

- - 3_PDF1.2_qPCR GCAAACCCCTGACCATGT

FRK1 AT2G19190 5_FRK1_qPCR GAGACTATTTGGCAGGTAAAAGGT

- - 3_FRK1_qPCR AGGAGGCTTACAACCATTGTG

RPP4 AT4G16860 5_RPP4_qPCR GGGAGGATCTTCGGAACG

- - 3_RPP4_qPCR TTCCGACGAAGTCACCAAA

SNC1 AT4G16890 5_SNC1_qPCR CCGGATATGATCTTCGGAAA

- - 3_SNC1_qPCR AACATCCTCGGCAAGCTCT
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Table 3.2 MethylC-Seq library read numbers for each replicate before and after 
removal of clonal reads and post-processing. 
 

 
 

Sample Library Mapped reads Clonal reads removed Post-processed

Untreated replicate 1 A 31,656,026 3,044,589 25,593,283

B 11,540,210 1,070,572 9,458,437

Untreated replicate 2 A 30,057,886 3,472,057 23,180,770

Untreated combined All 73,254,122 7,587,218 58,232,490

Total Bases 4,297,500,701

Pst 5 d.p.i. replicate 1 A 31,668,914 2,262,243 27,160,359

B 13,303,844 1,071,665 11,147,914

Pst 5 d.p.i. replicate 2 A 32,842,126 2,336,495 28,173,371

Pst 5 d.p.i. combined All 77,814,884 5,670,403 66,481,644

Total Bases 4,807,642,269
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Table 3.3 Whole nuclear genome cytosine coverage and methylcytosine count. 
 

 
 

Untreated Treated (Pst 5 dpi)

Lambda non-conversion + error frequency 1.06% 1.11%

% coverage of genome  ( >1 read) 94.88% 95.19%

% coverage of nuclear cytosines ( >1 read) 93.60% 94.07%

Average read depth per base (Watson / Crick) 18.07 / 18.05 20.30 / 20.28

Number of nuclear methylcytosines (no depth restriction) 4,369,039 4,336,818

           Context:                 CG  (% of total mC) 1,636,079 (37.4%) 1,635,910 (37.7%)

               CHG  (% of total mC) 907,785 (20.8%) 906,410 (20.9%)

               CHH  (% of total mC) 1,825,175 (41.8%) 1,794,498 (41.4%)

% genome methylated (vs all cytosines) 10.19% 10.12%

% genome methylated (vs covered cytosines,  >1 read) 10.89% 10.76%
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CHAPTER 4 

Concluding remarks 

 

The work presented here has contributed to a greater understanding of plant-

pathogen interactions and represents new insights into the molecular mechanisms 

utilized by bacterial type III effector proteins to promote pathogenesis. Specifically, we 

have used several approaches to examine a unique family of effector proteins, the 

AvrPphB-like effectors, some of which utilize their own cysteine protease activity, in 

combination with the plant host lipidation machinery, to direct their specific sub-

cellular localization. Remarkably, all AvrPphB family members localize to the plasma 

membrane where they likely target components of the plant defense network and 

contribute to bacterial pathogenesis. Although we have dramatically contributed to 

understanding the mechanisms that drive the function of AvrPphB family members, a 

number of interesting questions remain. In particular, identification of the host-specific 

in planta molecular target(s) of each effector protein is of great interest. We attempted 

to apply bioinformatic strategies to identify putative substrates based upon the amino 

acid sequence that defines the effector auto-processing site (see Chapter 2, 

Discussion); however, the limited amount of sequence specificity information (3 

residues) prevented us from generating an experimentally testable number of 

possible substrates. Additional information about the sequence specificity would be 

needed to apply these types of bioinformatic approaches.  

Identification of type III effector targets using genetic approaches has led to 

discovery of a number of Avr-R gene, or avirulent, genetic interactions; however, 

isolation of bona fide biochemical interactions, in particular virulence interactions, has 

been extremely difficult. It is possible that sophisticated biochemical or proteomic-
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based approaches could resolve some of the difficulties of identification of these 

protein-protein interactions. For example, using the AvrPphB-like family of effectors, 

one could conceivably screen for proteolytic cleavage events within a pool of possible 

proteinaceous substrates. Purified plant plasma membranes or protein libraries 

generated from cDNA pools could provide an appropriate collection of putative 

substrates for large scale biochemical analysis. Regardless of the approach, 

identification of type III effector targets represents one of the major hurdles in fully 

understanding the molecular mechanisms that drive bacterial pathogenesis. 

The work presented here has also focused on plant-pathogen interactions 

from the opposing view, that of coordinating the plant’s defenses against pathogen 

attack. We have employed a combined genetic and genomic approach to examine 

the role of DNA methylation in the regulation of the plant defense response. DNA 

methylation clearly contributes to the transcriptional regulation, either directly or 

indirectly, of defense genes, as well as encodes a transgenerational memory of 

infection. Based on our work and that of others, it seems likely that stress-induced 

DNA methylation changes serve as a mechanism of both transient and heritable 

regulation of transcriptional output, indicating that this process must be regulated and 

well refined. Although we have begun to examine genome wide cytosine methylation 

and transcriptional alterations upon pathogen infection, additional epigenetic 

information will be needed to fully deconvolute this dynamic system, including high-

throughput sequencing of small RNAs, profiling of nucleosome positioning/content, 

and mapping of histone modifications. Furthermore, a global understanding of how 

somatic or germline-specific DNA methylation patterning may ultimately contribute to 

homologous recombination at specific DNA loci or at defined frequencies will be 

essential for understanding the true heritable nature of these genomic modifications 
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and their role in the stress response. Finally, a major challenge of deciphering the 

epigenetic code will be to resolve how stress-induced alterations in DNA methylation 

patterning, some of which are likely transient by nature, are directed to specific 

genomic loci, as well as identification of the molecules that are responsible for this 

targeted response. Although our mechanistic understanding of these epigenetic 

processes is limited, approaches like whole genome profiling of DNA methylation, 

small RNAs, mRNAs, and histone modifications provide a strong starting point for 

further, in depth, dissection of these biological questions. 

This dissertation has focused on expanding our understanding of the 

mechanisms that enhance, or restrict, pathogen growth in the plant, from the 

strategies employed by bacterial type III effectors to carry out their function to 

epigenetic regulation of host defense. Additionally, the techniques and scientific 

approaches described in Chapters 2 and 3 of this dissertation have also been 

successfully applied to investigate other diverse biological questions within the 

laboratory. Descriptions of this work, of which I was an essential secondary 

contributor, comprise the final portion of this dissertation (Appendices A and B). 
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 APPENDIX A 

The phosphatase laforin crosses evolutionary boundaries and links 

carbohydrate metabolism to neuronal disease 

 

ABSTRACT 

Lafora disease (LD) is a progressive myoclonic epilepsy resulting in severe 

neurodegeneration followed by death. A hallmark of LD is the accumulation of 

insoluble polyglucosans called Lafora bodies (LBs). LD is caused by mutations in the 

gene encoding the phosphatase laforin, which reportedly exists solely in vertebrates. 

We utilized a bioinformatics screen to identify laforin orthologues in five protists. 

These protists evolved from a progenitor red-alga and synthesize an insoluble 

carbohydrate, whose composition closely resembles LBs. Furthermore, we show that 

Kingdom Plantae, which lacks laforin, possesses a protein with laforin-like properties 

called SEX4. Mutations in the Arabidopsis thaliana SEX4 gene results in a starch 

excess phenotype, reminiscent of LD. We demonstrate that Homo sapiens laforin 

complements the sex4 phenotype, and propose that laforin and SEX4 are functional 

equivalents. Finally, we show that laforins and SEX4 dephosphorylate a complex 

carbohydrate, and form the only family of phosphatases with this activity. These 

results provide a molecular explanation for the etiology of LD.  
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INTRODUCTION 

Lafora disease (LD; OMIM #254780) is an autosomal recessive 

neurodegenerative disorder resulting in severe epilepsy and death (1,2). It is one of 

five major progressive myoclonus epilepsies. LD presents as a single seizure in the 

second decade of the patient’s life (3); this single event is followed by progressive 

central nervous system degeneration, culminating in death within ten years of the first 

seizure (4). A hallmark of LD is the accumulation of polyglucosan inclusion bodies 

called Lafora bodies (LBs; Lafora (5), Collins et al. (6)), located in the cytoplasm of 

cells in most organs (3,7,8). LB accumulation coincides with increased neuronal non-

apoptotic cell death and number of seizures in LD patients. Thus, it is hypothesized 

that LBs are responsible for these symptoms and ultimately the death of the patient 

(9). 

Recessive mutations in EPM2B (epilepsy of progressive myoclonus type 2 

gene B)/NHLRC1 (10), which encodes the E3 ubiquitin ligase malin (10,11), are 

responsible for ~40% of LD cases (12). Of the LD cases not attributed to mutations in 

EPM2B, ~48% result from recessive mutations in EPM2A (epilepsy of progressive 

myoclonus type 2 gene A; Minassian et al. (13), Serratosa et al. (14), Ianzano et al. 

(12)). EPM2A encodes laforin, which contains a carbohydrate binding module family 

20 (CBM20; Wang et al. (15)) domain followed by the canonical dual specificity 

phosphatase (DSP) active site motif, HCXXGXXRS/T (CX5R) (Figure A.1.A; Denu et 

al. (16), Yuvaniyama et al. (17), Minassian et al. (13)). The CBM of laforin binds 

complex carbohydrates in vivo and in vitro (15), and the DSP motif can hydrolyze 

phosphotyrosine and phosphoserine/threonine substrates in vitro (15,18). However, 

no group has detected endogenous laforin localization in tissue culture cells or in 
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wildtype tissues, likely due to low levels of accumulation (Chan et al. (19), our 

unpublished results). 

Of the 128 human phosphatases (20,21), only laforin possesses a CBM. CBM 

domains are predominantly found in glucosylhydrolases and glucotransferases of 

bacterial, fungal, or plant origin (22-24). The vast majority of enzymes containing a 

CBM use the domain to bind a specific type of carbohydrate and then enzymatically 

act on the sugar (23). Accordingly, we recently showed that laforin liberates 

phosphate from the complex carbohydrate amylopectin, while other phosphatases 

lack this activity (25). 

Ganesh and coworkers disrupted the EPM2A locus in a mouse model (26). 

While this model faithfully recapitulated the disease, it yielded no molecular 

explanation for LD. Similarly, Chan and colleagues generated a transgenic mouse 

overexpressing inactivated laforin and this mouse model also developed LD (19). 

Despite the availability of these two LD mouse models, the molecular etiology of LD 

remained unexplained. These limitations demonstrate the need to develop alternative 

model systems to elucidate the biology of LD. Although a molecular mechanism to 

explain LD has remained elusive, data cumulatively place laforin in the context of 

being intimately, if not directly, involved in regulating glycogen metabolism. We, 

therefore, focused on this indisputable aspect of LD for clues to its molecular etiology. 

 

Insoluble Glycogen, Starch, and Floridean Starch 

Glycogen is produced in the cytoplasm of the majority of archaebacterial, 

bacterial, fungal and animal species. It is a water-soluble polymer composed of α-1,4-

glycosidic linkages between glucose residues, with branches occurring in a 

continuous pattern every 12-14 residues via α-1,6-glycosidic linkages. Almost every 
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report on LD refers to LBs as “insoluble glycogen”. However, definitive biochemical 

studies on LBs found that the arrangement and pattern of branching in LBs most 

closely resemble amylopectin (9,27,28).  

Amylopectin, like glycogen, is composed of α-1,4-glycosidic linkages with α-

1,6-glycosidic branches, but with branches arranged in a discontinuous pattern every 

12-20 residues. This discontinuous and decreased amount of branching renders 

amylopectin insoluble. Amylopectin is one of the two components of starch, which is 

produced in the plastid of green plants (Viridaeplantae). Starch is an insoluble, semi-

crystalline heterogeneous mixture of 10-25% amylose and 75-90% amylopectin. 

Plants synthesize starch in chloroplasts during daylight as a transient carbon store 

that is utilized during the dark cycle to generate a usable, reduced form of carbon in 

the absence of photosynthesis.  

Floridean starch is another insoluble carbohydrate that has similar 

biochemical properties to amylopectin (29,30). Floridean starch is synthesized in the 

cytoplasm of a variety of protists (i.e. unicellular eukaryotes) and is utilized as an 

energy source during specific stages of their life cycle. Floridean starch, like LBs and 

amylopectin, is made of glucose polymers with branches every 12-20+ residues in a 

discontinuous pattern (30). Thus, floridean starch, amylopectin, and LBs have been 

described as possessing similar characteristics.  
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EXPERIMENTAL PROCEDURES 

Cloning, Vectors, and Purification of Recombinant Proteins  

The complete open reading frame of Cm-laforin was cloned from cDNA 

provided by T. Kuroiwa (Rikkyo University, Tokyo, Japan) and SEX4 from SSP 

Consortium clone U14967 (31). Cm-laforin and SEX4 were cloned into pET21a 

(Stratagene) according to standard protocols. A second pET21a SEX4 construct was 

generated because the full-length protein is largely insoluble. We truncated the first 

52 amino acids of SEX4 to generate pET21a ∆52-SEX4. pET21a VHR (32) and 

pET21a Hs-laforin (15) have been described previously. Hs-laforin, SEX4, and sex4-

C198S were cloned in frame of a triple HA tag into pCHF1 (33), which is a modified 

version of pPZP221 (34). pCHF1 contains the 35S cauliflower mosaic virus promoter, 

the Rubisco terminator from pea, and confers gentamicin resistance for selection in 

plants. Because Kerk et al. (35) and Niittyla et al. (36) demonstrated that the cTP of 

SEX4 targets SEX4 to the chloroplast, we fused the cTP of SEX4 (nucleotides 1-213) 

in frame with Hs-laforin and the triple HA tag in pCHF to generate pCHF cTP-Hs-

laforin. All point mutations were generated with the QuickChange Site-Directed 

Mutagenesis kit (Stratagene) according to the manufacturer’s instructions. All 

constructs were verified by DNA sequencing. Recombinant proteins were expressed 

with a carboxy-terminal six-histidine tag in Escherichia coli BL21 (DE3) CodonPlus 

cells (Stratagene). Fusion proteins were expressed and purified from soluble bacterial 

extracts using Ni2+-agarose affinity chromatography as described previously (11). 

 

Phosphatase Assays   

Hydrolysis of p-NPP was performed in 50 µl reactions containing 1x 

phosphate buffer (0.1 M sodium acetate, 0.05 M bis-Tris, 0.05 M Tris-HCl, and 2 mM 
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DTT at the appropriate pH), 50 mM pNPP, and 100-500 ng of enzyme at 37˚C for 1-5 

min. The reaction was terminated by the addition of 200 µl of 0.25 M NaOH, and 

absorbance was measured at 410 nm. We tested the specific activity of each enzyme 

at pH 5.0, 5.5, 6.0, 6.5, 7.0, 7.5, and 8.0. The optimal pH for each enzyme was as 

follows: Hs-laforin, pH 5.0; Cm-laforin, pH 5.5; SEX4, pH 6.0; and VHR, pH 6.0. 

Malachite green assays were performed as described previously (37) with the 

following modifications: 1x phosphate buffer, 100-500 ng of enzyme, and ~45 µg of 

amylopectin in a final volume of 20 µl. The reaction was stopped by the addition of 20 

µl of 0.1 M N-ethylmaleimide and 80 µl of malachite green reagent. Absorbance was 

measured at 620 nm. We tested the specific activity of each enzyme at the same pH 

units as above. The optimal pH for each enzyme was: Hs-laforin, pH 7.0; Cm-laforin, 

pH 6.0; and SEX4, pH 8.0. 

 

Phylogenetic Analyses and Sequence Alignment  

The sequences of laforin and SEX4 orthologues were obtained by performing 

tBLASTn searches using the GenBank dbEST database or BLASTp and PSI-BLAST 

(38) searches using GenBank eukaryote genome and nr databases, the C. merolae 

genome project, Department of Energy Joint Genome Institute Resource, The 

Institute for Genomic Research, ToxoDB, GeneDB, Genoscope, and Tetrahymena 

Genome Database. Accession numbers are listed in Table A.3 and Table A.4. The 

web address for each database is listed in Table A.1. A list of each genome that we 

investigated and a reason why an organism’s genome lacks laforin is listed in Table 

A.6. Amino acid sequences of laforin orthologues were aligned by ClustalW (39) and 

refined manually using MacVector. Small subunit ribosomal RNA sequences were 

obtained by performing BLASTn using GenBank from all organisms and nr 
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databases, and accession numbers are listed in Table A.5. The phylogenetic tree was 

generated from a ClustalW (39) multiple sequence alignment using PROTDIST and 

FITCH from the PHYLIP 3.65 software package and was displayed using 

HYPERTREE 1.0.0 (Pfizer; Bingham et al. (40)). 

 

Plant Material   

Homozygous sex4-3 plants (T-DNA insertion line SALK_102567; Alonso et al. 

(41)) were isolated by PCR. Stable transgenic plant lines were generated by 

Agrobacterium-mediated floral dipping (42), and seeds were sterilized, plated on 

standard growth medium (43), and selected for using 100 µg/ml gentamycin per 

standard protocols (42,43). Plants were grown in Promix-HP soil at 22˚C with 

supplemental lighting conditions of 16-h days. To stain starch in leaves, leaves were 

decolorized in 80% (vol/vol) ethanol, stained with an iodine solution, and destained in 

water. Starch content was quantified as previously described (44). mRNA was 

obtained using a RNeasy Plant Mini kit (QIAGEN), and first-strand synthesis was 

performed using SuperScript III First-Strand Synthesis SuperMix (Invitrogen) 

according to the manufacturer’s recommendations. Four primer sets were used to test 

for the presence of transcripts in wild-type (Columbia-0) and sex4-3 plants. Three 

primer sets to the SEX4 transcript and a positive control to UBC5, the UBC5 primer 

set, was included in each PCR tube. Plant whole leaf lysate was obtained as 

described previously (45). 

 

Antibodies and Western Analysis   

The α-Hs-laforin and α-Cm-laforin antibodies were generated by immunizing 

rabbits with recombinant Hs-laforin or Cm-laforin, and antibodies were affinity purified 
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from the serum with a HiTrap NHS-activated HP affinity column (GE Healthcare) of 

Hs-laforin or Cm-laforin protein, respectively. Recombinant Hs-laforin and Cm-laforin 

were detected with their respective primary antibodies followed by goat α-rabbit HRP 

(GE Healthcare). Recombinant VHR and SEX4 were detected with α-HIS HRP 

(Santa Cruz Biotechnology, Inc.). Protein expression of A. thaliana transgenes was 

monitored by Western analysis using rat α-HA (clone 3F10, Roche) and goat α-rat 

HRP (Chemicon).  

 

C. merolae Cell Culture, Immunofluorescence, and Immunogold Electron 

Microscopy 

C. merolae 10D-14 (46) was provided by T. Kuroiwa and grown 

asynchronously at pH 2.5 in 2x Allens’s medium at 42˚C under continuous 

illumination as described previously (47). For immunofluorescence, cells were fixed, 

washed, and blocked as previously described (48). Cells were then probed with 1:100 

preimmune serum or 1:1,000 α-Cm-laforin antibody followed by 1:1,000 

AlexaFluor488 goat α-rabbit antibody (Invitrogen). Chloroplasts were visualized by 

their autofluorescence. Immunofluorescence was performed using a light microscope 

(DMR, Leica) with a PL APO 63x 1.32 NA oil objective (Leica) at room temperature, 

and images were captured with a CCD camera (C4742-95, Hamamatsu) using 

OpenLab 4.0.1 software (Improvision). For immunogold EM, cells were fixed, 

washed, sectioned, and blocked as previously described (49). Sections were 

immunostained with 1:50 preimmune serum or 1:250 α-Cm-laforin antibody and with 

10 nm of gold particle-conjugated goat α-rabbit antibody. Grids were viewed using a 

transmission electron microscope (1200EX II, JEOL), and images were collected 

using digital camera (ORIUS SC600, Gatan) and Digital Micrograph software (Gatan).  
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Photoshop (Adobe) and Illustrator (Adobe) were used to generate figures of all 

images.  
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RESULTS 

Discovery of Laforin Orthologues 

One protist that accumulates floridean starch (also called amylopectin 

granules) in its cytoplasm is Toxoplasma gondii (30,50-52). T. gondii is an obligate 

intracellular parasite that can infect nearly any nucleated cell from a warm-blooded 

animal. Like most members of Apicomplexa, T. gondii has a complex life cycle; in its 

intermediate hosts it exists as a rapidly dividing tachyzoite or an encysted bradyzoite, 

depending on the host immune response. The bradyzoite forms floridean starch in its 

cytoplasm that is used as an energy source (50). Recent reports characterized the 

biochemical composition of T. gondii floridean starch (30,51). We noted that the 

biochemical composition of T. gondii floridean starch was remarkably similar to that of 

LBs described nearly 40 years ago (9,27-28). Although EPM2A has been reported to 

be present only in vertebrates (53,54), the similarity between T. gondii floridean 

starch and LBs led us to explore the partially completed T. gondii genome for a laforin 

orthologue(s). 

The sequence of the T. gondii genome, like the genome of many protists, was 

not accessible via GenBank when we initiated this study. Therefore, we searched the 

T. gondii database (ToxoDB; Kissinger et al. (55)) for a laforin orthologue. We used 

the criteria that a laforin orthologue must contain both an amino-terminal CBM and a 

carboxy-terminal DSP domain (Figure A.1.A). DSP domains are readily recognized by 

the protein families database (pfam; Bateman et al. (56)) and NCBI’s conserved 

domain database (CDD; Marchler-Bauer et al. (57)). However, CBMs are very 

degenerate at the primary amino acid level and neither database consistently 

recognizes any of the 45 CBM families. Because CDD and pfam do not reliably 

recognize CBMs, we devised a multi-tiered search strategy to identify laforin 
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orthologues (Figure A.1.B). First, we performed BLASTp (38) searches using the DSP 

motif HCXXGXXR as an index sequence and identified 20 T. gondii proteins 

containing this motif. Because laforin contains an amino-terminal CBM and CBMs 

contain 80-100 amino acids, we eliminated two of these proteins because their 

HCXXGXXR motif was within the first 80 amino acids. We next performed a 

secondary BLAST using the NCBI nonredundant (nr) database with each of the 

remaining 18 proteins minus their DSP domain. If the protein contained a CBM, then 

the BLAST identified other CBM containing proteins. Using this strategy, we identified 

one protein, which we refer to as T. gondii laforin (Tg-laforin), that met the 

aforementioned criteria. Tg-laforin and Homo sapiens laforin (Hs-laforin) are 37% 

identical (Figure A.1.C). Importantly, Tg-laforin contains all of the residues important 

for carbohydrate binding as well as the signature residues of a DSP (Figure A.1.A). 

With the discovery of a putative laforin orthologue in T. gondii, we extended 

our search methods to identify additional orthologues using a variety of genome 

databases (Table A.1). Utilizing this strategy, we identified laforin orthologues in the 

four classes of vertebrates with sequenced genomes (mammals, aves, amphibians, 

and osteichthyes; Figure A.1.A and A.1.D). In addition, we identified putative laforin 

orthologues in four additional protests: Eimeria tenella, Tetrahymena thermophila, 

Paramecium tetraurelia, and Cyanidioschyzon merolae (Figure A.1.A and A.1.C). 

While Hs-laforin contains 331 amino acids, the putative protist orthologues varied in 

predicted size from 323-727 amino acids. However, each putative orthologue 

contained the “signature” amino acids of a CBM20 and DSP; that is, four invariant 

aromatic amino acids (Hs-laforin F5, W32, W60, and W99) as well as DX30CX2GX2R, 

respectively (Figure A.1.A). Despite exhaustive efforts (we searched ~170 eukaryotic 

genomes and ~670 bacterial and archaeal genomes), we did not identify any other 
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putative laforin orthologues. Thus, laforin is absent in all “traditional” non-vertebrate 

model organisms (e.g. yeast, fly, and worms). Laforin orthologues exist in all classes 

of vertebrates where sequence data is available, and in the five protists that we 

identified (Figure A.1.A, A.1.C, and A.1.D). 

 

Biochemical Properties and Subcellular Localization of Laforin Orthologues 

C. merolae laforin (Cm-laforin) shares the least identity with Hs-laforin (Figure 

A.1.C). As such, we reasoned that if it exhibited similar in vitro characteristics as Hs-

laforin, then the other putative orthologues were likely to as well. To test whether the 

identified protist proteins had similar biochemical characteristics as Hs-laforin and 

were thus laforin orthologues, we cloned the putative orthologue from C. merolae 

(Cm-laforin) and purified recombinant protein from bacteria (Figure A.2.A). 

Characteristic of all DSPs, Hs-laforin exhibits phosphatase activity against the 

artificial substrate para-nitrophenylphosphate (p-NPP; Figure A.3.A; Ganesh et al. 

(18)). Cm-laforin also utilized p-NPP as an artificial substrate with similar kinetics as 

Hs-laforin (Table A.2) and displayed a similar specific activity (Figure A.3.A). In 

addition to activity against p-NPP, we recently showed that recombinant Hs-laforin 

releases phosphate from amylopectin (25), and that this activity is unique to laforin 

(25). Additionally, we fused the CBM of laforin to DSP VH1 related (VHR) and 

demonstrated that although this fusion protein was an active phosphatase, it did not 

liberate phosphate from amylopectin (25). Figure A.3.B shows that like Hs-laforin, 

Cm-laforin displays a robust ability to release phosphate from amylopectin, while 

VHR does not hydrolyze phosphate from amylopectin. As predicted, the catalytically 

inactive Cm-laforin-C/S mutant displayed no activity against either substrate (Figure 
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A.3.A and A.3.B). Additionally, Tg-laforin also displayed activity against both p-NPP 

and amylopectin (unpublished data). 

Hs-laforin is the only phosphatase in the human genome that contains a CBM 

and, as such, is predicted to be the only phosphatase that binds carbohydrates. Cm-

laforin and Tg-laforin bound amylopectin to the same extent as Hs-laforin (Figure 

A.3.C and not depicted). Conversely, VHR did not bind amylopectin (Figure A.3.C). 

Wang and coworkers previously demonstrated that conserved tryptophan and lysine 

residues (Figure A.1.A) that participate in binding to the sugar are necessary for Hs-

laforin to bind amylopectin (Figure A.3.C; Wang et al. (15)). Accordingly, mutation of 

these corresponding residues in Cm-laforin also abolished its ability to bind 

amylopectin (Figure A.3.C). These mutations also significantly reduced the ability of 

Cm-laforin to release phosphate from amylopectin (Figure A.4.A), while only 

minimally affecting its p-NPP activity (Figure A.4.B). These data suggest that Cm-

laforin must be “positioned” correctly via the CBM in order for the DSP domain to 

dephosphorylate amylopectin or that the CBM binding to the carbohydrate is needed 

to “activate” the DSP.  

While laforin from all three species binds  α-glucans in vitro, this result may 

not reflect the biological localization of laforin. Moreover, the localization of Hs-laforin 

has never been determined in wild-type cells or tissues (Chan et al. (19), our 

unpublished data). Because we identified multiple new systems to study laforin, we 

investigated laforin’s localization in C. merolae. A C. merolae cell contains a 

chloroplast, mitochondrion, and nucleus, and when grown in continuous light 

accumulates vast storages of floridean starch (Figure A.3.D, schematic; Viola et al. 

(58)). We fixed C. merolae cells and probed them with an affinity-purified α-Cm-laforin 

antibody. We found that endogenous Cm-laforin localized in punctate accumulations 
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throughout the cytoplasm of cells (Figure A.3.D). To further define the localization of 

Cm-laforin, we performed immunogold electron microscopy staining. Ultra-thin 

sections of C. merolae cells were probed with the affinity-purified α-Cm-laforin 

antibody and a 10-nm gold particle-conjugated goat α-rabbit secondary antibody. 

Positive staining was observed surrounding the floridean starch granules (Figure 

A.3.E, arrowheads). No Cm-laforin was observed within the granules because prior to 

sectioning no protein would have access to this region. In addition, no background 

staining was observed with the secondary antibody alone (Figure A.5). Thus, as we 

hypothesized, endogenous laforin binds the outer region of insoluble carbohydrates. 

Cm-laforin and Tg-laforin possess the same three in vitro properties as Hs-

laforin: both use p-NPP as an artificial substrate, bind amylopectin, and release 

phosphate from amylopectin. Accordingly, the laforin orthologues in vertebrates and 

the five mentioned protists contain the critical signature primary amino acid structure 

of a CBM20 and DSP. Thus, our integrated bioinformatics searches for combined 

CBM and DSP domains correctly predicted the biochemical properties of Cm-laforin. 

Because the laforin orthologues are the only proteins in any of these genomes that 

contain a CBM and DSP, we hypothesized that these organisms may have acquired 

laforin from a common ancestor. 

 

Evolutionary Lineage of Laforin 

The key to the evolutionary lineage of laforin lies in the origin of the 

aforementioned five protists. The chromalveolate hypothesis postulates (59) that a 

distinct sequence of events led to the evolution of kingdom Plantae and to 

subsequent progeny, including the five aforementioned protists. As illustrated in 

Figure A.6.A, a mitochondriate protist engulfed a cyanobacterium (60,61) and 
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eventually gave rise to kingdom Plantae (62). Once Plantae was established, a 

second endosymbiosis involving red algae (63) gave rise to the chromalveolates 

(Figure A.6.B; Cavalier-Smith et al. (59)). These engulfments were accompanied with 

the co-evolution of “various manifestations of mitochondria” (64) and various forms of 

carbohydrate storage (58). These combined evolutionary events resulted in 

organisms possessing a mitosome, a hydrogenosome, or a true mitochondrion; and 

some organisms evolved floridean starch as their storage carbohydrate. We 

hypothesized that interspersed with these evolutionary events, organisms maintained, 

gained, or lost laforin.  

To trace the lineage of laforin, we generated a phylogeny derived from the 

small-subunit ribosomal RNA gene of organisms belonging to diverse evolutionary 

niches, and highlighted the organisms whose genome contains laforin (Figure A.6.C). 

This phylogenetic analysis revealed that each of the five protists containing a laforin 

orthologue is of red-algal descent. However, the genome of some organisms of red-

algal descent lack laforin (Figure A.6.C). To determine why some organisms of red-

algal descent lack laforin, we analyzed the biology of each of the organisms in Figure 

A.6.C. We discovered that each organism of red-algal descent that contained laforin 

also contained a true mitochondrion and produced floridean starch. Conversely, 

organisms of red-algal descent lacking laforin either lacked a true mitochondrion or 

did not produce floridean starch. For example, Plasmodium falciparum is of red-algal 

descent and possesses mitochondria; however, it does not produce floridean starch 

and thus lacks laforin (Figure A.6.C). Similarly, Cryptosporidium parvum is of red-

algal descent and produces floridean starch, but it has mitosomes instead of 

mitochondria and thus lacks laforin (Figure A.6.C). Conversely, C. merolae is a red 

alga that produces floridean starch and contains a single mitochondrion, and, in 
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agreement with our established criteria, contains laforin. Additionally, glaucophytes 

and green algae/land plants lack a laforin orthologue because they evolved as 

contemporaries of red algae and not as descendents (Figure A.6.A). Thus, our 

analyses generated three criteria to predict if a protist’s genome possesses laforin: 

the organism must 1) be of red-algal descent, 2) possess a true mitochondrion, and 

3) produce floridean starch. To determine if our criteria correctly predicted the 

presence of laforin, we investigated the biology of each organism from the 168 

eukaryotic genomes we probed. We found that in each case our criteria correctly 

predicted the presence or absence of laforin (Table A.3).  

 

A Laforin-like Protein in Plants 

Protists such as T. gondii use insoluble floridean starch as an energy source 

when transitioning from inactive/hibernating life cycle stages to active/replicative 

stages (50). Likewise, C. merolae, a red alga that contains laforin, synthesizes 

insoluble floridean starch during the day and uses it as a source of energy at night. 

Plants have a similar diurnal cycle, producing insoluble carbohydrate in the form of 

starch during the day and catabolizing it during the night. Because Hs-laforin has 

been implicated in carbohydrate metabolism and we show that Cm-laforin binds and 

releases phosphate from amylopectin, we hypothesized that laforin plays a vital role 

in insoluble carbohydrate metabolism. Thus, we predicted that plants would also have 

a “laforin-like” activity; however, we were unable to identify a laforin orthologue in 

plants. Recently, several starch excess mutants which accumulate starch have been 

described in plants (65-67); one of these is attributed to mutations in the starch 

excess 4 (SEX4) gene (At3g52180; Niittyla et al. (36)). Kerk and co-workers (35) and 

Niittyla and colleagues (36) demonstrated that the Arabidopsis thaliana SEX4 gene 
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(previously identified as a phosphatase and called AtPTPKIS1; Fordham-Skelton et 

al. (68)) encodes a protein containing a chloroplast targeting peptide (cTP) and DSP 

domain at its amino-terminus followed by a CBM-like domain at its carboxy-terminus 

(Figure A.7.A), suggesting that SEX4 might be a “laforin-like” phosphatase (36). 

The DSP of SEX4 shares the key DX30CX2GX2R catalytic residues with the 

DSP of Hs-laforin and is 24% identical to Hs-laforin (Figure A.7.B and Figure A.7.D). 

Conversely, the CBM of SEX4 lacks many of the invariant CBM20 residues (Figure 

A.7.C vs. Figure A.1.A) and shares only 18% identity with the CBM of Hs-laforin 

(Figure A.7.D). Instead, a sequence search using the CBM of SEX4 shows that it is 

most similar to another class of CBM, the AMP-activated protein kinase β-glycogen-

binding domain (AMPKβ-GBD) family (69), and not to CBM20 (Figure A.7.C and 

Figure A.7.D). Despite their structural differences, both CBM20 and the AMPKβ-GBD 

domains interact with individual glycan chains of carbohydrates (23,69), suggesting 

that SEX4 could bind starch via its AMPKβ-GBD. Thus, SEX4 contains similar 

domains to laforin, but the domains are arranged in the opposite orientation (Figure 

A.1.A vs. Figure A.7.A). We next performed BLASTp searches of various databases 

(Table A.1) and found that SEX4 is conserved in all land plants and in 

Chlamydomonas reinhardtii, a single-cell green alga closely related to the progenitor 

of land plants (Figure A.7.C and Figure A.7.D). Thus, SEX4 likely evolved before or 

during the establishment of green algae and performs a kingdom-wide function in 

Plantae. 

To ascertain whether SEX4 possesses biochemical properties similar to 

laforin, we cloned A. thaliana SEX4 and assayed purified recombinant SEX4 protein 

(At-SEX4, Figure A.2.B). Because the cTP of SEX4 is highly hydrophobic and 

renders the protein insoluble, we deleted the first 52 amino acids and used purified 
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recombinant HIS-tagged Δ52-SEX4 for our assays (Figure A.2.B). We found that Δ52-

SEX4 has a similar specific activity and possesses similar kinetics as Hs-laforin 

against p-NPP (Figure A.7.E and Table A.2) and efficiently liberates phosphate from 

amylopectin (Figure A.7.F). Conversely, mutation of the active site cysteine to serine 

abolished these activities (Figure A.7.E and Figure A.7.F). Additionally, wild-type 

(Δ52-SEX4) and catalytically inactive SEX4 (Δ52-SEX4-C198S) bind amylopectin 

similar to Hs-laforin (Figure A.7.G). Importantly, mutations in key conserved AMPKβ-

GBD residues that form essential hydrogen bonds with the sugar (69,70) abolish this 

interaction (Figure A.7.G) while minimally affecting the phosphatase activity of SEX4 

(Figure A.8.A). These mutations significantly reduced the ability of SEX4 to release 

phosphate from amylopectin (Figure A.8.B). Thus, like Cm-laforin, SEX4 must also be 

“positioned” correctly via the CBM in order for the DSP domain to dephosphorylate 

amylopectin. 

Clearly, SEX4 and the laforins contain both a functional CBM and a DSP 

domain highly specific for dephosphorylating amylopectin. Additionally, we speculate 

that they are involved in insoluble carbohydrate metabolism. Because carbohydrate 

metabolism evolved independently in the kingdom Plantae and kingdom Animalia, the 

use of similar protein modules to regulate a key feature of carbohydrate metabolism 

in these lineages is a striking example of convergent evolution and strongly suggests 

that laforin and SEX4 might be functional equivalents. 

 

SEX4 is a Functional Equivalent of Laforin 

The SEX4 locus was recently mapped in A. thaliana to At3g52180, and 

multiple mutations in this gene display a starch excess phenotype (36,71). One 

characterized mutation is the sex4-3 allele that contains an Agrobacterium transferred 
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DNA (T-DNA) insertion in the sixth exon (36) and leads to disruption of SEX4 

expression (Figure A.9.A). Because laforin and SEX4 are the only reported proteins 

in any kingdom that contain both functional CBM and DSP domains and because 

mutations in the gene expressing either protein results in aberrant carbohydrate 

accumulation, we postulated that SEX4 and laforin could be functional equivalents.  

To test this hypothesis, we transformed sex4-3 plants to generate stable lines 

expressing SEX4, sex4-C/S, Hs-laforin, and Hs-laforin fused behind a cTP (cTP-Hs-

laforin) to target Hs-laforin to the chloroplast (like SEX4), and monitored protein 

expression of the transgenes (Figure A.9.B). We then assayed starch accumulation in 

wild-type, sex4-3, and sex4-3 transgenic plants. As per our prediction, transformants 

expressing SEX4 and cTP-Hs-laforin no longer displayed the starch excess 

phenotype, whereas the catalytically inactive sex4-C/S mutant and Hs-laforin 

transformants still accumulated excess starch (Figure A.9.C and Figure A.9.D; Figure 

A.10). Thus, the cTP-Hs-laforin fusion rescued the starch excess phenotype both 

qualitatively and quantitatively. Conversely, Hs-laforin lacking the cTP did not rescue 

any portion of the phenotype. Therefore, Hs-laforin is a functional equivalent of SEX4 

that must be targeted to the chloroplast, just like SEX4, in order to perform the 

equivalent function. 
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DISCUSSION 

Our studies probe the molecular mechanism of LD. We identified laforin 

orthologues in specific protists and further showed that Hs-laforin and plant SEX4 are 

functional equivalents. Our results provide compelling evidence that a laforin-like 

activity is required to regulate the metabolism of amylopectin-like material across 

multiple kingdoms. Additionally, we demonstrate the nature of this activity; that is, the 

dephosphorylation of the carbohydrate itself, thus providing a molecular explanation 

for LD. Although there are examples of DSPs that dephosphorylate nonproteinacious 

substrates (such as phosphate and tensin homologue, the myotubularin family, and 

Sac domain phosphatases that dephosphorylate the inositol head group of 

phospholipids; 72-77), ours is the first example of a family of phosphatases that 

dephosphorylate complex carbohydrates.  

We demonstrate that laforin is not merely restricted to the genomes of 

vertebrates but is well conserved in the protists T. gondii, E. tenella, T. thermophila, 

P. tetraurelia, and C. merolae. Laforin’s evolutionary lineage shows that it originated 

in a primitive red alga during early eukaryotic evolution. Despite its early origin, laforin 

was only maintained by organisms that synthesize floridean starch (such as the 

aforementioned five protists) and organisms that inhibit the production of insoluble 

carbohydrates (i.e., all vertebrates). Organisms that no longer performed either of 

these processes lost laforin. Conversely to laforin, we show that although SEX4 

contains similar domains as laforin, its lineage differs in that SEX4 is conserved in all 

land plants as well as in C. reinhaardtii, a close descendent of primitive green algae. 

Despite their different lineages, Hs-laforin performs the same function as the plant 

protein SEX4; thus, we propose that laforin and SEX4 are functional equivalents.  
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It must be noted that although laforin and SEX4 share a common function and 

similar domains, they are not orthologous proteins. They are not orthologues because 

(1) although they share similar CBMs, the CBMs belong to different classes and differ 

considerable with respect to the primary amino acids that are important for binding 

carbohydrates, and (2) the DSP and CBM of laforin and SEX4 are arranged in 

opposite orientations. Thus, it is likely that red and green algae independently 

evolved a phosphatase via convergent evolution that utilizes a similar mechanism to 

regulate insoluble carbohydrate metabolism.  

Despite the independent means by which laforin and SEX4 evolved, they both 

dephosphorylate the same carbohydrate substrate and constitute a unique family of 

phosphatases. In addition, we demonstrate that endogenous Cm-laforin localizes 

around the floridean starch granules. Although most studies thus far suggest a 

carbohydrate substrate for laforin and SEX4, it is possible that they bind their 

respective amylopectin-like material (insoluble glycogen and starch, respectively) and 

dephosphorylate a proteinacious substrate. This proteinacious substrate would likely 

be involved in regulating carbohydrate metabolism, a process controlled by multiple 

levels of phosphorylation (78). Although the overall carbohydrate machinery differs 

substantially between mammals and plants, both systems contain common 

phosphoproteins that share conserved functions (30,79-80). These proteins would be 

likely substrate candidates for laforin and SEX4. To address this hypothesis, we 

tested the majority of the mammalian candidates, but none of them served as a 

substrate for laforin (Worby et al. (25), our unpublished data).  

It is interesting that laforin and SEX4 are functional equivalents that 

dephosphorylate a complex carbohydrate and that the mutation of either gene results 

in the accumulation of insoluble carbohydrates in vertebrates and plants, respectively. 
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Our understanding of the metabolism of insoluble carbohydrates in vertebrate 

systems is still in its infancy. In contrast, the plant community has made significant 

progress in understanding the metabolism of starch (66,67). In plants, it is clear that 

the phosphorylation of glucose residues within starch is required for its proper 

accumulation and degradation (65-67). In A. thaliana, glucan water dikinase (81) and 

phosphoglucan water dikinase (44,82) phosphorylate glucose monomers within 

amylopectin at the C6 and C3 position (83), respectively. As with SEX4, mutations in 

the genes encoding glucan water dikinase and phosphoglucan water dikinase also 

yield a starch excess phenotype (44,82,84). Phosphorylation is necessary for both 

starch accumulation and degradation; however, the timing of these phosphorylation 

and dephosphorylation events is unknown (66,67). Intriguingly, although glycogen, 

the soluble storage carbohydrate in vertebrates, contains little to no phosphate, 

detrimental insoluble carbohydrates like LBs are highly phosphorylated, just like 

amylopectin in plant starch (28,85). Therefore, it appears logical that laforin and 

SEX4 evolved to perform the critical role of dephosphorylating insoluble 

carbohydrates to allow their proper degradation.  

This basic function of insoluble carbohydrate metabolism provides an 

intriguing explanation for both the existence of a laforin-like activity in protists and 

plants and the role of laforin in preventing LD. In protists and plants, carbohydrate 

dephosphorylation would be necessary for utilization of insoluble carbohydrates as an 

energy source. When this activity is absent, these organisms accumulate unusable 

starch as in the sex4 mutants. In vertebrates, laforin would dephosphorylate nascent 

insoluble carbohydrates to inhibit the formation of detrimental LBs. In the absence of 

laforin, these nascent molecules increase in size and number and eventually cause 

LD. 
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Our work clearly demonstrates that a laforin-like activity is necessary for the 

proper metabolism of insoluble carbohydrates. This activity is required throughout 

multiple kingdoms and regulates an overlooked aspect of carbohydrate metabolism. It 

is striking that protists and plants have provided new insights into a human 

neurodegenerative disease involving aberrant carbohydrate metabolism that was 

described almost 100 years ago by Lafora and Gluck (1,5). 
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Figure A.1 Laforin orthologues. 
 
(A) An alignment of the vertebrate and protist laforin orthologues. Residues 
highlighted in red are highly conserved CBM20 residues as defined by the CBM20 
family (Wang et al. (15)), residues boxed in red are invariant CBM20 residues (Wang 
et al. (15)), and residues boxed in blue are part of the DSP catalytic site. Residues 
boxed in dark grey are identical, and those boxed in light grey are conserved 
substitutions. Asterisks mark residues necessary for binding to carbohydrates (Wang 
et al. (15)). Accession numbers are listed in Table A.4.  
(B) Strategy to identify laforin orthologues in T. gondii.  
(C) Percent similarity and identity of full-length Hs-laforin and both domains compared 
to those of protists.  
(D) Percent similarity and identity of full-length Hs-laforin and both domains compared 
to those of other vertebrates. 
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Figure A.2 Purification of recombinant Cm-laforin and recombinant SEX4.  
 
(A) Cm-laforin-HIS6 was purified from soluble E. coli lysate via Ni2+-agarose affinity 
chromatography.  
(B) Full length SEX4-HIS6 (SEX4-FL-H6) and an N-terminal 52 amino acid deletion of 
SEX4-HIS6 (Δ52-SEX4-H6) were purified from soluble E. coli lysate via Ni2+-agarose 
affinity chromatography. I, insoluble fraction; S, soluble fraction; and E, eluate 
fraction. 
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Figure A.3 Biochemical characterization of laforin orthologues.  
 
(A) Specific activity of VHR, Hs-laforin, Hs-laforin-C/S, Cm-laforin, and Cm-laforin-C/S 
against p-NPP at their respective optimal pH. Error bars indicate mean ± SD.  
(B) Phosphate release measured by malachite green assays using VHR, Hs-laforin, 
Hs-laforin-C/S, Cm-laforin, and Cm-laforin-C/S against amylopectin at their respective 
optimal pH. Error bars indicate mean ± SD.  
(C) Recombinant 6x histidine-tagged proteins were incubated with 5 mg/ml 
amylopectin, amylopectin was pelleted by ultracentrifugation and proteins in the pellet 
(P) and supernatant (S) were visualized by Western analysis as described. VHR, H. 
sapiens VHR; Hs, Hs-laforin; Cm, Cm-laforin. Mutated residues are marked with an 
asterisk as in Figure A.1.A.  
(D) A schematic of a non-dividing C. merolae cell, defining the position of the 
chloroplast, mitochondrion, nucleus, and floridean starch. Cells were fixed, incubated 
with pre-immune serum (left) or α-Cm-laforin antibody (right), probed with a FITC 
conjugated α-rabbit secondary antibody. Chloroplast were visualized via their 
autofluoresence. Bar, 3 µm.  
(E) C. merolae cells were sectioned, probed with α-Cm-laforin and α-rabbit 10 nM 
gold conjugated secondary antibodies and visualized at 6,000x magnification. An 
arrow defines the chloroplast, asterisks mark the distal ends of a mitochondrion, and 
arrowheads mark three (of the many) floridean starch granules. Bar, 500 nm. 
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Figure A.4 Phosphatase activity of Cm-laforin mutants.  
 
(A) Specific activity of wild-type Cm-laforin (WT), Cm-laforin-C/S (C/S), and Cm-
laforin-W/G, K/A (W/G, K/A) against p-NPP at pH 5.5. Error bars indicate mean ± SD. 
(B) Phosphate release measured by malachite green assays using wild-type Cm-
laforin (WT), Cm-laforin-C/S (C/S), and Cm-laforin-W/G, K/A (W/G, K/A) against 
amylopectin at pH 6.0. Error bars indicate mean ± SD. 
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Figure A.5 Immuno-EM of a C. merolae cell probed with the secondary antibody 
alone.  
 
C. merolae cells were treated as in Figure A.3.E, but the primary antibody was pre-
immune serum and not α-Cm-laforin antibody. An arrow defines the chloroplast, an 
asterisk marks the mitochondrion, and arrowheads mark three (of many) floridean 
starch granules. This cell is visualized at 10,000x magnification. Bar, 500 nm. 
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Figure A.6 Evolutionary lineage of laforin.  
 
(A) Primary endosymbiosis hypothesized by the chromalveolate hypothesis (Cavalier-
Smith (59)). A cyanobacterium (CB) was engulfed by a mitochondriate protist 
(Cavalier-Smith (60), Bhattacharya and Medlin (61)). MT, mitochondrion. Over 
generations, gene transfer occurred between the engulfed CB and protist, the CB 
was reduced to a plastid bound by two membranes, and the plastid-containing protist 
radiated into the founding members of kingdom Plantae (Cavalier-Smith (62)). 
(B) Secondary endosymbiosis hypothesized by the chromalveolate hypothesis 
(Cavalier-Smith (59)). A red alga (RA) was engulfed by a mitochondriate protist 
(Gillott and Gibbs (63)). Over generations, gene transfer occurred from the RA 
nucleus and plastid to the nucleus of the protist, the RA was reduced to a plastid 
bound by three or four membranes, and the new protist radiated into the kingdom 
Chromista and the alveolates, which are collectively referred to as the 
chromalveolates (Cavalier-Smith (59)). The figure expands on the work of Weber et 
al. (86).  
(C) Conservation of laforin orthologues. A phylogeny of the small subunit ribosomal 
RNA sequences was generated as described in Experimental Procedures, and 
accession numbers are listed in Table A.5. Organisms containing laforin are boxed in 
yellow. Organisms from green algal descent are in green, organisms from 
glaucophyte descent are in blue, and organisms from red algal descent are in red. 
Alveolates are shaded with a grey background. 
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Figure A.7 Conservation and biochemical properties of SEX4.  
 
(A) Domain topography of SEX4. cTP, chloroplast-targeting peptide; DSP, dual 
specific phosphatase; GBD, glycogen binding domain. 
(B) Alignment of the DSP of Hs-laforin (Hs-DSP) and the DSP of SEX4 (At-DSP). 
Residues boxed in blue are part of the DSP catalytic site, those boxed in dark grey 
are identical, and those boxed in light grey are conserved substitutions.  
(C) Alignment of the AMPKβ-GBD of four founding members of the family (top four, 
marked by a bracket; Polekhina et al. (69)) and the AMPKβ-GBD of SEX4 
orthologues. Residues boxed in orange are highly conserved amino acids amongst 
multiple AMPKβ-GBD (Polekhina et al. (69)) proteins. Residues boxed in dark grey 
are identical, and those boxed in light grey are conserved substitutions. Asterisks 
mark residues necessary for carbohydrate binding (Polekhina et al. (69,70)). 
Accession numbers are listed in Table A.3.  
(D) Percent similarity and identity of full-length At-SEX4 compared with SEX4 
orthologues, the DSP of Hs-laforin to the DSP of each SEX4 orthologue, and the 
CBM20 of Hs-laforin to the glycogen-binding domain (GBD) of each SEX4 orthologue 
as well as the percent similarity of the GBD of Hs-AMPKβ1 to the GBD of each SEX4 
orthologue.  
(E) Specific activity of VHR, Hs-laforin, Hs-laforin-C/S, Δ52-SEX4, and Δ52-SEX4-C/S 
against p-NPP at their respective optimal pH. Error bars indicate mean ± SD.  
(F) Phosphate release measured by malachite green assays using VHR, Hs-laforin, 
Hs-laforin-C/S, Δ52-SEX4, and Δ52-SEX4-C/S against amylopectin at their respective 
optimal pH. Error bars indicate mean ± SD.  
(G) At-SEX4 binding to amylopectin. Recombinant 6x histidine-tagged proteins were 
incubated with 5 mg/ml amylopectin, amylopectin was pelleted by ultracentrifugation, 
and proteins in the pellet (P) and supernatant (S) were visualized by Western 
analysis as described. Δ52-SEX4, amino terminal truncation of SEX4; C198S, Δ52-
SEX4-C198S; N333K, Δ52-SEX4-N333K; K307Q, Δ52-SEX4-K307Q. 
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Figure A.8 Phosphatase activity of SEX4 mutants.  
 
(A) Specific activity of wild-type SEX4 and SEX4 mutants against p-NPP at pH 6.0. 
(B) Phosphate release measured by malachite green assays using SEX4 and SEX4 
mutants against amylopectin at pH 8.0. Δ52-SEX4-H6, WT; Δ52-SEX4-H6-C198S, 
C/S; Δ52-SEX4-H6-N333K, N/K; Δ52-SEX4-H6-K307Q, K/Q. Error bars indicate mean 
± SD. 
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Figure A.9 Hs-laforin is a functional equivalent of SEX4.  
 
(A) sex4-3 disruption and gene expression. A schematic of the At3g51280 locus with 
exons represented by dark grey boxes, the T-DNA insertion depicted as a black 
arrowhead, and a schematic of the SEX4 protein. Small arrows denote the primer 
sets used to confirm the absence of a SEX4 transcript in sex4-3 plants. RT-PCR 
results from wild-type and sex4-3 isolated mRNA. Lane 1, primer set 1 from the 
schematic; lane 2, primer set 2; lane 3, the 5’ primer from 1 and the 3’ primer from 2. 
The arrow indicates the size of the positive control UBC5.  
(B) Protein expression of transgenes. Tissue samples for Western analysis were 
taken from two independent T2 plants transformed with empty vector or an HA 
epitope-tagged transgene as indicated. 30 µg of whole tissue lysate was loaded in 
each lane.  
(C) Complementation of the starch excess phenotype. One leaf from the same two 
independent T2 plants as in (B) were decolorized with hot ethanol and stained with 
iodine. Wild-type (WT) leaves contain little starch and do not stain; conversely, sex4-3 
leaves contain high amounts of starch and are darkly stained. Similarly, transgenes 
that complement the phenotype do not stain, whereas those that do not complement 
stain dark.  
(D) Quantitation of the complementation. Starch was quantified from leaves of wild-
type, sex4-3, and sex4-3 transgenic plants. Each sample is the mean of replicate 
samples ± standard error. For sex4-3 transgenic plants, six independent T2 plants 
isogenic to those used in (B) and (C) were used to quantitate the amount of starch in 
leaves. FW, fresh weight.  
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Figure A.10 Quantitation of starch content.  
 
(A) Six independent T2 plants isogenic to those used in Figure A.9.B-D were used to 
quantitate the amount of starch in leaves at the end of the light cycle (light grey bars) 
and at the end of the dark cycle (black bars). Starch content in wild-type (WT), sex4-
3, and sex4-3 transgenic plants stably transformed with vector, SEX4 or sex4-C/S. 
(B) Starch content in sex4-3 transgenic plants stably transformed with vector, SEX4, 
Hs-laforin, or cTP-Hs-laforin. Each sample is the mean of six replicate samples ± 
standard error. FW, fresh weight. 
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Table A.1 Non-NCBI databases. 
 

 
 
The non-NCBI databases used to search for laforin orthologues and the organism’s 
genome in each database are listed. Many of the databases were found by 
performing a Google search of the organism’s genus name and genome. 
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Table A.2 Kinetics of laforin orthologues and SEX4 utilizing p-NPP. 
 

 
 
Kinetics of H. sapiens laforin (Hs-laforin), C. merolae laforin (Cm-laforin), and A. 
thaliana-Δ52-SEX4 (SEX4) utilizing p-NPP at pH 5.5, pH 6.0, and pH 6.0, 
respectively. 
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Table A.3 Accession numbers for AMPKβ-GBD proteins and SEX4 orthologues. 
 

 
 
Some protein sequences were obtained from one or multiple cDNA sequences, and 
in these cases, the cDNA accession numbers are listed. 
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Table A.4 Accession numbers for laforin orthologues. 
 

 
 
Listed on the left are the organisms from the alignment in Figure A.1.A, and on the 
right are the accession numbers for the laforin orthologues. All of the accession 
numbers are from NCBI GenBank/EMBL/DDBJ unless otherwise noted. 
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Table A.5 Small subunit ribosomal RNA accession numbers. 
 

 
 
Listed on the left are the organisms from the phylogeny in Figure A.6.C, and on the 
right are the accession numbers for the small subunit ribosomal RNA genes. All of the 
accession numbers are from NCBI GenBank/EMBL/DDBJ unless otherwise noted. 
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Table A.6 Genomes investigated for the presence of laforin. 
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Table A.6 (Continued) Genomes investigated for the presence of laforin. 
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Table A.6 (Continued) Genomes investigated for the presence of laforin. 
 

 
 
The genome of each organism was searched for laforin using the appropriate 
database (Table A.1). If laforin was absent, an extensive literature search was 
performed on the organism to determine which of the three criteria it lacked: red algal 
descent, mitochondrion, and/or floridean starch/LBs. If the organism lacked laforin, at 
least one of the three criteria that it lacks is presented beside its name. The organism 
names of genomes containing laforin are bold. The organism names of genomes that 
are nearing completion and that contain laforin based on our predictions are 
underlined. The phrase “incomplete genome, has laforin” refers to organisms with 
incomplete genomes but in which a partial CBM and DSP corresponding to laforin 
was found. Organism classification is based on Adl et al. (87). 
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APPENDIX B 

Human DNA methylomes at single-base resolution reveal widespread 

cell-specific epigenetic signatures

 

ABSTRACT 

DNA cytosine methylation is a central epigenetic modification that plays 

essential roles in cellular processes including genome regulation, development and 

disease. Despite this, no comprehensive assessment of the precise localization of 

this modification has been achieved in a mammalian genome. Here we present the 

first genome-wide, single-base resolution maps of methylated cytosines in human 

embryonic stem cells and fetal fibroblasts, along with comparative analysis of mRNA 

and small RNA components of the transcriptome, several histone modifications, and 

sites of DNA-protein interaction for several key regulatory factors. Widespread 

differences were identified in the composition and patterning of cytosine methylation 

between the two genomes. Nearly one-quarter of all methylation identified in 

embryonic stem cells was present in a non-CG context, suggesting that embryonic 

stem cells and fibroblasts may utilize different methylation mechanisms to affect gene 

regulation. Methylation in non-CG contexts showed non-random patterns of 

localization at functional genomic sequences, including enrichment in gene bodies 

and depletion in protein binding sites and enhancers. Non-CG methylation 

disappeared upon induced differentiation of the embryonic stem cells, and was 

restored in induced pluripotent stem cells. We identified hundreds of differentially 

methylated regions proximal to genes involved in pluripotency and differentiation, and 

widespread reduced methylation levels within the fibroblast cells associated with 

lower transcriptional activity. These reference epigenomes will provide a foundation 
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upon which future studies can explore the extent of variability of this key epigenetic 

modification in human disease and development. 
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INTRODUCTION 

Thirty-four years have passed since Riggs, Holliday and Pugh first proposed 

that cytosine DNA methylation in eukaryotic genomes could act as a stably inherited 

modification with the potential to affect gene regulation and cellular differentiation 

(1,2). In the intervening period, intense research effort has expanded our 

understanding of diverse aspects of DNA methylation in higher eukaryotic organisms. 

These include elucidation of molecular pathways required for establishing and 

maintaining DNA methylation, cell-type specific variation in methylation patterns, and 

the involvement of methylation in multifarious cellular processes such as gene 

regulation, DNA-protein interactions, cellular differentiation, suppression of 

transposable elements, embryogenesis, X-inactivation, genomic imprinting and 

tumorigenesis (3-9). DNA methylation, together with covalent modification of 

histones, is thought to alter chromatin density and accessibility of the DNA to cellular 

machinery, thereby modulating the transcriptional potential of the underlying DNA 

sequence (10). However, while chromatin immunoprecipitation has enabled genome-

wide characterization of the location of a number of important histone modifications, 

no thorough identification of the precise sites of DNA methylation throughout a 

mammalian genome has yet been reported. 

Genome-wide studies of mammalian DNA methylation have previously been 

conducted, however they have been limited by low resolution of detection (11), 

sequence-specific bias, or complexity reduction approaches that analyze only a very 

small fraction of the genome (12-14). In order to improve our understanding of the 

genome-wide patterns of DNA methylation and its variability between human cell 

types we have performed massively parallel bisulfite sequencing of unselected DNA 

fragments. This has produced unbiased, comprehensive maps of the sites of cytosine 



161 

 

DNA methylation at single-base resolution throughout the majority of the human 

genome in both embryonic stem cells and fibroblasts. Furthermore, we have profiled 

several important histone modifications, protein-DNA interaction sites of regulatory 

factors, and the mRNA and small RNA components of the transcriptome to better 

understand how changes in DNA methylation patterns and histone modifications may 

affect readout of the proximal genetic information. 
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EXPERIMENTAL PROCEDURES 

Cell Culture  

IMR90 cells were obtained from ATCC and cultured under recommended 

conditions, during which replicate 1 and 2 cells underwent 4 and 5 passages, 

respectively. H1 and H9 cells were grown in 10cm2 dishes (approximately 1 x 107 

cells / dish) in feeder free conditions on Matrigel (BD Biosciences, San Jose, CA) 

using quality controlled mTeSR1 media for several passages as described previously 

(15,16), with/without 200 ng/µl BMP4 for 6 days (RND systems, Minneapolis, MN). 

The cells used for H1 replicate 1 and 2 cells were passage 25 and 27, including the 9 

and 5 passages in mTeSR1 media, respectively. H9 cells were passage 42 including 

several passages in mTeSR1. IMR90 iPS cells were passage 65, with 33 passages in 

mTeSR1, and prior to cell harvest aliquots of cells were assayed for Oct4 expression 

by flow cytometry as described previously (15,16). Cells were submitted to the WiCell 

Cytogenetics Laboratory to confirm normal karyotype. 

 

MethylC-Seq Library Generation  

Five µg of genomic DNA was extracted from frozen cell pellets using the 

DNeasy Mini Kit (Qiagen, Valencia, CA) and spiked with 25 ng unmethylated cl857 

Sam7 Lambda DNA (Promega, Madison, WI). The DNA was fragmented by 

sonication to 50-500 bp with a Bioruptor (Diagenode, Sparta, NJ), followed by end 

repair with a nucleotide triphosphate mix free of dCTP. Cytosine-methylated adapters 

provided by Illumina (Illumina, San Diego, CA) were ligated to the sonicated DNA as 

per manufacturer’s instructions for genomic DNA library construction. Adapter-ligated 

DNA of 140-210 bp was isolated by 2% agarose gel electrophoresis, and sodium 

bisulfite conversion was performed on it using the MethylEasy Xceed kit (Human 
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Genetic Signatures, NSW, Australia) as per manufacturer’s instructions. One third of 

the bisulfite-converted, adapter-ligated DNA molecules were enriched by 4 cycles of 

PCR with the following reaction composition: 2.5 U of uracil-insensitive PfuTurboCx 

Hotstart DNA polymerase (Stratagene), 5 µl 10X PfuTurbo reaction buffer, 25 µM 

dNTPs, 1 µl Primer 1.1, 1 µl Primer 2.1 (50 µl final). The thermocycling parameters 

were: 95˚C 2 min, 98˚C 30 sec, then 4 cycles of 98˚C 15 sec, 60˚C 30 sec and 72˚C 4 

min, ending with one 72˚C 10 min step. The reaction products were purified using the 

MinElute PCR purification kit (Qiagen, Valencia, CA) then separated by 2% agarose 

gel electrophoresis and the amplified product was purified from the gel using the 

MinElute gel purification kit (Qiagen, Valencia, CA). Up to three separate PCR 

reactions were performed on subsets of the adapter-ligated, bisulfite-converted DNA, 

yielding up to three independent libraries from the same biological sample. We 

obtained the final sequence coverage by sequencing all libraries for a sample 

separately, thus reducing the incidence of “clonal” reads which share the same 

alignment position and likely originate from the same template molecule in each PCR. 

Quantitative PCR was used to measure the concentration of viable sequencing 

template molecules in the library prior to sequencing. The sodium bisulfite non-

conversion rate was calculated as the percentage of cytosines sequenced at cytosine 

reference positions in the Lambda genome. 

 

Small RNA Library Generation  

RNA fractions enriched for small RNAs were isolated from cell pellets treated 

with RNAlater (Life Technologies, Carlsbad, CA) using the mirVana miRNA isolation 

kit (Life Technologies, Carlsbad, CA) and treated with DNaseI (Qiagen, Valencia, CA) 

for 30 min at room temperature. Following ethanol precipitation, the small RNAs were 
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separated by electrophoresis on a 15% TBE-urea gel and RNA molecules between 

approximately 10 and 50 nt were excised and eluted from the gel fragments. 

Following ethanol precipitation, smRNA-Seq libraries were produced using the Small 

RNA Sample Prep v1.5 kit (Illumina, San Diego, CA) as per manufacturer’s 

instructions. 

 

Directional RNA-Seq Library Generation  

Total RNA was isolated from cell pellets treated with RNAlater using the 

mirVana miRNA isolation kit and treated with DNaseI (Qiagen, Valencia, CA) for 30 

min at room temperature. Following ethanol precipitation, biotinylated LNA 

oligonucleotide rRNA probes complementary to the 5S, 5.8S, 12S, 18S and 28S 

ribosomal RNAs were used to deplete the rRNA from 20 µg of total RNA in two 

sequential RiboMinus reactions (Life Technologies, Carlsbad, CA) as per 

manufacturer’s instructions. Two hundred ng of the remaining RNA was fragmented 

by metal hydrolysis in 1X fragmentation buffer (Life Technologies, Carlsbad, CA) for 

10 min at 94˚C, the reaction was stopped by addition of 2 µl fragmentation stop 

solution (Life Technologies, Carlsbad, CA). Fragmented RNA was treated with 5 U 

Antarctic phosphatase (New England Biolabs, Ipswich, MA) for 40 min at 37˚C in the 

presence of 40 U RNaseOut (Life Technologies, Carlsbad, CA), followed by 

phosphatase heat inactivation at 65˚C for 5 min. Phosphorylation was performed by 

addition of 10 U PNK (New England Biolabs, Ipswich, MA), 1 mM ATP, and 20 U 

RNaseOut and incubation at 37˚C for 1 h. The RNA was purified using 66 µl SPRI 

beads (Agencourt, Beverly, MA) and eluted in 11 µl 10 mM Tris buffer pH 8.0. One µl 

of 1:10 diluted adenylated 3’ RNA adapter oligonucleotide (5’-

UCGUAUGCCGUCUUCUGCUUGidT-3’) was added to the phosphorylated RNA and 
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incubated at 70˚C for 2 min followed by placement on ice. The 3’ RNA adapter 

ligation reaction was performed by addition of 2 µl 10x T4 RNA ligase 2 truncated 

ligation buffer, 1.6 µl 100 mM MgCl2, 20 U RNaseOut and 300 U T4 RNA ligase 2 

truncated (New England Biolabs, Ipswich, MA) and incubation at 22˚C for 1 h. 

Ligation of the 5’ RNA adapter was performed by addition to the 3’ adapter ligated 

reaction of 1 µl 1:1 diluted, heat denatured (70˚C 2 min) 5’ RNA adapter 

oligonucleotide (5’-GUUCAGAGUUCUACAGUCCGACGAUC-3’), 1 µl 10 mM ATP, 

and 10 U T4 RNA ligase (Promega, Madison, WI), and incubation at 20˚C for 1 h. The 

RNA was purified using 66 µl SPRI beads (Agencourt, Beverly, MA) and eluted in 10 

µl 10 mM Tris buffer pH 8.0. To the RNA ligation products, 2 µl 1:5 diluted RT primer 

(5’-CAAGCAGAAGACGGCATACGA-3’) was added and heat denatured (70˚C 2 min), 

followed by incubation on ice. Added to the denatured RNA/primer solution was 4 µl 

5x first strand buffer, 1 µl 12.5 mM dNTPs, 2 µl 100 mM DTT, and 40 U RNaseOut, 

followed by incubation at 48˚C for 1 min. To this, 200 U Superscript II reverse 

transcriptase (Life Technologies, Carlsbad, CA) was added, followed by incubation at 

44˚C for 1 h. The RT reaction was used in a PCR enrichment containing 0.25 µM 

GEX1 (5’-AATGATACGGCGACCACCGACAGGTTCAGAGTTCTACAGTCCGA-3’) 

and 0.25 µM GEX2 (5’-CAAGCAGAAGACGGCATACGA-3’) primers, 0.25 mM 

dNTPs, 1x Phusion polymerase buffer and 4 U Phusion hot-start high fidelity DNA 

polymerase (New England Biolabs, Cambridge, MA) in a 100 µl reaction using the 

following thermocycling parameters: 98˚C 30 sec, then 15 cycles of 98˚C 10 sec, 

60˚C 30 sec and 72˚C 15 sec, ending with one 72˚C 10 min step. The PCR products 

were purified in two steps, first by purification using 180 µl SPRI beads and elution in 

30 µl 10 mM Tris buffer pH 8.0, followed by purification with 39 µl SPRI beads and 

elution in 10 µl 10 mM Tris buffer pH 8.0. All oligonucleotides were obtained from 
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Illumina (San Diego, CA). Quantitative PCR was used to measure the concentration 

of viable sequencing template molecules in the library prior to sequencing. 

 

Chromatin Immunoprecipitation and ChIP-Seq Library Generartion 

Chromatin immunoprecipitation (ChIP) for SOX2 (R&D Systems, #AF2018; 

5µg) and NANOG (R&D Systems, #AF1997, 5µg) was performed as recently 

described (Hawkins et al., submitted). ChIP for OCT4 (Santa Cruz, #sc8626, 2µg; 

Santa Cruz, #sc9081, 2µg; R&D Systems, #AF17566, 2µg), p300 (Santa Cruz, 

#sc585, 5µg), KLF4 (Abcam, #ab21949, 10µg) TAFIIp250/TAF1 (Santa Cruz, #sc735, 

5µg) were carried out as previously described with 500µg chromatin and 2-10µg 

antibody (17,18). ChIP libraries for sequencing were prepared following standard 

protocols from Illumina (San Diego, CA) with the following minor modifications. 

Following linker ligation, libraries were run on an 8% acrylamide gel and size selected 

for 175 - 250bp. This was repeated following PCR amplification. After each size 

selection, acrylamide was shredded and incubated with 300ul EB buffer (Qiagen, 

Valencia, CA) overnight at 4ºC or 50 ºC for 20 mins with shaking. DNA was eluted 

using Nanosep MF filter tubes (Pall, East Hills, NY). 

 

High-throughput Sequencing 

MethylC-Seq and RNA-Seq libraries were sequenced using the Illumina 

Genome Analyzer II (GA II) as per manufacturer’s instructions. Sequencing of 

MethylC-Seq libraries was performed up to 87 cycles to yield longer sequences that 

are more amenable for unambiguous mapping to the human genome reference 

sequence. Image analysis and base calling were performed with the standard 

Illumina pipeline (Firecrest v1.3.4 and Bustard v1.3.4), performing automated matrix 
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and phasing calculations on the PhiX control that was run in the eighth lane of each 

flowcell.  

 

Validation of Bisulfite Sequencing Results 

Primers were designed to amplify a limited number of specific regions of the 

genome following bisulfite conversion. Genomic DNA was isolated from H1, BMP-

treated H1, H9, IMR90 and IMR90 iPS cells, fragmented by sonication, and 1 µg of 

genomic DNA from each sample was bisulfite converted according to the procedures 

described above. For each cell type, approximately one tenth of the converted 

sample was used in 3 distinct PCR reactions (MasterTaq Kit, 5 Prime, Gaithersburg, 

MD), each containing a different pair of primers designed to amplify a distinct 

genomic region (Table B.2). Amplified products were separated by gel 

electrophoresis, gel purified, and cloned using the Zero Blunt TOPO PCR cloning kit 

(Life Technologies, Carlsbad, CA). Sanger sequencing of multiple clones for each cell 

type and amplicon was performed to identify the methylation status of cytosines 

within each region.  

 

Data Analysis 

 

Processing and Alignment of MethylC-Seq Read Sequences 

Read sequences produced by the Illumina pipeline in FastQ format were first 

pre-processed in three steps. Firstly, reads were trimmed to before the first 

occurrence of a low quality base (PHRED score ≤ 2). Secondly, as a subset of reads 

contained all or part of the 3’ adapter oligonucleotide sequence, every read was 

searched for the adapter sequence, and if detected the read was trimmed to the 
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preceding base. If the full adapter sequence was not detected, iterative searching of 

the k 3’ terminal bases of the read for the k 5’ bases of the adapter was performed, 

and if detected the read was trimmed to the preceding base. Thirdly, any cytosine 

base in a read was replaced with thymine. Following pre-processing, reads were 

sequentially aligned using the Bowtie algorithm (v0.9.9.1; Langmead et al. (19)) to 

two computationally converted NCBI BUILD 36/HG18 reference sequences, the first 

in which cytosines were replaced with thymines, and the second in which guanines 

were replaced with adenines. The 48,502 bp Lambda genome was included in the 

reference sequence as an extra chromosome so that reads originating form the 

unmethylated control DNA could be aligned. As all cytosines in the reads were 

replaced with thymines, the methylation status of a particular genomic sequence has 

no bearing on its ability to map to the reference. Sequences originating from the 

Watson strand of the genome aligned to the cytosine-free reference sequence, 

whereas sequences originating from the Crick strand (complement) of the genome 

aligned to the guanine-free reference sequence after reverse complementation. The 

following parameters were used in the Bowtie alignment process: --solexa-quals -e 

140 -l 20 -n 0 -k 10 --best --nomaqround. For each read, up to 10 of the most highly 

scoring alignment positions in the reference sequences were returned, tolerating a 

maximum sum quality score of 140 at mismatch positions. All results of aligning a 

read to both the Watson and Crick converted genome sequences were combined, 

and if more than one alignment position existed for a read it was categorized as 

ambiguously aligned and disregarded. For each cell line, the reads from two 

biological replicates were pooled to provide greater coverage for identification of the 

methylcytosines that are presented in this study. Additionally, parallel analysis was 

performed on each biological replicate to analyse the variability of DNA methylation. 
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Whole lanes of aligned read sequences were combined in a manner based on the 

experimental setup. As up to three independent libraries from each biological 

replicate were sequenced, we first removed reads that shared the same 5’ alignment 

position within each library, referred to as “clonal” reads, leaving the read at that 

position that had the highest sum quality score. Subsequently, the reads from all 

libraries of a particular sample were combined. All unambiguous, or “unique”, read 

alignments were then subjected to post-processing, which consisted of 3 steps. 

Firstly, if a read contained more than 3 mismatches compared to the reference 

sequence, it was trimmed to the base preceding the fourth mismatch. Secondly, the 

cytosines that were originally removed from the read sequences prior to alignment 

were incorporated back into the aligned reads. Thirdly, to remove reads that were 

likely not bisulfite converted, reads that contained more than 3 cytosines in a non-CG 

context were discarded. Finally, the number of calls for each base at every reference 

sequence position and on each strand was calculated. Read number for each 

replicate before and after removal of clonal reads and post-processing is detailed in 

Table B.1.  

 

Identification of Methylated Cytosines 

At each reference cytosine the binomial distribution was used to identify 

whether at least s subset of the genomes within the sample were methylated, using a 

0.01 FDR corrected P-value. Each context of methylation was considered 

independently: CG, CHG or CHH (where H = A, C or T). We identified 

methylcytosines while keeping the number of false positives methylcytosine calls 

below 1% of the total number of methylcytosines we identified. The probability p in 

the binomial distribution B(n,p) was estimated from the number of cytosine bases 
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sequenced in reference cytosine positions in the unmethylated Lambda genome 

(referred to as the error rate: non-conversion plus sequencing error frequency). The 

bisulfite conversion rates for all samples were over 99%, and the error rates were as 

follows: H1 replicate 1, 0.007; H1 replicate 2, 0.004; H1 combined replicates, 0.0050; 

IMR90 replicate 1, 0.002; IMR90 replicate 2, 0.003; IMR90 combined replicates, 

0.0024. We interrogated the sequenced bases at each reference cytosine position 

one at a time, where read depth refers to the number of reads covering that position. 

For each position, the number of trials (n) in the binomial distribution was the read 

depth. For each possible value of n we calculated the number of cytosines 

sequenced (k) at which the probability of sequencing k cytosines out of n trials with 

an error rate of p was less than the value M, where M * (number of unmethylated 

cytosines) < 0.01 * (number of methylated cytosines). In this way, we established the 

minimum threshold number of cytosines sequenced at each reference cytosine 

position at which the position could be called as methylated, so that out of all 

methylcytosines identified no more than 1% would be due to the error rate. 

 

Correction of DNA Methylation Context Calls Proximal to SNPs 

As the cell lines studied have distinct genotypes compared to the Human 

reference sequence, the sequencing data downstream of every site of non-CG 

methylation was interrogated to determine whether the cytosine in the H1 and IMR90 

cell lines was truly in the non-CG context. If the consensus call at the base 

downstream (+1) of a non-CG methylcytosine was a guanine, the methylcytosine 

context was corrected to mCG. Furthermore, the context of any methylcytosine that 

had been identified on the opposite strand to the +1 guanine was subsequently 

corrected to mCG. At positions where +1 bases were potentially heterozygous for a 
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SNP, two conditional tests were performed on the surrounding sequence to test for 

any evidence that the site represented a CG dinucleotide. Firstly, when there was 

sequence coverage on the opposite strand, if the +1 position displayed at least 20% 

guanine and on the opposite strand displayed at least 20% cytosine, the 

methylcytosine context was corrected to mCG. Furthermore, a methylcytosine was 

added on the opposite strand at this site if the base calls at the position passed the 

binomial test to the same significance threshold as used in the initial methylcytosine 

calling. Secondly, if the strand opposite the +1 position had no sequence coverage 

and the +1 position displayed a similar number of guanine base calls as the cytosine 

calls at the methylcytosine, the methylation context was corrected to mCG.  

 

Identification of Differentially Methylated Cytosines 

For each cell type the DNA methylation data is comprised of the combination 

of MethylC-Seq performed on two biological replicates of different passage number. 

To compare the mCG overlap between the two biological replicates for H1 and IMR90 

cells, the mCGs from the binomial distribution analysis from each replicate were 

selected and the read coverage for each replicate was determined at each position. 

To compare only mCG that possess similar sequence read coverage, a ratio of the 

coverage between replicates was calculated and only positions with a depth ratio 

between 0.8 and 1.2 were considered for the Venn diagram analysis. The mCHGs 

and mCHHs for the H1 biological replicates were compared in an identical fashion. 

A two-tailed Fisher’s Exact Test was used to identify cytosines that are 

differentially methylated between the H1 and IMR90 cell types. Only mCGs 

determined using the binomial distribution analysis in at least one cell type and those 

mCG covered by at least 3 reads in at least one cell type were considered for testing. 
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P-value thresholds were selected such that the number of false positives is less than 

5% of all mCG positions called as significantly different (5% FDR). A total of 

6,023,738 mCG where identified as more highly methylated in H1 cells (p-value < 

0.007433) and 124,161 mCG where identified as more highly methylated in IMR90 

cells (p-value < 0.000153).  

 

mCHG and mCHH Enriched Genes 

Density of methylated or all occurrences of CHG and CHH in 10Kb regions 

throughout the genome was determined. The hypergeometric distribution was used to 

determine the enrichment of methylated occurrences in comparison to the total 

number of sites in a given window, taking into account the total number of methylated 

and total occurrences across the whole chromosome. Windows with a over-

representation P-value less then 1e-20 were considered and Ref Seq whose TSS is 

within 10Kb from the center of each window were selected. 

 

Genome Annotation 

Genomic regions were defined based on NCBI BUILD 36/HG18 coordinates 

downloaded from UCSC web site. Promoters are arbitrarily defined as regions 2Kb 

upstream the TSS for each Ref Seq transcript. According to the UCSC annotation 

many Ref Seq transcripts can be associated with a given gene, and they can have 

the same or alternative TSS. Gene bodies are defined as the transcribed regions, 

from the start to the end of transcription sites for each Ref Seq. In case of genomic 

regions with strand information, those on the reverse strand were reversed. 

Consequently, mean methylation profiles over all the occurrences of a genomic 

region on the genome are oriented from 5' to 3'. 
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mC and mC/C Methylation Profiles 

Genomic regions were divided in 20 uniformly sized bins. In particular, for 

genomic regions in genes, the 20 bins span from the 5' to the 3' end. Rather, for 

genomic regions centered at annotated genomic elements or obtained by ChIP-Seq 

experiments, an arbitrarily sized window was centered at the center of each genomic 

element or ChIP-Seq peak, as indicated in the figures or figure legends. All 

occurrences of genomic regions were checked for having sufficient coverage in H1 

and IMR90 methylomes. Regions with more than one quarter insufficiently covered 

(less than a total of 3 reads in both strands) are masked. For regions centered at 

annotated features the same criteria were applied to check the coverage in the 

central 10% of the region. Masked genomic regions were not used in the 

determination of the mean profile. 

Absolute (mC) methylation content was determined for each bin based on the 

number of calls of a given methylation type (mCG, mCHG or mCHH) divided by the 

bin size. For the symmetric mCG, sites where methylation is observed in at least one 

strand were counted, while for mCHG and mCHH this measure is determined as the 

sum of methylation calls of a given type on both strands. Relative methylation content 

(mC/C) was determined as the absolute methylation content divided by the total 

number of sites of the same type on the genome independently from their methylation 

level. In particular, for mCG the total number of CG sites was determined only for one 

strand, as there is a correspondent number if the same sites on the opposite strand. 

Rather, for mCHG and mCHH, the total number of CHG or CHH occurrences on the 

genome was determined. The total number of sites was again normalized by the bin 

size. Analysis of NCBI BUILD 36/HG18 genome reference sequence was performed 
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using R and Bioconductor tools and annotation libraries (www.r-project.org, 

www.bioconductor.org; Gentleman et al. (20)). 

 

Identification of Differentially Methylated Regions (DMRs) 

A sliding window approach was used to find regions of the genome enriched 

for sites of higher levels of DNA methylation in IMR90 relative to H1, as identified by 

Fisher’s Exact Test. A window size of 1 kb was used, progressing 100 bp per 

iteration. When a 1 kb window containing at least 4 differential mCG was identified, 

the region was extended in 1 kb increments until a 1 kb increment was reached that 

contained less than 4 differential mCG. After extension termination, a region 

containing at least 10 differential mCG and at least 2 kb in length were reported as a 

DMRs. 

 

Identification of Partially Methylated Domains (PMDs) 

A sliding window approach was used to find regions of the genome in IMR90 

that were partially methylated, based on the measurements of the level of methylation 

at each mCG. A window size of 10 kb was used, progressing 10 kb per iteration. 

When a 10 kb window was identified that contained at least 10 mCG, each covered 

by at least 5 MethylC-Seq reads, for which the average methylation level of these 

mCG was less than 70%, the region was extended in 10 kb increments. Extension 

was terminated when a 10 kb increment was reached that had an average 

methylation level of greater than 70% or less than 10 mCG, and the region was 

reported as a PMD. 

 

Mapping smRNA-Seq Reads  
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smRNA sequence reads in FastQ format were produced by the Illumina 

analysis pipeline. smRNA-Seq reads that contained at least 5 bases of the 3’ adapter 

sequence were selected and this adapter sequence removed, retaining the trimmed 

reads that were from 16 to 37 nt in length. These processed reads in FastQ format 

were aligned to the human reference genome (NCBI BUILD 36/HG18) with the 

Bowtie alignment algorithm using the following parameters: --solexa-quals -e 1 -l 20 -

n 0 -a -m 1000 --best --nomaqround. Consequently, any read that aligned with no 

mismatches to the and to no more than 1000 locations in the NCBI BUILD 36/HG18 

reference genome sequence was retained for downstream analysis. 

 

Identification of smRNA Clusters 

A sliding window approach was used to find regions of the genome in that 

displayed dense clusters of smRNAs. A window size of 1 kb was used, progressing 

200 bp per iteration. When a 1 kb window was identified that contained more than 10 

non-redundant smRNA reads the region was extended in 500 bp increments until a 

500 bp increment was reached that contained less than 3 non-redundant smRNA 

reads. After extension termination, a region containing at least 100 smRNA and at 

least 3 kb in length were reported as a smRNA cluster. 

 

Mapping RNA-Seq Reads 

Read sequences produced by the Illumina analysis pipeline were aligned with 

the ELAND algorithm to the NCBI BUILD 36/HG18 reference sequence and a set of 

splice junction sequences generated from known splice junctions in the UCSC Known 

Genes. Reads that aligned to multiple positions were discarded. Reads per kilobase 
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of transcript per million reads (RPKM) were calculated with the CASAVA software 

package.  

 

Mapping and Enrichment Analysis of ChIP-Seq Reads 

Following sequencing cluster imaging, base calling and mapping were 

conducted using the Illumina pipeline. Clonal reads were removed from the total 

mapped tags, retaining only the monoclonal unique tags that mapped to one location 

in the genome, where each sequence is represented once. Regions of tag 

enrichment were identified as recently described (Hawkins et al., submitted). 

 

Data Visualization in the AnnoJ Browser 

MethylC-Seq, RNA-Seq, ChIP-Seq and smRNA-Seq sequencing reads and 

positions of methylcytosines with respect to the NCBI BUILD 36/HG18 reference 

sequence, gene models and functional genomic elements were visualized in the 

AnnoJ 2.0 browser, as described previously (21). The data mentioned above can be 

viewed in the AnnoJ browser at: http://neomorph.salk.edu/human_methylome. 
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RESULTS  

Single-Base Resolution Maps of DNA Methylation for Two Human Cell Lines 

The first single-base DNA methylomes of a higher eukaryote, the flowering 

plant Arabidopsis thaliana, were produced using a method referred to as MethylC-

Seq (21) or BS-Seq (22). In this method, genomic DNA is treated with sodium bisulfite 

(BS) to convert cytosine, but not methylcytosine, to uracil, and subsequent high-

throughput sequencing. We performed MethylC-Seq for two human cell lines, H1 

human embryonic stem cells (23) and IMR90 fetal lung fibroblasts (24). We 

sequenced reads of up to 87 bases in length on the Illumina Genome Analyzer II to 

generate 1.16 and 1.18 billion reads, respectively, that aligned uniquely to the human 

reference sequence (NCBI build 36/HG18). The total sequence yield was 87.5 and 

91.0 gigabases (Gb), with an average read depth of 14.2X and 14.8X per strand of 

the 3.08 Gb human genome sequence, for H1 and IMR90 respectively (Figure B.1.A). 

The MethylC-Seq data covers most of the human genome in each cell type; over 86% 

of both strands of the 3.08 Gb human reference sequence are covered by at least 

one sequence read (Figure B.1.B), accounting for 94% of the cytosines in the 

genome. 

At each cytosine in the genome the binomial distribution was used to identify 

whether methylation is detectable at a significant level, at a 1% false discovery rate 

(see Experimental Procedures). We detected approximately 62 million and 45 million 

methylcytosines in H1 and IMR90 cells, respectively (Figure B.2.A), comprising 

5.83% and 4.25% of the cytosines with sequence coverage. Full browsing of the 

entire dataset at single base resolution can be performed at 

http://neomorph.salk.edu/human_methylome using the AnnoJ browser 

(www.annoj.org). Of the methylcytosines detected in the IMR90 genome, 99.98% 
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were in the CG context, and the total number of mCG sites is very similar in both cell 

types. In the H1 stem cells we detected abundant DNA methylation in non-CG 

contexts (mCHG and mCHH, where H = A, C or T), comprising almost 25% of all 

cytosines at which DNA methylation is identified, and accounting for most of the 

difference in total methylcytosine number between the cell types (Figure B.2.A). The 

prevailing assumption is that mammalian DNA methylation is located almost 

exclusively in the CG context, however a handful of studies have previously detected 

non-CG methylation in human cells, and in particular in embryonic stem cells (25,26). 

Bisulfite-PCR, cloning and sequencing of selected loci displaying H1 non-CG 

methylation in several human cell lines revealed that a second embryonic stem cell 

line, H9 (23), displayed mCHG and mCHH at conserved positions, confirming that 

non-CG methylation is likely a general feature of human ES cells (Figure B.3, Table 

B.2). In addition, like IMR90 cells, BMP4-induced H1 cells lost non-CG methylation at 

several loci examined while methylation in the CG context was maintained, indicating 

that the pervasive non-CG methylation is lost upon differentiation. Furthermore, 

analysis of these loci in IMR90 induced pluripotent stem (iPS) cells revealed restored 

non-CG methylation (Figure B.3). Overall this demonstrates that the CHG and CHH 

methylation identified in H1 and absent in IMR90 are not simply due to genetic 

differences between the two cell types, but rather the presence of non-CG 

methylation is characteristic of an embryonic stem cell state. For each cell type, two 

biological replicates were performed with cells of different passage number (see 

Experimental Procedures), and comparison of the methylcytosines identified 

independently in each replicate revealed a high concordance of cytosine methylation 

status between replicates (Figure B.4). Exemplifying both cell-specific differential 

methylation and the presence of non-CG methylation is the OCT4 gene. In the H1 
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genome, OCT4 contains non-CG methylation and has a 5’ domain that is largely free 

of mCG, while the gene is more extensively CG methylated in IMR90 (Figure B.2.B), 

with a concomitant ~50-fold reduction in OCT4 transcript levels (data not shown). The 

absence of mCHG and mCHH methylation in IMR90 coincided with significantly lower 

transcript abundance of the de novo DNA methyltransferases (DNMTs) DNMT3A and 

DNMT3B and the associated DNMT3L in IMR90 cells (Figure B.5), which is 

supported by a previous study of DNA methylation in ES cells and somatic cells (25) 

and by the determined target sequence specificity of these DNMTs (27,28). 

Multiple reads covering each methylcytosine can be used as a readout of the 

fraction of the sequences within the sample that are methylated at that site (22), here 

referred to as the methylation level of a specific cytosine. We surveyed all methylated 

sites that were covered by more than 10 MethylC-Seq reads to profile the methylation 

level of each of these cytosines in the genome. In the H1 genome we observed that 

77% of mCG sites were 80-100% methylated, whereas 85% of mCHG and mCHH 

sites were only 10-40% methylated (Figure B.2.C). This profile closely resembles the 

mCG and mCHH methylation pattern in the Arabidopsis genome (21), and indicates 

that at sites of non-CG methylation only a fraction of the surveyed genomes in the 

sample are methylated. Notably, only 56% of mCG sites in IMR90 were highly 

methylated (80-100%), with the remainder distributed over a wide range of 

methylation levels (Figure B.2.C), indicating that although the total number of mCG 

sites in H1 and IMR90 is similar, in general the IMR90 mCG sites were typically less 

frequently methylated. This is supported by measurement of how frequently a 

cytosine was observed in BS modified DNA in all instances at which a CG site was 

sequenced: 82.7% and 67.7% of all sequenced CG sites were methylated in H1 and 

IMR90, respectively. 
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A global-scale view of DNA methylation levels revealed that the density of 

DNA methylation shows large variations throughout each chromosome (Figure 

B.2.D). Sub-telomeric regions of the chromosomes frequently showed higher DNA 

methylation density (Figure B.2.D, Figure B.6), which was previously reported as 

important for control of telomere length and recombination (29,30). The smoothed 

profile of DNA methylation density in 100 kb windows shows that on the chromosomal 

level the density profile of mCG in H1 and IMR90 is similar. The density profiles of 

mCHG and mCHH reveal that non-CG methylation is present throughout the entire 

chromosome, and notably that changes in density of the non-CG methylation are 

distinct from that of mCG in a number of regions. 

 

Pervasive Non-CG DNA Methylation in Embryonic Stem Cells 

In order to further characterize the abundant non-CG methylation throughout 

the H1 genome, we first compared the average density of methylation in each 

sequence context relative to the underlying density of all potential sites of methylation 

in each context (henceforth referred to as the relative methylation density), 

throughout various genomic features (Figure B.7.A, Figure B.8). As expected, we 

observed a correlation in the density of mCG and the distance from the transcriptional 

start site (TSS), with mCG density increasing in the 5’ UTR to a similar level in exons, 

introns and the 3’ UTR as to 2 kb upstream of the TSS (Figure B.7.A). In agreement 

with previous studies, we generally observed lower relative densities of methylation at 

CG islands and TSS, however a subset of these regions did not display this depletion 

(Figure B.9; Deng et al. (13), Meissner et al. (14), Brunner et al. (31)). mCHG and 

mCHH methylation densities also decrease significantly toward the TSS and return to 

the same level as 2 kb upstream at the end of the 5’ UTR, however within exons, 
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introns and 3’ UTRs the non-CG methylation densities are twice as high. Intriguingly, 

the mCHH density is approximately 15-20% higher in exons than within introns and 

the 3’ UTR. To determine whether there was a relationship between gene activity and 

non-CG methylation level within the gene body we performed strand-specific RNA-

Seq (21). We observed a positive correlation between gene expression and gene 

body mCHG (R = 0.60) or mCHH (R = 0.58) density (Figure B.7.B), with highly 

expressed genes containing approximately 3-fold higher non-CG methylation density 

than non-expressed genes (Figure B.10.A).  

We identified 447 and 226 genes that are proximal to genomic regions highly 

enriched for mCHG and mCHH, respectively, with 180 genes in common. An 

example of non-CG methylation enrichment in such a gene, Splicing Factor 1, is 

shown in Figure B.7.C. Analysis of gene ontology terms for each set revealed 

significant enrichment for genes involved in RNA processing, RNA splicing, and RNA 

metabolic processes (P < 2 x 10-11, Figure B.10.B). Unexpectedly, we found a 

significant enrichment of non-CG methylation on the anti-sense strand of gene 

bodies, for both mCHG and mCHH enriched sets of genes (P <  0.1 and P < 0.001, 

respectively, Figure B.7.D). The anti-sense strand serves as the template for RNA 

polymerization, and further investigation will be required to determine if there are 

functional repercussions of this non-CG methylation strand bias. We also observed 

that genes in H1 had significantly more RNA originating from introns than in IMR90, 

relative to the total number of sequenced reads in each sample, and this discrepancy 

in intronic read abundance was significantly enhanced in the mCHG and mCHH 

enriched genes (P <  0.001, Figure B.7.E). 

In the Arabidopsis genome, the methylation state of a cytosine in the CG and 

CHG contexts is highly correlated with the methylation of the cytosine on the opposite 
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strand within the symmetrical site (21,22). While we observed that 99% of mCG sites 

from the human cell lines were methylated on both strands, surprisingly mCHG was 

highly asymmetrical, with 98% of mCHG sites being methylated on only one strand. 

This raises an interesting question as to how these sites of DNA methylation are 

consistently methylated in a considerable fraction of the genomes without two hemi-

methylated CHG sites as templates for faithful propagation of the methylation state 

(Figure B.2.C). It is not yet known whether continual, but indiscriminate, de novo 

methyltransferase activity preferentially methylates particular CHG sites after 

replication, or if a persistent targeting signal is present that drives CHG methylation.  

We analyzed the genome sequence proximal to sites of non-CG methylation 

to determine whether enrichment of particular local sequences were evident, as 

previously reported in the Arabidopsis DNA methylomes (21,22). Whereas no local 

sequence enrichment is observed for mCG sites, a preference for the TA dinucleotide 

upstream of non-CG methylation was observed (Figure B.7.F). Furthermore, the base 

following a non-CG methylcytosine is most commonly an A, with a T also observed 

relatively frequently, a sequence preference observed in previous in vitro studies of 

the mammalian DNMT3 methyltransferases (27,28). These local sequence 

enrichments were not evident when all cytosines were analyzed, regardless of their 

methylation status, and the level of methylation at a non-CG methylation site did not 

appear to influence the local sequence enrichment (Figure B.11).  

To determine whether there was any preference for the distance between 

adjacent sites of DNA methylation in the human genome, we analyzed the relative 

distance between methylcytosines in each context within 50 nucleotides in introns. 

We focused on introns because these are genomic regions enriched in non-CG 

methylation, but unlike exons, are not constrained by protein coding selective 
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pressures (Figure B.7.G and Figure B.7.H). Analyses for random genomic sequences 

and exons are presented in Figure B.12 together with mCG spacing patterns. For 

methylcytosines in all contexts, a periodicity of 8 bases is evident (Figure B.7.G, 

Figure B.7.H, Figure B.12), but interestingly a strong tendency is observed for two 

pairs of 8-base separated mCHG sites spaced with 13 bases between them. A 10 

base periodicity is also evident for mCHH sites, corresponding to a single turn of the 

DNA helix, as previously observed in the Arabidopsis genome (22), indicating that the 

molecular mechanisms governing de novo methylation at CHH sites may be common 

between the plant and animal kingdoms. A structural study of the mammalian de 

novo methyltransferase DNMT3A and its partner protein DNMT3L found that 2 copies 

of each form a heterotetramer that contains two active sites separated by the length 

of 8-10 nucleotides in a DNA helix (32,33). The consistent 8-10 nucleotide spacing 

we observe in the human genome suggests that DNMT3A may be responsible for 

catalysing the methylation at non-CG sites. Notably, the mCHG and mCHH relative 

spacing patterns are distinct, suggesting that this sub-categorization of the non-CG 

methylation is appropriate, and that distinct pathways may be responsible for the 

deposition of mCHG and mCHH in the human genome. 

 

DNA Methylation is Depleted at DNA-Protein Interaction Sites 

Numerous past studies have documented that DNA methylation can alter the 

ability of some DNA binding proteins to interact with their target sequences (34-38). In 

order to further investigate this relationship we used ChIP-Seq (39) to identify sites of 

protein-DNA interaction in H1 cells for a set of proteins important for gene expression 

in the pluripotent state, namely NANOG, SOX2, KLF4, and OCT4, as well as proteins 

involved in the transcription initiation complex and in enhancers (TAF1 and p300, 
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respectively; data not shown). In general, we observed a decrease in the profile of 

relative methylation density toward the site of interaction, particularly in the non-CG 

context, independently from proximity to the TSS (Figure B.13.A and Figure B.14). 

The IMR90 genome shows lower average density of methylation at H1 SOX2 and 

p300 interaction sites, but has similar CG methylation densities for the H1 NANOG 

and OCT4 and interaction sites, even though the genes encoding these proteins are 

transcribed at a very low level in IMR90 relative to H1 (47 - 50 fold less mRNA), and 

are not considered to be functional in fibroblasts. This suggests that these genomic 

regions are generally maintained in a less methylated state in multiple cell types 

regardless of the occupancy of DNA binding proteins, though this does not exclude 

the possibility that other DNA binding proteins are still present at these sites. 

We next analyzed the patterns of DNA methylation in sets of enhancers either 

unique to each cell type or shared. ChIP-Seq was utilized to detect the location of 

enhancers throughout the H1 and IMR90 genomes, defined as regions of 

simultaneous enrichment of the histone modifications H3K4me1 and H3K27ac 

(Heintzman et al. (40), Figure B.13.B). We examined the average relative DNA 

methylation density in each context and found that at IMR90-specific enhancers the 

CG methylation density was lower than flanking regions of the genome, whereas at 

these same genomic locations in the H1 genome we observed an increase in mCG 

density and there was no change in non-CG methylation density (Figure B.13.B). In 

contrast, at H1-specific enhancers there was no change in mCG density in either the 

H1 or IMR90 genome, but non-CG methylation density decreased approximately 3-

fold at the enhancer sites, relative to the density 5 kb up- and downstream. The set of 

enhancer sites present in both H1 and IMR90 cells showed both of these cell-specific 

patterns: lower mCG density in IMR90 and lower non-CG methylation density in H1. 



185 

 

The specific depletion of DNA methylation at active enhancers in each cell type 

indicates maintenance of these elements in an unmethylated state, potentially 

preventing interference in the process of protein-DNA interactions at these sites. 

Consistent with this, a recent study of DNA methylation in 12 Mb of the genome of 

human T-cells identified some lineage specific differentially methylated regions 

coincident with enhancers, and in vitro methylation-dependent inhibition of the 

enhancer activity (41). Notably, H1 cells have depleted non-CG methylation but not 

mCG, in contrast to the mCG depletion at IMR90 enhancers, possibly indicating cell-

type specific utilization of different categories of DNA methylation. 

 

Widespread Cell-Specific Patterns of DNA Methylation 

The paradigm of DNA methylation controlling aspects of cellular differentiation 

necessitates that patterns of methylation vary in different cell types. Numerous 

studies have previously documented differences in DNA methylation between cell 

types and disease states (7,8,10,42). With comprehensive maps of DNA methylation 

throughout the genomes of the two distinct cell types, we next characterized changes 

in DNA methylation evident between the H1 and IMR90 DNA methylomes, and 

explored how these changes may relate to the distinctiveness of these cells. 

The Pearson correlation coefficient of the mCG methylation state between H1 

and IMR90 was calculated for 20 equally sized windows flanking or within various 

genomic features (Figure B.15.A). This provided a measure of the conservation of 

methylation states in a given location within or around a genomic feature between H1 

and IMR90, and is distinct from a comparison of the average relative density of DNA 

methylation, as presented above (Figure B.13). An increased and high mCG 

correlation level was observed in correspondence to genomic regions expected to 
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display a more constitutive epigenetic state, such as CG islands and TSS. We also 

observed a greater correlation at translational start sites and splice junctions. Gene 

promoters displayed an increase in correlation as the distance from the TSS 

decreased. Surprisingly, we observed that the correlation in introns is highest toward 

the 5’ exon-intron junction and decreased throughout the length of the introns. 

Notably, at the sites of protein-DNA interaction surveyed in Figure B.13.A, we 

observed a decrease in the correlation of methylation compared to the flanking 1.5 kb 

of the genome, except for KLF4 (data not shown). This decrease was most 

pronounced at the predicted site of protein-DNA interaction, indicating that even 

though the mCG depletion is a general feature at protein binding sites, when a 

pairwise comparison of the methylation status at each site between H1 and IMR90 is 

performed a significant decrease in the conservation of methylation is observed. 

Surprisingly, we found that a large proportion of the IMR90 genome displayed 

lower levels of CG methylation than H1 (Figure B.2.C). Contiguous regions with an 

average methylation level less than 70% were identified (mean length = 153 kb), 

which we termed partially methylated domains (PMDs; Figure B.16). The PMDs 

comprise a large proportion of every autosome (average = 38.4%), and 80% of the 

IMR90 X chromosome (Figure B.17), consistent with the lower levels of DNA 

methylation reported in the inactive X chromosome (43). As IMR90 cells are derived 

from a female (XX), it is anticipated that simultaneous sequencing of BS-converted 

genomic DNA from both the inactive and the active X chromosomes will manifest as 

partial methylation throughout the majority of the X chromosome. However, the 

widespread prevalence of PMDs on the autosomes was unexpected. To explore 

whether the decrease in DNA methylation in IMR90 autosomes was a stochastic 

event on both parental chromosomes, or whether it may be indicative of differential 
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methylation on each allele, we analyzed the ratio of methylated to unmethylated CG 

sites within individual MethylC-Seq reads (Figure B.15.B). Considering only reads 

with at least 2 CG sites, 73% and 57% of the reads were fully methylated at CG sites, 

in H1 and IMR90 respectively, again indicating the lower overall levels of CG 

methylation in IMR90. In IMR90 chromosome X PMDs a similar pattern was observed 

in the methylation status of the H1 MethylC-Seq reads, while in IMR90 28% of reads 

were completely unmethylated and only 37% of reads were fully methylated (Figure 

B.15.B). A very similar pattern was observed at IMR90 PMDs throughout the 

autosomes, raising the intriguing possibility that large tracts of the autosomes could 

be affected by a mode of repression similar to X-chromosome inactivation in these 

differentiated cells. 

Upon inspection of 5,644 genes with a TSS located in or within 10 kb of a 

PMD, we found a strong enrichment for these genes to be less expressed in IMR90 

(P = 2 x 10-47, Fisher’s Exact Test). Specifically, of all of the genes that are more 

highly expressed in H1 (H1 transcript abundance at least 3 fold higher than IMR90), 

42% were located within PMDs, compared to only 13% of all more highly expressed 

genes in IMR90 cells being located in PMDs (Figure B.15.C and Figure B.16). We 

observed that many of the partially methylated and down-regulated genes in IMR90 

displayed lower proximal H3K4me3 and H3K36me3 modifications, and higher 

proximal H3K27me3 levels (Figure B.18, Hawkins et al., submitted). While in IMR90 

cells we observed a positive correlation between the mean gene body mCG 

methylation level and gene expression, no such relationship was discernible in H1 

cells (Figure B.15.D). Consequently, the positive correlation between gene 

expression and gene body methylation recently reported (12) could be re-interpreted 

as a depletion of methylation in repressed genes in differentiated cells. 
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Epigenetic Regulation of Genes and Endogenous Retroviruses 

A sliding window approach was used to identify differentially methylated 

regions (DMRs) enriched for cytosines where IMR90 is more highly methylated than 

H1 (5% FDR, Fisher’s Exact Test), exemplified in Figure B.19. We identified 491 

DMRs, and in a window spanning 20 kb upstream to 20 kb downstream of each DMR 

we surveyed mCG density, mRNAs, smRNAs, H3K4me3, H3K36me3, H3K27me3 

(for histone modifications see Hawkins et al., submitted), genes, and repetitive 

elements (Figure B.20.A, data not shown). The DMRs were associated with 139 

genes more highly expressed in H1 and 113 up-regulated in IMR90. More than half of 

these genes were associated with DMRs located within 2 kb upstream of the TSS or 

the 5’ UTR, which include factors previously defined as playing a role in embryonic 

stem cell function (International Stem Cell Initiative (44); Figure B.21). 

Complete linkage hierarchical clustering of these data revealed two broad 

categories of transcriptional activity, histone modifications and DNA methylation 

proximal to the DMRs (Figure B.20.A). Group 1 DMRs are associated with high 

proximal H3K4me3, H3K36me3, and transcriptional activity relative to IMR90, and are 

unmarked by H3K27me3 in both cell types. Closer inspection revealed that a subset 

of the group 1 DMRs are located at dense clusters of small RNAs that map to 

annotated Human Endogenous Retroviruses (HERVs; Villesen et al. (45)). In the H1 

transcriptome 1,184 dense clusters of small RNAs were identified (see Experimental 

Procedures), 85% of which were within 1 kb of an annotated HERV. Notably, these 

clusters were effectively absent in IMR90. Of the 61 H1 small RNA clusters coincident 

with DMRs, 93% were located in HERVs, and nearly all displayed proximal H3K4me3 

and downstream H3K36me3, indicative of being actively transcribed (Figure B.20.B). 
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This accounts for 35% of the 164 HERVs that are coincident with smRNAs and show 

the active marks H3K4me3 and H3K36me3 (Figure B.22). We observed abundant 

expression downstream of the HERVs, with a number of transcripts displaying 

similarity to endonuclease reverse transcriptases. The group 2 DMRs are associated 

with gene-rich sequences that are more highly expressed in IMR90 cells and 

generally display a depletion of LINEs in the flanking sequence, with concomitant 

H3K27me3 modification and less DNA methylation, as observed in many IMR90 

PMDs. Furthermore, group 2 regions in H1 frequently display both H3K4me3 and 

H3K27me3 modifications, characteristic of the bivalent state that are thought to instil 

a suppressed but poised transcriptional status (46,47). Many of these regions show 

markedly less H3K27me3 in IMR90 as well as more DNA methylation, suggesting 

that prior repression may be relieved, and defining a set of genes potentially 

regulated by DNA methylation and involved in the developmental transition from a 

pluripotent to differentiated state. 
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DISCUSSION 

We found extensive differences between the DNA methylomes of two human 

cell types, revealing the highly dynamic nature of this epigenetic modification. With 

the rapidly decreasing cost of DNA sequencing it will be feasible to expand the high-

resolution approach presented in this study to a multitude of methylomes. We have 

demonstrated that analysis of DNA methylation at genomic positions distal to 

promoters and CG islands is not only justified, but also essential for understanding its 

full regulatory capabilities within a genome. Single-base resolution analysis allows 

unprecedented insight into the establishment and maintenance of DNA methylation. 

Study of potential fine-scale interactions of methylation with protein binding events 

has been largely unexplored, but is now possible with this detailed knowledge of the 

precise positions of methylation. To this regard, we confirmed that depletion of DNA 

methylation is a common feature at protein binding sites but that the extent of this 

pattern can be specific for a given protein and even independent of its expression.  

The genomic context of the DNA methylation is resolved, here revealing 

abundant methylation in the non-CG context, which is typically overlooked in 

alternative methodologies. Profiling of enhancers and different patterning of CG and 

non-CG methylation in gene bodies and their different correlation with gene 

expression suggest possible alternative roles for DNA methylation in these two 

contexts. The exclusivity of non-CG methylation in stem cells, likely maintained by 

continual de novo methyltransferase activity and not observed in somatic tissues, 

suggests that it may possibly play a key role in the origin and maintenance of this 

pluripotent state. Essential future studies will need to explore the prevalence of non-

CG methylation in diverse cell types, including the temporal variation throughout 

differentiation, and its potential reestablishment in induced pluripotent states.  
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Considering the recent discovery of the 6th base, 5-hydroxymethylcytosine 

(48,49), which can be detected by bisulfite sequencing, it is exciting to speculate 

whether particular functional sequences of the genome may be marked by this 

modification to affect a unique mode of regulation. Finally, future profiling of DNA 

methylomes throughout the temporal, positional and developmental space of the 

human organism will be key to unravelling the full variability and functionality of this 

heritable modification. 



192 

 

 
 
Figure B.1 Uniquely mapped reads and coverage for MethylC-Seq.  
 
(A) The number of uniquely mapped MethylC-Seq reads for each chromosome for H1 
and IMR90 cells.  
(B) The percent of the H1 and IMR90 genomes that are covered by a differing 
minimum number of MethylC-Seq reads.  
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Figure B.2 Global trends of Human DNA methylomes.  
 
(A) The percent of methylcytosines identified for H1 and IMR90 cells in each 
sequence context (CG, CHG, CHH, where H = A, C, or T).  
(B) AnnoJ data browser representation of the germ-line specific gene OCT4, which is 
demethylated in H1 cells but methylated in IMR90 cells.  
(C) Distribution of the methylation level in each sequence context. The y-axis 
indicates the fraction of the total methylcytosines that display each methylation level 
(x-axis), where methylation level was determined as the fraction of reads at a 
reference cytosine containing cytosines following bisulfite conversion, and requiring 
more than 10 reads total.  
(D) The density of methylcytosines identified in chromosome 12. Blue dots indicate 
the density of all methylcytosines H1 cells in 10 kb windows. Smoothed lines 
represent the density of methylcytosines in each context in H1 and IMR90 cells. Black 
triangles indicate various regions in which trends in CG and non-CG methylation 
density varies.  
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Figure B.3 Bisulfite-PCR validation of non-CG DNA methylation at selected loci 
within H1, H9, iPS (IMR90) stem cells or differentiated BMP4-treated H1 and IMR90 
cells.  
 
Bisulfite converted genomic DNA was amplified by PCR at the indicated genomic 
regions, cloned and analysed by Sanger sequencing. The sequence context of the 
DNA methylation site is displayed according to the key and the percent methylation at 
each position is represented by the fill of each circle (see Table B.2 for values). Non-
CG methylated positions indicated by an asterisk are unique to that cell type and “+4” 
indicates a mCHH that is shifted 4 bases downstream in H9 cells.  
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Figure B.4 Venn diagrams representing the overlap in methylcytosines between the 
two biological replicates of H1 and IMR90 cell types.  
 
Methylcytosines with similar sequencing depth were compared and classified as 
unique to biological replicate 1 (red), unique to replicate 2 (yellow) or common to both 
replicates (orange). The number of methylcytosines in each category is listed, as well 
as the percent methylcytosines unique with each biological replicate.  
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Figure B.5 Differential expression of DNMT genes in H1 and IMR90 cells.  
 
(A) log2RPKM measurements of transcript abundance for DNMT1, DNMT3A, 
DNMT3B, and DNMT3L from RNA-Seq.  
(B) Maximum normalized RPKM measurements of transcript abundance for GAPDH, 
DNMT1, DNMT3A, DNMT3B, and DNMT3L from RNA-Seq. 
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Figure B.6 The density of methylcytosines identified in all chromosomes in H1 cells.  
 
Blue dots indicate the density of all methylcytosines in 10 kb windows. 
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Figure B.7 Non-CG DNA methylation in H1 embryonic stem cells.  
 
(A) The relative methylation density (the ratio of methylcytosines to all potential sites 
of cytosine methylation) in H1 in each sequence context is represented throughout 
different gene-associated regions: promoters (2 kb upstream of the transcriptional 
start site), 5’ UTRs, exons, introns and 3’ UTRs. Each region was divided into 20 
equally sized windows and for each sequence context the mean mC/C profile was 
normalized to the maximum value.  
(B) Relative methylation density within gene bodies (y-axis) as a function of gene 
expression (x-axis), with increasing transcript abundance from right to left. Colored 
lines represent density of the underlying data points and smoothing with cubic splines 
is displayed in black.  
(C) Graphical representation of sites of CG and non-CG methylation at a non-CG 
methylation enriched gene, Splicing Factor 1.  
(D) The average relative methylation densities in each sequence context within gene 
bodies on the sense or anti-sense strand relative to gene directionality. P-values for 
differences between sense and antisense densities are indicated.  
(E) Number of mRNA intronic reads in all genes or genes associated with non-CG 
enriched regions, in H1 and IMR90.  
(F) Logo plots of the sequences proximal to sites of non-CG DNA methylation in each 
sequence context in H1 cells. Three bases flanking every site of methylation were 
analysed to identify local sequence preferences. The information content of each 
base represents the level of sequence enrichment.  
(G) Prevalence of mCHG sites (y-axis) as a function of the number of bases between 
adjacent mCHG sites (x-axis) based on all non redundant pair-wise distances up to 
50 nt in all introns. The blue line represents smoothing with cubic splines.  
(H) Prevalence of mCHH sites (y-axis) as a function of the number of bases between 
adjacent mCHH sites (x-axis) based on all non redundant pair-wise distances up to 50 
nt in all introns. The blue line represents smoothing with cubic splines.  
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Figure B.8 Mean mC/C profiles over genomic regions.  
 
(A) Gene body regions were divided in 20 bins from the 5’ to 3’ end, and the mean 
mC/C level within each bin for each methylation type was determined (mCG/CG, 
black; mCHG/CHG, red; mCHH/CHH, blue).  
(B) Gene regulatory elements were analysed as in (A). 
(C) Transposable repeated genomic regions were analysed as in (A). 
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Figure B.9 DNA Methylation at CG islands and transcriptional start sites.  
 
(A) Relative DNA methylation density at CG islands (1.5 kb upstream/downstream) is 
displayed with downstream gene expression and promoter CG content. Each CG 
island was assigned to the closet gene whose transcriptional start site is within 10 kb. 
As expected, low CG content promoters are highly methylated, or close to highly 
methylated CG islands, and lie close to low expressed genes. However, high CG 
content promoters are poorly methylated and usually lie close to highly expressed 
genes.  
(B) Transcriptional start sites were analysed as in (A). 
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Figure B.10 Functional analysis of non-CG gene body methyaltion reveals a 
enrichment for highly-expressed genes.  
 
(A) Enrichment of non-CG methylation in non-expressed and highly-expressed genes 
in H1 cells.  
(B) Over-representation of GO terms of genes within 20 kb of genomic regions 
displaying the highest enrichment of CHG and CHH methylation. The enrichment P-
value is shown for each GO term. 
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Figure B.11 Logo plots of the sequences proximal to sites of DNA methylation in 
each sequence context in H1 cells.  
 
Logo plots are presented for all methylcytosines, and methylcytosines that display a 
high methylation level (CG >75% methylated, non-CG >25% methylated), or low 
methylation level (CG <75% methylated, non-CG <25% methylated). Three bases 
flanking every site of methylation were analysed to identify local sequence 
preferences. The information content of each base represents the level of sequence 
enrichment. 
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Figure B.12 Spacing of adjacent methylcytosines in different contexts.  
 
Prevalence of mCG/mCHG/mCHH sites (y-axis) as a function of the number of bases 
between adjacent mCG/mCHG/mCHH sites (x-axis) based on all non redundant pair-
wise distances up to 50 nucleotides in exons, introns, and random sequences. The 
blue lines represent smoothing by cubic splines 
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Figure B.13 Density of DNA methylation at sites of DNA-protein interaction.  
 
(A) The average relative DNA methylation densities in each sequence context are 
shown from 1.5 kb upstream to 1.5 kb downstream of the predicted sites of DNA-
protein interaction identified by ChIP-Seq.  
(B) Co-localization of H3K4me1 and H3K27ac ChIP-Seq read enrichment indicative 
of enhancer sites that have been grouped into 3 sets: specific to H1 cells (top), 
IMR90 cells (bottom), or common to both H1 and IMR90 cells (middle). The average 
relative DNA methylation densities in each sequence context in 100 bp windows are 
displayed throughout 5 kb upstream to 5 kb downstream of the sites in each of the 
sets. 
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Figure B.14 DNA methylation at sites of DNA-protein interaction. 
 
The average relative DNA methylation densities in each sequence context are shown 
from 1.5 kb upstream to 1.5 kb downstream of the predicted sites of DNA-protein 
interaction identified by ChIP-Seq that were at least 1.5 kb from the closest 
transcriptional start site. 
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Figure B.15 Cell-type variation in DNA methylation.  
 
(A) The Pearson correlation coefficient of mCG methylation density (y-axis) between 
H1 and IMR90 at various genomic features. Regions were divided in 20 equally sized 
bins from 5' to 3' or based on the distance from the localization of the genomic feature 
as indicated. Pearson correlation was determined in each bin considering all the H1 
and IMR90 occurrences of the given genomic region.  
(B) For MethylC-Seq reads located within a set of genomic regions, the percentage of 
CG sites within each read that were methylated was calculated, and the percent of all 
reads within the regions (y-axis) that were methylated at given percentages (x-axis) is 
displayed. This is presented for H1 and IMR90 MethylC-Seq reads in autosomes, in 
IMR90 partially methylated domains on chromosome X, and IMR90 partially 
methylated domains in autosomes.  
(C) Comparison of transcript abundance between H1 and IMR90 of genes with a 
transcriptional start site located in or within 10 kb of a PMD. Black dots indicate all 
genes in the genome, blue and red dots indicate PMD genes whose expression is 3-
fold higher in H1 or IMR90, respectively, and green indicates PMD genes not 
differentially expressed.  
(D) For each gene in H1 and IMR90, the mean gene body mCG methylation levels 
were calculated at mCG sites covered by at least 10 reads between both strands for 
all genes, and plotted against the gene expression rank value, 1 being the most 
expressed.  

 



208 

 

 



209 

 

 

 

Figure B.16 DNA methylation, mRNA, and histone modifications in H1 and IMR90 at 
a PMD in IMR90. 
 
For DNA methylation tracks, vertical lines above and below the dotted central line 
indicate the presence of methylcytosines on the Watson and Crick strands, 
respectively. The color represents the context of DNA methylation, as indicated, and 
the vertical height of the line indicates the methylation level of each methylcytosine. 
The IMR90 < H1 mC track indicates methylcytosines that are significantly more 
methylated in H1 relative to IMR90 at a 5% FDR (Fisher’s Exact Test), and the color 
represents the context of DNA methylation. Vertical bars in the mRNA and histone 
modification tracks represent sequence tag enrichment. 
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Figure B.17 The percent of each IMR90 chromosome that is within a Partially 
Methylated Domain. 
 
The fraction of each chromosome that is covered by a PMD in IMR90 was calculated 
and plotted for each autosome, as well as the X chromosome. 
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Figure B.18 Transcriptional activity and epigenetic modifications at Partially 
Methylated Domains. 
 
The density of strand-specific mRNA reads, as well as the presence of domains of 
H3K4me3, H3K36me3, and H3K27me3 in H1 and IMR90 was profiled 20 kb 
upstream to 20 kb downstream of each gene located in an IMR90 PMD. Open 
triangles indicate the central point in each 40 kb window. Also displayed is the 
presence within the Human reference sequence of genes on each strand, where pink 
coloring indicates the gene body and dark red boxes represent exons. The complete 
linkage hierarchical clustering of the regions based on these data is presented. 
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Figure B.19 Differentially methylated regions proximal to DNMT3B. 
 
AnnoJ genome browser display of DNA methylation and mRNA at two DMRs 
upstream of DNMT3B. For DNA methylation tracks, vertical lines above and below 
the dotted central line indicate the presence of methylcytosines on the Watson and 
Crick strands, respectively. The color represents the context of DNA methylation, as 
indicated, and the vertical height of the line indicates the methylation level of each 
methylcytosine. The H1 < IMR90 mC track indicates methylcytosines that are 
significantly more methylated in IMR90 relative to H1 at a 5% FDR (Fisher’s Exact 
Test), and the color represents the context of DNA methylation. 
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Figure B.20 Clustering of genomic, epigenetic and transcriptional features at 
differentially methylated regions.  
 
(A) The density of DNA methylation, smRNA reads, strand-specific mRNA reads, and 
the presence of domains of H3K4me3, H3K36me3 and H3K27me3 in H1 and IMR90 
was profiled 20 kb upstream to 20 kb downstream of each of the 491 DMRs where 
DNA methylation was more prevalent in IMR90 than H1. Open triangles indicate the 
central point in each window. Concurrently displayed on the side colorbar is the 
difference between H1 and IMR90 mRNA levels. Also displayed is the presence 
within the Human reference sequence of predicted Human Endogenous Retroviruses 
(HERVs), LINEs, and genes on each strand, where pink coloring indicates the gene 
body and dark red boxes represent exons. Complete linkage hierarchical clustering of 
the regions based on these data is presented. Black triangles indicate regions 
enriched for smRNAs that are coincident with HERVs. Group 1 represents DMRs 
associated with sequences that are more highly expressed in H1 cells, are enriched 
for H3K4me3 and H3K36me3, and are depleted in H3K27me3. Group 2 contains 
DMRs that are associated with sequences that are more highly expressed in IMR90 
cells and generally enriched for H3K4me3 and H3K27me3.  
(B) Clustering was performed for the 61 smRNA clusters that co-localize with DMRs, 
utilizing the same data as in panel (A). 
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Figure B.21 Genes within 20 kb of IMR90 hypermethylated regions that are more 
expressed in H1 or IMR90. 
 
Gene regions bearing differential methylation are indicated in red. Side colorbar 
displays normalized differential expression (red and blue for genes upregulated in H1 
and IMR90, respectively). 
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Figure B.22 Transcriptional activity and epigenetic modifications at small RNA 
clusters. 
 
The density of DNA methylation, smRNA reads, strand-specific mRNA reads, and the 
presence of domains of H3K4me3, H3K36me3 and H3K27me3 in H1 and IMR90 was 
profiled 20 kb upstream to 20 kb downstream of each of the small RNA clusters 
identified in H1. Open triangles indicate the central point in each window. 
Concurrently displayed on the side colorbar is the difference between H1 and IMR90 
mRNA levels. Also displayed is the presence within the Human reference sequence 
of predicted Human Endogenous Retroviruses (HERVs), LINEs, and genes on each 
strand, where pink coloring indicates the gene body and dark red boxes represent 
exons. The complete linkage hierarchical clustering of the regions based on these 
data is presented. Black triangles indicate regions enriched for smRNAs that are 
coincident with HERVs. 
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Table B.1 MethylC-Seq read number for each replicate and library before and after 
removal of clonal reads and post-processing. 
 

 
 

Sample Library Mapped reads Clonal reads removed Post-processed

H1 replicate 1 A 371,110,537 301,695,580 625,394,739

B 372,383,553 326,481,661 -

H1 replicate 2 A 324,385,074 286,911,246 529,263,306

B 267,974,472 241,524,826 -

C 2,548,189 2,413,936 -

H1 combined All 1,338,401,825 1,159,027,249 1,154,658,045

IMR90 replicate 1 A 282,861,549 255,089,801 563,354,527

B 263,215,177 238,240,832 -

C 74,273,121 70,261,312 -

IMR90 replicate 2 A 278,447,167 245,766,218 620,520,572

B 326,435,295 282,843,648 -

C 98,506,925 92,229,458 -

IMR90 combined All 1,323,739,234 1,184,431,269 1,183,875,099
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Table B.2 Details of BS-PCR experiments. 
 

 
Primers used for bisulfite sequencing validation experiments are displayed in the top 
table. In the details of the bisulfite PCR sequencing results, the numerator and 
denominator are the methylated cytosines and total number of sequenced clones, 
respectively. 
 

Primer Chromosome Coordinates Primer sequence (5' - 3')

hs_bspcr_1F 1 200015530 -  200015725 GTAATTGGTAGAGAAATGAATTTATTTAG

hs_bspcr_1R 1 - CTCTTTTCTAAAACCTCTTAAACTTTTATC

hs_bspcr_3F 3 100016095 - 100016287 GGTATAATGTTAGAAAGTGATATATTATGAAAATAAATTG

hs_bspcr_3R 3 - CTCATATAAATCCATCTACTCCCTCATCAC

hs_bspcr_10F 10 30837441 - 30837664 GAGTGATTTTAATATTTTGATTAAGAGG

hs_bspcr_10R 10 - CATACAAACCATCAAATCACATTTCCTAC

Bisulfite-PCR Chr. 1 mC #1 mC #2 mC #3 mC #4

Coordinate (context) 200015586 (mCHG) 200015620 (mCHG) 200015647 (mCG) 200015676 (mCG)

H1 MethylC-seq 10/19 6/30 40/43 52/61

IMR90 MethylC-seq 0/30 0/42 47/58 50/58

H1 BS-PCR 7/12 2/12 12/12 12/12

H9 BS-PCR 5/11 0/11 11/11 9/11

iPS(IMR90) BS-PCR 6/16 0/16 14/16 14/16

IMR90 BS-PCR 0/5 0/5 5/5 5/5

H1(BMP4) BS-PCR 0/10 0/10 10/10 10/10

Bisulfite-PCR Chr. 3 mC #1 mC #2 mC #3 mC #4 mc #5 mc #6

Coordinate (context) 100016170 (mCHH) 100016182 (mCHG) 100016191 (mCG) 100016201 (mCHH) 100016209 (mCHG) 100016237 (mCHH)

H1 MethylC-seq 2/16 9/22 21/26 4/32 1/31 13/41

IMR90 MethylC-seq 0/11 0/17 20/20 0/22 0/24 0/30

H1 BS-PCR 1/20 5/20 17/20 0/20 1/20 1/20

H9 BS-PCR 1/20 5/20 20/20 0/20 1/20 2/20

iPS(IMR90) BS-PCR 3/19 7/19 17/19 4/19 5/19 9/19

IMR90 BS-PCR 0/5 0/5 5/5 0/5 0/5 0/5

H1(BMP4) BS-PCR 0/11 0/11 11/11 0/11 0/11 0/11

Bisulfite-PCR Chr. 10 mC #1 mC #2 mC #3 mC #4 mc #5

Coordinate (context) 30837519 (mCHG) 30837540 (mCG) 30837574 (mCHG) 30837605 (mCHH) 30837609 (mCHH)

H1 MethylC-seq 11/35 25/28 0/29 6/31 0/28

IMR90 MethylC-seq 0/32 20/23 0/34 0/46 0/47

H1 BS-PCR 9/23 18/23 0/23 3/23 0/23

H9 BS-PCR 1/15 13/15 1/15 0/15 4/15

iPS(IMR90) BS-PCR 3/15 13/15 2/15 3/15 0/15

IMR90 BS-PCR 0/3 3/3 0/3 0/3 0/3

H1(BMP4) BS-PCR 1/6 6/6 0/6 0/6 0/6
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