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Coherence in charge and energy transfer in molecular junctions
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We consider the effects of dephasing on field-induced coherent charge and energy transport in molecular junctions. Within generic models we show that dephasing controls the relative intensities of energy and charge fluxes, and that the dependence of the energy flux on the dephasing rate is non-monotonic. We further demonstrate the possibility for laser-controlled charge-energy separation in multi-terminal molecular junctions, a prerequisite for engineering low-heating stable nano-scale devices.
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I. INTRODUCTION

Single molecules are promising candidates for integration into nano-scale devices. Based on the versatility in structural, electronic, optical and mechanical properties of molecules, molecular devices can be carefully designed and controlled. The small size of molecules implies the necessity of quantum mechanical treatment, and naturally poses questions on the role of coherences in the response properties of molecular devices. In molecular junctions experimental observations were attributed to interference effects in intra-molecular electron transfer1 and elastic transport through single molecules,2,3 or to vibrationally induced decoherence.4

Coherent control in molecules originated in studies of quantum dynamics in response to laser pulse excitations.5,6 Advances in optics combined with molecular fabrication techniques in junctions resulted in a new field termed molecular optoelectronics.7,8 Coherent control of transport in molecular junctions is one of the focuses of research in this field.9–14 Another focus is the dynamics of energy transfer between plasmonic and molecular excitations.15–19 The importance of quantum coherence in energy transfer was demonstrated recently in studies of the initial stages of photosynthesis.20–24

Theoretical studies in molecular electronics are mostly focused on the role of coherence in elastic transport. In particular, a molecular switch based on quantum interference was proposed in Refs. 25,26, and molecular transistors utilizing coherence to control transport through single molecule junctions (usually containing a conjugated π system) were discussed in Refs. 27–33. Inelastic processes are usually considered as a source of decoherence, which can both destroy34,35 or enhance35–38 transport through molecular systems. Coherence induced by inelastic processes was observed experimentally39 and discussed in several theoretical studies.35,40,41 Finally, coherent and incoherent exciton transport in the Fenna-Matthews-Olson complex was studied in a number of theoretical publications.42–46

In molecular optoelectronics8 it is customary to distinguish between charge and energy transfer processes between the molecule and contacts (as well as inside the molecular complex). For example, elastic electron transport (single charges moving through the system) is at the heart of charge transfer - surface enhanced Raman spectroscopy (CT-SERS),47,48 while pure energy transfer (transfer of excitation without charge transfer) accounts for coupling between molecular excitations and excitations of the leads (exciton-like or neutral pairings of electron-like and hole-like excitations).17,49–53 Considering non-equilibrium transport through molecular junctions, charge and energy transport processes happen simultaneously, and a rigorous description must therefore account for this. The non-quadratic character of the energy transfer matrix elements complicates the theoretical description and the corresponding theoretical considerations usually rely on approximations.54,55 Recently we proposed a pseudoparticle non-equilibrium Green’s func-

![FIG. 1: (Color online) A sketch of the models for coherently controlled charge-energy (a) pump and (b) switch.](image)
Contrary to previous studies where the effects of coherence in either charge or energy transfer were discussed, here we apply the PP-NEGF approach and consider the importance of coherences in simultaneous charge and energy transport through molecular junctions. In particular, we demonstrate possibilities for laser-induced coherent control of the relative magnitude of energy and charge fluxes generated by a molecular pump. Inspired by the known effect of charge and spin separation in molecular systems\cite{56–59} we also demonstrate a possibility to coherently control the spatial separation of charge and energy fluxes in properly designed multi-terminal molecular junctions.

The different response of charge and energy flows to an external field is derived from the different underlying laser-matter interactions. Energy transport is due to dipole coupling between molecular excitations to electron-hole or plasmon excitations in the leads (usually treated as dipole-dipole interactions), while charge transport is modeled as electron tunneling.\cite{49} Therefore, matrix elements for energy and charge transport between given chromophores can differ in magnitude or phase. In simple cases the different matrix elements can be associated with different Rabi frequencies for charge and energy transfer through the molecule, and when one of these frequencies is in resonance with optically induced Rabi oscillations, the corresponding flux (energy or charge) is expected to be maximal. For realistic systems the task of optimizing the external field parameters for a selected process (amplitude and frequency) is more involved, but nevertheless, we still claim that conditions can be defined in which the field selectively enhances (or suppresses) charge flux along a given path and energy flux along another. As far as we know, this is the first time when the possibility of such separation between charge and energy fluxes is discussed.

In the following we consider explicitly only energy transfer within the molecule. Heat transfer between the molecule and the leads is not accounted for, assuming a constant junction temperature. Note that both charge transport (emission of energetic electrons) and energy transport (emission of electron-hole pairs) can induce heating in the leads, however these processes are external to the molecule, and take place far from the junction.\cite{60} Thus, their effect on the transport at the molecular junction can be neglected. As a side note we mention that the description of molecular excitation (energy transfer) we consider is technically similar to modeling the propagation of vibrational excitation (phonon transport) when expressed in the language of vibronic states. Thus our findings may have implications also in the context of low heating stable nano-scale devices.

Below, after introducing two generic models for charge/energy pump and switch, we discuss a convenient methodology for treating the combined intra-molecular electron and energy transfer. Our numerical simulations demonstrate different possibilities for laser control of coherent molecular energy and charge pumps, and for spatial separation of charge and energy fluxes in molecular junctions.

\section{Model}

We consider a network of $N_m$ molecules, characterized by chromophores which are coupled to several reservoirs of electrons (or contacts, $C$) and thermal baths ($B$). The contacts are assumed to be in equilibrium (no bias), and the driving of the junctions is governed by a laser field $E(t)$ applied to one of the molecules. Each molecular chromophore is represented by its highest occupied (HOMO) and lowest unoccupied (LUMO) molecular orbitals (or ground, $g$, and excited, $x$, states). We consider electron and energy transfer between neighboring chromophores and between the chromophores and the baths. We emphasize that our models focus on energy transport through the molecule and does not account explicitly for the thermalization process of access energy in the leads, which happens far from the junction region.

Two systems are discussed: the first model corresponds to a molecular charge and energy pump ($N_m = 4$, see Fig. 1a), based on bridge-mediated (1 and 2) transfer between a donor ($0$) and an acceptor ($3$). The donor and acceptor are coupled to their own contacts and thermal baths, and the donor is driven by an external laser field. The bridge contains two molecules and the coherent transport reflects interference between the two possible pathways. In order to induce decoherence, one of the bridge molecules (1) is coupled to a local dephasing source ($B_d$). This type of model is frequently used in considerations of effects of decoherence on electron transfer.\cite{34,36,40}

The second model ($N_m = 3$, see Fig. 1b) corresponds to a molecular switch with a donor ($0$) and two acceptors (1 and 2), each coupled to its own contact and thermal bath. As previously, the donor is driven by an external laser field. We used this model in our previous study\cite{14} as a prototype of coherently controlled molecular switch. Here we extend the consideration to the case of simultaneous energy and charge transfer.

The Hamiltonian of the system(s) is

$$\hat{H}(t) = \hat{H}_M(t) + \sum_K \left( \hat{H}_K + \hat{V}_{MK} \right)$$

where $\hat{H}_M(t)$ and $\hat{H}_K$ describe the molecular system $M$ and bath $K$ ($K$ is summated over all the baths in the model), and $\hat{V}_{MK}$ is the coupling between the two. The
explicit expressions are

\[
\hat{H}_M(t) = \sum_{m=0}^{N_m} \varepsilon_{m\ell} \hat{n}_{m\ell} - \mu_0 E_0 \left( \hat{d}_m^\dagger \hat{d}_m e^{-i\omega_0 t} + H.c. \right) + \sum_{m,m'=0}^{N_m} \left( \sum_{\ell} t_{m\ell,m'\ell} \hat{d}_m^\dagger \hat{d}_{m'\ell} + J_{m,m'} \hat{D}_m^\dagger \hat{D}_{m'} + H.c. \right)
\]

(2)

\[
\hat{H}_{Cm} = \sum_{\kappa \in C_m} \varepsilon_{\ell} \hat{n}_{\kappa}; \quad \hat{H}_{Bm} = \sum_{\alpha \in B_m} \omega_{\alpha} \hat{n}_{\alpha}
\]

(3)

\[
\hat{V}_{MC_m} = \sum_{\kappa \in C_m} \sum_{\ell} \left( V_{\kappa,\ell} \varepsilon_{\ell} \hat{n}_{\ell} + H.c. \right)
\]

(4)

\[
\hat{V}_{MB_m} = \sum_{\alpha \in B_m} \left( U_{\alpha,m} \hat{a}_{\alpha}^\dagger \hat{D}_m + H.c. \right)
\]

In the molecular pump model (Fig. 1a) local dephasing is introduced by coupling the LUMO of molecule 1 to the bath \( B_d \)

\[
\hat{H}_{B_d} = \sum_{\beta} \omega_{\beta} \hat{n}_{\beta}; \quad \hat{V}_{MB_d} = M \sum_{\beta} \left( \hat{b}_{\beta} + \hat{b}_{\beta}^\dagger \right) \hat{n}_{1x}
\]

(5)

In Eqs. (2)-(5) \( \hat{d}_m^\dagger \) and \( \hat{c}_k^\dagger \) create electrons in level \( \ell \) of molecule \( m \), and state \( \kappa \) of contacts \( \{C_m\} \), respectively, and \( \hat{a}_{\alpha}^\dagger \) and \( \hat{b}_{\beta}^\dagger \) create phonons in the thermal baths \( \{B_m\} \) and \( B_d \), respectively. \( \hat{n}_{m\ell} = \hat{d}_m^\dagger \hat{d}_{m\ell} \), \( \hat{n}_{\kappa} = \hat{c}_k^\dagger \hat{c}_k \), \( \hat{n}_{\alpha} = \hat{a}^\dagger_{\alpha} \hat{a}_{\alpha} \), and \( \hat{n}_{\beta} = \hat{b}^\dagger_{\beta} \hat{b}_{\beta} \) are population operators. \( \hat{D}_m^\dagger = \hat{d}_{m\ell}^\dagger \hat{n}_{m\ell} \) is the operator of molecular excitation. \( \varepsilon_{m\ell} \) and \( \varepsilon_{\kappa} \) are on-site electronic energies of level \( m \ell \) in the molecules and state \( \kappa \) in the contacts. \( \omega_{\alpha} \) and \( \omega_{\beta} \) are elementary excitations in the thermal baths \( \{B_m\} \) and \( B_d \), respectively. \( \mu_0 \) is the transition dipole moment of the donor, and \( E_0 \) and \( \omega_0 \) are the amplitude of the driving field and its frequency. \( t_{m\ell,m'\ell} \) and \( J_{m,m'} \) are the matrix elements of charge and energy transfer between the chromophores \( m \) and \( m' \), where the pathways are indicated by lines in Fig. 1. Finally, \( V_{\kappa,\ell} \) and \( U_{\alpha,m} \) represent electron and energy exchange between the chromophores and the baths. \( M \) is the dephasing strength. We note that coupling to the driving field is written in the rotating wave approximation. Similar models for electron and energy (exciton) transport were considered in the literature previously.

A transformation to the rotating frame of the field\textsuperscript{14}

\[
\hat{H} = i \left( \frac{\partial}{\partial t} \hat{S}(t) \right) e^{-\hat{S}(t)} + e^{\hat{S}(t)} \hat{H} e^{-\hat{S}(t)},
\]

(6)

where

\[
\hat{S}(t) \equiv \frac{i\omega_0 t}{2} \sum_{m=1}^{N_m} \left( \hat{n}_{mx} - \hat{n}_{mg} + \sum_{\kappa \in C_m} \hat{n}_{\kappa} + \sum_{\alpha \in B_m} \hat{n}_{\alpha} \right)
\]

represents the model in terms of effective time-independent Hamiltonian \( \hat{H} \), which is given by Eqs. (2)-(5) with \( \varepsilon_{mg} \to \varepsilon_{mg} + \omega_0/2 \), \( \varepsilon_{mx} \to \varepsilon_{mx} - \omega_0/2 \), and \( \mu_0 E_0 \exp(\pm i\omega_0 t) \to \mu_0 E_0 \). As a result of the transformation one also has to consider different positions of the electrochemical potentials in the contacts for the \( x \) (shifted by \( \omega_0/2 \) downward) and the \( g \) (shifted by \( \omega_0/2 \) upward) molecular orbitals (see Appendix A for details).

Note that the time-independent formulation is possible only in the case of relatively weak molecule-baths couplings, when effective second order is sufficient and bath-induced cross-correlations between ground and excited molecular levels can be disregarded\textsuperscript{56,61-63}.

As discussed in our previous publication\textsuperscript{52} the pseudoparticle nonequilibrium Green function (PP-NEGF) formalism is especially convenient for studies where combined electron and energy transfers play an important role. The PP-NEGF treats all the interactions in the molecule exactly, by representing the molecular part of the Hamiltonian in the basis of many-body states of an isolated molecule. Here we employ the PP-NEGF to the models (2)-(5). The pseudoparticles, introduced in an extended Hilbert space, correspond to the many-body states \( \{S\} \) of the molecular system. The physical subspace is defined by the constraint \( \sum_\kappa \hat{p}_\kappa \hat{p}_{\kappa} = 1 \), where \( \hat{p}_\kappa \) (\( \hat{p}_S \)) is the operator of creation (annihilation) of the many-body state \( \{S\} \). In the extended Hilbert space the usual rules of quantum field theory are applicable. In particular, the pseudoparticle Green function (GF) on the Keldysh contour

\[
G_{SS'}(\tau, \tau') \equiv -i \langle T_\tau \hat{p}_S(\tau) \hat{p}_{S'}(\tau') \rangle
\]

(8)

satisfies the Dyson equation. A self-consistent procedure for numerical evaluation of the projections of the GF can be formulated in the physical subspace (see e.g. Ref. 64 for details). After the procedure converges, the resulting projections of the GF can be used to calculate charge, current, and energy, \( I_m^c \), \( I_m^e \), \( I_m^c \), currents at the interface between the molecular system and the baths \( \{C_m\} \) and \( \{B_m\} \), respectively. Below we perform analysis within the non-crossing approximation (see e.g. Ref. 64 for details). The approximation works well for weak molecule-baths coupling, when the parameters describing coupling to the baths are small relative to all other relevant energy scales in the system. In our case the latter are the HOMO-LUMO gap and intra-molecular hopping parameters. Weak coupling to baths makes the processes of molecule-bath interactions rare, thus justifying a non-crossing approximation, i.e. treating the processes sequentially. At steady-state, this leads to the following explicit expressions for the fluxes (see Appendix B for the derivation)\textsuperscript{52,64}

\[
I_m^c = \sum_{\ell} \Re \int_{-\infty}^{+\infty} dE \int_{-\infty}^{+\infty} d\epsilon \zeta_2 G_{24}^c(E)
\]

\[
\left( \sum_{\ell=1}^{N_m} G_{31}^c(E + \epsilon) + \sum_{\ell=1}^{N_m} G_{31}^e(E - \epsilon) \right)
\]

(9)
I. INTRODUCTION

Here we consider charge, Eq. (9), and energy, Eq. (10), fluxes in the molecular pump and switch models (Figs. 1a and b), Eqs. (2)-(5). Unless stated otherwise the calculations are performed for the following ‘standard’ set of parameters: $T = 300$ K, $\varepsilon_{0y} = -1$ eV, $\varepsilon_{0x} = 1$ eV, $\omega_0 = 2$ eV, $t_{mg,m'g} = 0$, $t_{mx,m'x} = J_{m,m'} = 10$ meV, $\Gamma_{Cm} = \Omega_{Bm} = 2.5$ meV ($m, m' \in \{1, \ldots, N_m\}$). The Fermi energy is taken at the origin $E_F = 0$ and the calculations are performed on an adaptive energy grid.

We note that these model parameters are chosen to be in a physically relevant range. In particular, the molecular HOMO-LUMO gaps, $\varepsilon_{mx} - \varepsilon_{mq}$, are assigned typical values of 2 eV, which is accessible by lasers in the near infrared part of the spectrum. The escape rates $\Gamma_{Cm}$ are chosen in accordance with experimental data on lifetime for the decay of an excess electron on molecule near metal surface. These parameters lead to charge fluxes on the order of nA and heat fluxes on the order of nW, both are well within the measurable region (see e.g. Refs. 66 and 67 for measurable charge and heat flux estimates, respectively).

A. Molecular pump

First we consider the charge-energy pump model. In the absence of dephasing at the bridge the transport of both charge and energy through the molecule is coherent, and depends on interference between two independent paths from the donor (0) to the acceptor (3) (through molecules 1 and 2). For the case of identical (degenerate) chromophores as considered here, the interference is controlled by the relative magnitudes and phases of the coupling matrix elements (the “$f$’s and the “$B$’s) along the different paths. In the particular design considered in Fig. 1a, destructive interference does not allow charge flux through the system, whereas energy flux is favored in this case due to constructive interference. The spatial separation between the two bridge chromophores allows one to selectively control the transport by coupling one of the chromophores to a local source of dephasing. The latter is introduced by coupling the LUMO of one of the bridge chromophores (1) to a bath ($B_d$, Eq. (5)) of harmonic oscillators, assumed to be in their ground state. To restrict the effect of this perturbation to pure dephasing, a limit of $\omega_\beta \to 0$ is taken (such that energy exchange with this particular bath is excluded). This results in a self-energy (see Appendix C for details)

$$\Sigma_{12,34}^{B_d} = -i \eta_{12}^{B_d} \eta_{34}^{B_d}$$

where $\gamma_{B_d} = 2\pi M^2 \rho_{B_d}$ is the dephasing rate, $\rho_{B_d}$ is density of modes in the bath $B_d$, and $\eta_{12}^{B_d} = \langle S_p | \hat{n}_{12} | S_q \rangle$. Note that the resulting expression is similar to the Buttiker probe model, which is widely used for introducing dephasing.

Fig. 2 demonstrates the effect of increasing the dephasing rate on the two fluxes. As expected, the electric current (solid line) increases when destructive interference is
controlling the dephasing can tune the molecular device. It is interesting to note that increase in energy flux. We attribute this behavior to competition between energy and charge transfer processes at molecule 1 for the same electronic population. Indeed, for weak dephasing, the charge de-localization among the LUMOs of chromophores 0, 1, and 3, is expected to hinder energy transfer between those molecules. Transition from coherent to hopping mechanism of charge transfer takes place at rates of dephasing \( \gamma_{ij}^{B_d} \sim t_{1x,0x} (t_{1x,3x}) \), leading to localization of electronic population at the bridge site 1x and (as a result) to an increase in energy flux. It is interesting to note that controlling the dephasing can tune the molecular device between energy and charge pumping regimes.

### B. Molecular switch

![FIG. 3: (Color online) Molecular switch (Fig. 1b). Shown are charge (\( I_1^c \) - solid line, blue; \( I_2^c \) - dotted line, dark blue; Eq.(9)), and energy (\( I_1^E \) - dash line, red; \( I_2^E \) - dash-dotted line, magenta; Eq.(10)) fluxes as functions of (a) the driving amplitude \( \mu_0 E_0 \) and (b) frequency \( \omega_0 \), Eq.(2). See text for parameters.](image)

Having introduced the possibility of control over charge and energy fluxes, which are present simultaneously, we turn to examine the possibility of charge-energy separation in coherent transport through molecular devices. Note that effects of quantum coherence were observed experimentally (separately) for charge and energy (exciton) transport in molecular junctions. In some cases, such as in CT-SERS, charge and energy transfer are mixed coherently to define the overall optical response of a junction. Our consideration below suggests another possibility of observing coherence induced effects in charge and energy (exciton) transport in molecular junctions.

We consider a model of a molecular switch (1b), where a single donor, driven by an external field, is coupled to two different acceptors. The versatility of molecular chromophores allows the design of different acceptors with different orbital energies and different coupling matrix elements to the donor. Therefore, coherent transport from the donor to each acceptor would be associated with characteristic Rabi frequencies, defined by the \( t \) and \( J \) hopping parameters for exchanging charge and energy with the donor. Our aim is to define conditions in which charge and energy fluxes are directed to different acceptors.

Fig. 3a demonstrates a possibility of charge-energy separation in a molecular switch. The calculation is performed for \( T = 10 \) K, \( \varepsilon_{1g} = -1.25 \) eV, \( \varepsilon_{1x} = 1.05 \) eV, \( \varepsilon_{2g} = -0.95 \) eV, \( \varepsilon_{2x} = 1.15 \) eV, and \( \Omega_{B}^{10} = 10 \) meV. For these parameters at \( \mu_0 E_0 \sim 50 \) meV charge flux is directed to acceptor 1 (solid line), while energy flux to - acceptor 2 (dash-dotted line). By tuning the amplitude of the laser field so that \( \mu_0 E_0 \sim 150 \) meV the direction of the fluxes is switched. Fig. 3b demonstrates the possibility of control by the driving field frequency. Here \( \varepsilon_{1g} = -1.1 \) eV, \( \varepsilon_{1x} = 1.05 \) eV, \( \varepsilon_{2g} = -0.9 \) eV, \( \varepsilon_{2x} = 1.15 \) eV, and \( \mu_0 E_0 = 10 \) meV. As one can see, also in this case charge and energy fluxes are picked at different field frequencies which facilitates their separation.

Notice that the results of Fig. 3, obtained by the PP-NEGF scheme can be regarded as a numerically exact solution of the simultaneous charge/energy transport problem. Indeed, the present calculation accounts exactly for the many-body problem within the molecular space, and given the (realistically) small molecule-contacts coupling parameters considered here, the non-crossing approximation yields the correct result for the effects of the molecule-leads interaction. Note that simpler methodologies, such as Redfield-based quantum master equation techniques in principle can also account exactly for the many body problem within the molecular space, but may be inapplicable at the physically relevant low temperature regime \( (k_B T \leq \Gamma) \) or when degenerate many-body eigenstates are present in the system.

In order to gain a qualitative understanding of the physics behind the observed charge-energy separation, simpler methodologies may be useful. We refer to a re-
Maps of the charge, $T^c$, and energy (exciton), $T^E$, transmission coefficients as functions of the energy $E$ and the external driving field parameters are shown in Fig. 4c for the driving field amplitude $\mu_0 E_0$, and Fig. 4d for the field frequency $\omega_0$. The other parameters of the calculation are the same as in Fig. 3.

Two points are noteworthy: 1. $T^c$ and $T^E$ have their maxima at different values of the external driving parameters, which is the basis for the charge-energy separation discussed above; 2. The energy transmission coefficient,
$T^E$, has two maxima as a function of the driving field frequency $\omega_0$ (see right panel in Fig. 4d), which is the reason for a multiple-peak structure of the energy flux presented in Fig. 3b. We reemphasize that such qualitative considerations are helpful, and are brought here as an interpretation to, but not instead of, the numerically exact results. Similarly, formulating conditions for maximal fluxes, based on resonances between Rabi frequencies in the field-free system and Rabi frequency induced by the field (as was discussed in Ref. 14 for charge transport) can support the numerical analysis, but provides only qualitative estimates.

IV. CONCLUSION

We studied the effects of coherence on electron and energy fluxes in molecular junctions. First we discussed the effect of dephasing on coherent transport in a bridge model with two interfering pathways (see Fig. 1a). The molecular bridge was designed to minimize charge flux through the system due to destructive interference, and to maximize energy flux due to constructive interference between the different paths. Inducing dephasing destroys coherence in the system which leads to the appearance of charge flux and decrease in energy transfer. Further increase of the dephasing rate (to the order of intermolecular electronic hopping parameter) unexpectedly results in an increase of the energy transfer. We argued that the effect is due to competition between charge and energy transport on the same electronic population in the LUMO of the bridge molecule. At strong dephasing, where the electron transport mechanism changes from coherent to hopping, charge localization at the molecular LUMO increases the efficiency of sequential energy transfer through the junction.

After demonstrating a possibility of coherent control over the two fluxes, we discussed the possibility of charge-energy separation in a molecular switch (see Fig 1b). In particular, we showed that by tuning the laser field parameters, the fluxes can be directed to different acceptors. Moreover, the directions of energy and charge fluxes can be reversed by adjusting the field amplitude and/or frequency.

The two different models demonstrate the controllability of charge and energy transport in junctions, in which coherences play a crucial role. The theoretical demonstration of charge-energy separation in a junction is a first step in the direction of engineering low-heating stable molecular nano-scale devices.
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Appendix A: Transformation to the rotating frame of the field

Here we discuss the transformation to the rotating frame of the field, Eq. (6), and the formulation of the effective time-independent model. Applying the transformation to the rotating frame

$$\hat{A} \rightarrow e^{i\hat{S}(t)} \hat{A} e^{-i\hat{S}(t)},$$

with $\hat{S}(t)$ defined in Eq. (7), to the quasi-particle excitation operators yields

$$\hat{d}_{m\gamma} \rightarrow \hat{d}_{m\gamma} e^{-i\omega_0 t/2}, \quad \hat{a}_n \rightarrow \hat{a}_n e^{-i\omega_0 t/2},$$

$$\hat{c}_{\sigma} \rightarrow \hat{c}_{\sigma} e^{i\omega_0 t/2}, \quad \hat{a}_\alpha \rightarrow \hat{a}_\alpha e^{-i\omega_0 t/2}$$

Together with additional terms due to the time-dependent correction, (first term on the right side of Eq. (6))

$$\frac{\omega_0}{2} \sum_{m=1}^{N_0} \left[ \hat{n}_{m\gamma} - \hat{n}_{m\gamma} - \sum_{\kappa \in C_m} \hat{n}_\kappa - \sum_{\alpha \in B_m} \hat{n}_\alpha \right]$$

this leads to the effective Hamiltonian of the form (compare with Eqs. (2)-(4))

$$\hat{H}_M = \sum_{m=0}^{N_m} \sum_{\ell=g,x} \epsilon_{\ell m} \hat{a}_{\ell m} - \mu_0 E_0 \left( \hat{d}^\dagger_{0g} \hat{d}_{0g} + H.c. \right)$$

$$+ \sum_{m,m'=0}^{N_m} \sum_{\ell=g,x} t_{\ell m, m'\ell} \hat{a}^\dagger_{\ell m} \hat{d}_{m'\ell} + J_{m,m'} \hat{D}_{m}^\dagger \hat{D}_{m'} + H.c.$$  \hspace{1cm} (A4)

$$\hat{H}_{C_m} = \sum_{\kappa \in C_m} \left( \epsilon_\kappa - \frac{\omega_0}{2} \right) \hat{n}_\kappa$$

$$\hat{H}_{B_m} = \sum_{\alpha \in B_m} \left( \omega_\alpha - \frac{\omega_0}{2} \right) \hat{n}_\alpha$$

$$\hat{V}_{MC_m} = \sum_{\kappa \in C_m} V_{\kappa, mg} \hat{c}_\kappa \hat{d}_{mg} e^{-i\omega_0 t} + \hat{c}_\kappa \hat{d}_{mg}$$

$$\hat{V}_{MB_m} = \sum_{\alpha \in B_m} U_{\alpha, m} \hat{a}_\alpha \hat{D}_m e^{i\omega_0 t/2} + H.c.$$ \hspace{1cm} (A6)

where $\epsilon_{mg} \equiv \epsilon_{mg} + \omega_0/2$ and $\epsilon_{mx} \equiv \epsilon_{mx} - \omega_0/2$.

Since coupling to the baths is treated within the effective second order, i.e. the irreducible self-energy is proportional to the second order in molecule-bath coupling, the time-dependent terms in the couplings, Eqs. (A6), will (partially) compensate for the shift of excitation energies in the bath, Eqs. (A5). In particular, the compensation will yield an unaltered expression for the self-energies due to the coupling to the bosonic baths $B_m$. Expressions for the self-energies due to the coupling to the fermionic baths $C_m$ will have the state energies of the
baths shifted by $\omega_0/2$ upwards (downwards) for the $g (x)$ level of the molecule. If the HOMO-LUMO gap $\varepsilon_{mx} - \varepsilon_{mg}$ is big relative to the electron escape rate $\Gamma$ (a common scenario in molecular junctions, where $\varepsilon_{mx} - \varepsilon_{mg} \approx 2$ eV and $\Gamma \sim 0.1$ eV), one can describe the molecule-contacts coupling at an interface $C_m$ as coupling to two independent baths: one with the chemical potential $\mu_{C_m} + \omega_0/2$ representing coupling of the HOMO, the other with the chemical potential $\mu_{C_m} - \omega_0/2$ representing coupling of the LUMO. Such consideration results in an effective time-independent Hamiltonian for the originally time-dependent problem.

Appendix B: Charge and energy fluxes in the NCA within PP-NEGF

Here we discuss the derivation of Eqs. (9) and (10). The starting points are expressions for charge and energy (phonon-assisted) fluxes within the non-equilibrium Green functions (NEGF) technique. At steady-state the fluxes at the interface between molecule and baths $C_m$ or $B_m$, respectively, are

$$I_c^e = \frac{e}{\hbar} \int_{-\infty}^{+\infty} \frac{d\varepsilon}{2\pi} \sum_{m,m',\ell'} \left[ \Sigma_{m,m',\ell'}^<(\varepsilon) G_{m',\ell'}^>(\varepsilon) - \Sigma_{m,m',\ell'}^>(\varepsilon) G_{m',\ell'}^<(\varepsilon) \right]$$

$$I_F^e = -\frac{1}{\hbar} \int_{0}^{\infty} d\omega \sum_{m,m'} \left[ \Pi_{m,m',\ell}^<(\omega) D_{m,m',\ell}(\omega) - \Pi_{m,m',\ell}^>(\omega) D_{m,m',\ell}^<(\omega) \right]$$

where $G^<$ and $D^<$ are the greater/lesser projections of the fermion and boson Green functions, respectively, defined on the Keldysh contour as

$$G_{m,m',\ell}(\tau,\tau') = -i \langle T_c \hat{d}_{m,\ell}(\tau) \hat{d}^\dagger_{m',\ell}(\tau') \rangle$$

$$D_{m,m',\ell}(\tau,\tau') = -i \langle T_c \hat{D}_{m,\ell}(\tau) \hat{D}^\dagger_{m',\ell}(\tau') \rangle$$

Here $\tau$ and $\tau'$ are the contour variables, $T_c$ is the contour ordering operator, and operators $\hat{d}_{m,\ell}$ and $\hat{D}_{m,\ell}$ are introduced below Eq. 5. $\Sigma^<$ and $\Pi^<$ are self-energies due to the coupling to fermionic bath $C_m$ and bosonic bath $B_m$, respectively. Explicit expressions are

$$\Sigma_{m,m',\ell}^<(\varepsilon) = i \Gamma_{m,m',\ell}(\varepsilon) f_{C_m}(\varepsilon)$$

$$\Sigma_{m,m',\ell}^>(\varepsilon) = -i \Gamma_{m,m',\ell}(\varepsilon)[1 - f_{C_m}(\varepsilon)]$$

$$\Pi_{m,m',\ell}^<(\omega) = -i \Omega_{m,m',\ell}(\omega) N_{B_m}(\omega)$$

$$\Pi_{m,m',\ell}^>(\omega) = -i \Omega_{m,m',\ell}(\omega)[1 + N_{B_m}(\omega)]$$

Here $f_{C_m}(\varepsilon)$ and $N_{B_m}(\omega)$ are the Fermi-Dirac and Bose-Einstein thermal distributions in the baths $C_m$ and $B_m$, respectively, and

$$\Gamma_{m,m',\ell}^c(\varepsilon) = \sum_{\kappa \in C_m} V_{m,\ell,\kappa} V_{\kappa,m',\ell'}(\varepsilon - \varepsilon_{\kappa})$$

$$\Omega_{m,m',\ell}(\omega) = \sum_{\alpha \in B_m} U_{m,\alpha} U_{\alpha,m'}(\omega - \omega_{\alpha})$$

are the dephasing matrices due to coupling to the baths. Note that in the paper we assume the wide-band approximation for both matrices, $^{74,75}$ (see Eqs. (13) and (14)).

Spectral decomposition of the quasi-particle Fermi, $\hat{d}_{m,\ell}$, and Bose, $\hat{D}_{m,\ell}$, excitation operators yields the connection to the pseudoparticle creation and annihilation operators, $\hat{p}_S^< \quad$ and $\hat{p}_S^>$,

$$\hat{d}_{m,\ell} = \sum_{S_1,S_2} \xi_{m,12}^\ell S_{S_1}^< \hat{p}_{S_2}^<$$

$$\hat{D}_{m,\ell} = \sum_{S_1,S_2} \chi_{m,12}^\ell S_{S_1}^< \hat{p}_{S_2}^<$$

where $\xi_{m,12}^\ell$ and $\chi_{m,12}^\ell$ are introduced below Eqs. (13) and (14), and $|S_1\rangle \quad$ and $|S_2\rangle \quad$ are molecular many-body states. Substituting Eqs. (B11) and (B12) into the lesser and greater projections of the definitions of the Green functions, Eqs. (B3) and (B4), and using properties of the non-crossing approximation, $^{76}$, leads to the connection between the quasi- and pseudo-particles Green functions

$$G_{m,m',\ell}(t,t') = -i \sum_{S_1,S_2,S_3,S_4} \xi_{m,12}^\ell \xi_{m',34}^\ell G_{S_1}(t',t) G_{S_4}(t,t')$$

$$G_{m,m',\ell}(t,t') = \sum_{S_1,S_2,S_3,S_4} \chi_{m,12}^\ell \chi_{m',34}^\ell G_{S_1}(t',t) G_{S_4}(t,t')$$

$$D_{m,m',\ell}(t,t') = \sum_{S_1,S_2,S_3,S_4} \xi_{m,12}^\ell \xi_{m',34}^\ell G_{S_1}(t',t) G_{S_4}(t,t')$$

$$D_{m,m',\ell}(t,t') = \sum_{S_1,S_2,S_3,S_4} \chi_{m,12}^\ell \chi_{m',34}^\ell G_{S_1}(t',t) G_{S_4}(t,t')$$

where the PP-NEGF Green function is defined in Eq. (8), and $\xi_\ell$ is introduced below Eq. (10).

Finally, using the connection between the greater and retarded pseudoparticle Green functions

$$2i \text{Im}G_{12}^<(t,t') = G_{12}^>(t,t')$$

and substituting the Fourier transformed representations of the quasi-particles Green functions, Eqs. (B13)-(B16), into the NEGF expressions for the fluxes, Eqs. (B1) and (B2), leads to Eqs. (9) and (10).
Appendix C: Dephasing within the PP-NEGF formalism

It is customary to introduce dephasing via coupling to a bath of harmonic oscillators. In the paper we utilize the bath $B_d$, coupled to the LUMO of molecule 1 in the molecular pump model (see Fig. 1a) as the source of dephasing in the system. The greater and lesser self-energies due to this coupling are given within the PP-NEGF formalism by the expression

\[
\Sigma_{B_d}^{\leq,<} \omega = -i \eta_{B_d}^\leq \omega - i \eta_{B_d}^\left< \omega
\]  

\[
\Sigma_{B_d}^{\geq,>} \omega = -i \eta_{B_d}^\geq \omega - i \eta_{B_d}^\right> \omega
\]  

where $\theta(x)$ is the Heaviside step-function, and $\gamma_{B_d}$ and $\eta_{B_d}$ are introduced below Eq. (15).

Finite frequencies of the oscillators in the bath induce energy flow in the system. In addition to dephasing, this may cause inelastic effects in both charge and energy fluxes. To avoid this scenario, we assume that the bath oscillators have zero frequency and all in the ground state. From the physical point of view, this assumption is valid when the relevant energy scales in the system (for example, the HOMO-LUMO gap) are much bigger than the frequencies of vibrations in the environment. Taking the limit of $\omega \to 0$ under the restriction $N_{B_d}(\omega) = 0$ leads to Eq. (15).