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Accelerating physical simulations of proteins by leveraging 
external knowledge

Alberto Perez1, Joseph A. Morrone1,2, and Ken A. Dill1,3,4

1Laufer Center for Physical and Quantitative Biology, Stony Brook University, Stony Brook, New 
York 11794, United States

3Chemistry Department, Stony Brook University, Stony Brook, New York 11794, United States

4Physics and Astronomy Department, Stony Brook University, Stony Brook, New York 11794, 
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Abstract

It is challenging to compute structure-function relationships of proteins using molecular physics. 

The problem arises from the exponential scaling of the computational searching and sampling of 

large conformational spaces. This scaling challenge is not met by today’s methods, such as Monte 

Carlo, simulated annealing, genetic algorithms, or molecular dynamics (MD) or its variants such 

as replica exchange. Such methods of searching for optimal states on complex probabalistic 

landscapes are referred to more broadly as Explore-and-Exploit (EE), including in contexts such as 

computational learning, games, industrial planning and modeling military strategies. Here we 

describe a Bayesian method, called MELD, that ‘melds’ together explore-and-exploit approaches 

with externally added information that can be vague, combinatoric, noisy, intuitive, heuristic, or 

from experimental data. MELD is shown to accelerate physical MD simulations when using 

experimental data to determine protein structures; for predicting protein structures by using 

heuristic directives; and when predicting binding affinities of proteins from limited information 

about the binding site. Such Guided Explore-and-Exploit approaches might also be useful beyond 

proteins and beyond molecular science.

Introduction: Global optima of complex landscapes can be found by 

explore-and-exploit methods

A challenge of computational modeling is how to search complex high-dimensional 

probability distributions efficiently, to find the states that are at the global maxima of highest 

probability. This problem is common across broad areas of statistical inference, industrial 

planning and optimization, science and technology research policy, ensemble weather 

forecasting1,2, military strategies, biological evolution by mutation and natural selection, 

animal strategies of foraging for food, and in playing games such as chess and Go3,4.
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A major area of application is in the Computational Physical Modeling of Molecules 

(CPMM). CPMM is widely applied toward understanding molecular conformations, reaction 

mechanisms, adsorption and self assembly; to estimate the partitioning or transfer of 

molecules from one medium to another; and to compute the folding and binding properties 

of biomolecules such as proteins. Such modeling entails extensive conformational searching 

on very high-dimensional and rugged energy landscapes to seek the states having low free 

energies. States of low free energy are important because they dominate in nature, and in 

experiments, because they are the states of highest population. Various computational 

methods are used for searching (seeking particular states) and sampling (collecting sufficient 

statistics about those states to estimate populations), including Monte Carlo (MC)5,6, 

Molecular Dynamics (MD)7, Replica Exchange8, Hamiltonian Exchange9, umbrella 

sampling10, steered Molecular Dynamics11, metadynamics12, simulated annealing13, and 

genetic algorithms14.

Search-and-sample methods can be described more broadly under the general term of 

Explore-and-Exploit15–17. Explore refers to the parts of a search and sampling process that 

are relatively undirected forays into unexplored territory. Exploit refers to the parts of the 

search and sampling process that are relatively directed towards locally promising goals. 

Interestingly, humans appear to make decisions this way; there are different brain regions for 

explore vs. exploit as a neural mechanism for action selection18. A paradigmatic illustrative 

model in this area is the multi-armed bandit problem19, in which there are different slot 

machines, each having different probabilities of payoffs when a lever is pulled. Some 

machines pay a lot, but you do not know which. If some particular machine is paying off, 

you continue pulling that lever, but at the opportunity cost of possibly missing out on a 

machine having a bigger payoff. Exploitation is when you continue to pull a lever you 

already know is paying off. Exploring is when you pulling a new lever that you haven’t tried 

before, in the hopes of an even bigger payoff. The best strategies are known to begin with 

full exploration, then evolve towards more exploitation, but never to ‘full’ exploitation20,21. 

Successful searching and sampling usually results from many alternating steps of exploring 

and exploiting. In attempting to fold a protein using this strategy, the computer exploits 

when searching downhill on local minima on free-energy landscapes, and explores when it 

traverses uphill or sideways on the landscape seeking deeper – possibly global – minima 

(see Figure 1).

Here, we review a computational strategy, called MELD, that uses external knowledge, in 

guided exploring and exploiting, to accelerate goal finding. We illustrate it by application to 

three problems of protein modeling. MELD ‘melds’ together knowledge or heuristics or 

insights of some kind, with Molecular Dynamics forcefield simulations.

Searching and sampling is a challenge in computational protein modeling

Computer modeling is a major route for understanding the actions of the proteins, and for 

discovering new drugs. Modeling is challenging because of a protein’s several thousands of 

atoms and bonds, which are free to arrange in combinatorially many ways. And, a protein’s 

space of viable conformations is complex. Its free-energy surface is rugged and high-

dimensional22 because the chain is a physical object that cannot pass through itself. A 
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protein is a linear chain of 50 – 1000 amino acids, strung together like beads on a necklace. 

Each amino acid is composed of tens of atoms. Like a string in space, a protein molecule can 

adopt different possible conformations. Each protein conformation can be represented by a 

coordinate vector of its component atoms23. The protein has many different atom types, and 

different atoms interact differently. A protein has a conformational energy7,24 that is a 

function of its coordinate vector. Proteins are subject to the laws of thermodynamics, so the 

stable states of proteins are those conformations having globally minimal free energies. To 

find the structures that have the highest populations in nature, we seek the states of lowest 

free energy in computational models. And, populations are the essential starting point for 

understanding protein motions, binding, folding and biological actions.

A common way to simulate the physical properties of proteins is to use long unbiased MD 

simulations at an atomistic level of representation. In 1998, Duan and Kollman collected the 

first microsecond-long trajectories of the folding of the villin headpiece, among the smallest 

known folded proteins25. The Duan-Kollman milestone paper appears to have been a key 

motivation for IBM’s development, very soon thereafter, of its Blue Gene computer3. 

Improvements in forcefields26–33 and computer architecture34,35 in the last 20 years have 

increased the accuracy and reduced the time needed to fold small proteins36–42. The most 

recent advances in simulating larger and more interesting proteins comes from GPUs37 and 

from a special-purpose supercomputer, called Anton, developed by DE Shaw Research42,43. 

Despite these advances, physical simulations of folding, for example, are still limited to only 

the very smallest proteins and smallest motions and actions (see Box 1). Below, we describe 

an acceleration method that combines loose guidance based on some knowledge of the target 

objective, with explore-and-exploit searching-and-sampling methods.

MELD: a method of ‘Loosely Guided’ Explore-and-Exploit

A general problem with computational exploring-and-exploiting is its inefficiency. 

Exploring large spaces can be slow. The need for searching grows exponentially with the 

number of degrees of freedom. In principle, if something is known about the target objective 

– even vaguely, it could accelerate the search to find the global optimum. In typical explore-

exploit processes, the search process ‘doesn’t know what it’s looking for’. Physical 

simulations of biomolecules seek states of lowest free energy. But sometimes, we may have 

additional knowledge of where the target goal lies. For example, we might like to instruct an 

MD simulation of protein folding to ‘make a good hydrophobic core’, or ‘make good 

secondary structures’, or ‘make the folded state compact’ while it is simultaneously seeking 

the state of minimum free energy of a forcefield’s energy landscape. Furthermore, we may 

want to direct an MD simulation of a ligand binding to a protein to seek a binding site ‘in 

roughly the following vicinity’. Such instructions can capture our chemical intuition – 

resembling the way that computer algorithms in games such as chess or Go use heuristics 

and machine learning as a way of reproducing player intuition. But such instructions have 

been difficult to incorporate into MD simulations because they are too vague or 

combinatoric or fraught with misdirecting information.

An important example is combining experimental data with MD simulations to determine 

protein structures. At one extreme – when there is sufficient experimental data having plenty 
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of good-quality restraints – MD may not be needed at all. Then, molecular structures can be 

determined directly from experiments alone. However, the opposite extreme is quite 

common – where experimental data is insufficient, either because it is too sparse, noisy or 

ambiguous. For an overview of data limitations from Nuclear Magnetic Resonance (NMR), 

Electron-Spin Resonance (ESR), probe-label methods or sequence-structure homologies see 

reference64. Here are examples. NMR data has been used in modeling native states74,75, 

dynamics of proteins76 and ensembles of disordered proteins77–79. Laio and Vendruscolo use 

this kind of data as objective seeking80 by using chemical shifts from NMR as collective 

variables to explore the conformational landscape of protein G. Their approach is able to 

give free energies and populations because they use the data as a search method, not to 

restrain the energies. To make the sampling more efficient they use bias-exchange 

metadynamics (BE-META) where each replica has a collective variable. This approach 

converges much faster than regular metadynamics12,81, wherein convergence is an 

exponential function of the number of collective variables. Another approach is based on 

metainference82, which combines elements of Bayesian inference and maximum entropy. 

Hummer and Kofinger have recently developed a Bayesian technique somewhat similar to 

MELD; it too treats the force-field as a prior distribution, and obtains the likelihood from 

experimental data79. However, unlike in MELD, which seeks specific states corresponding 

to sub-collections of noisy information, their approach seeks distributions of disordered 

states of proteins where experimental information coincides with averages over the structural 

ensemble. A very exciting area of structure determination, for proteins or their complexes 

that are not currently accessible by other methods, is coming from X-ray Free-Electron 

Lasers (XFEL) and from Cryo-Electron Microscopy (CryoEM)83–85.

We want a way to harness vague information in explore-and-exploit strategies. For 

biomolecule simulations, we want to harness vague information to speed up molecular 

dynamics simulations, without sacrificing the important capability that proper physical 

sampling methods have of preserving Boltzmann populations. Here, we describe a method 

called MELD that uses a Bayesian approach to find structures that both satisfy these insights 

and are compatible with the forcefield.

MELD uses Bayesian inference to choose favored options

The problem of finding the native structure of a protein – the ‘one’ conformation at the 

global minimum of free energy – is like seeking the proverbial needle in a haystack. MELD 

does this using a Bayesian approach to guide molecular mechanics with external 

information. Its efficiency comes from dividing the haystack into many smaller sub-

haystacks, each of which is consistent with one particular subset of the external information. 

To show the idea, we start by expressing Bayes’ theorem as
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(1)

where p(r) is the prior probability of finding a chain in conformation r; p(D|r) is the 

likelihood of finding the vector D of data, knowledge or observables, given that the chain is 

in configuration r; and p(r|D) is the quantity we want to predict, the posterior, i.e. the 

probability of the conformation r, given the data D.

MELD takes the prior distribution to be the Boltzmann distribution using the force-field 

energy:

(2)

Molecular dynamics can be employed to sample from this distribution. In the limit of 

exhaustive sampling where all relevant conformations are visited with sufficient frequency, 

the simulations will converge and free energies can be recovered from the state probabilities. 

Indeed, if the forcefield is accurate, brute-force MD would find the needle in the haystack on 

its own, if given enough time. However, this is not computationally practical for most 

proteins.

MELD takes the likelihood to be a product over many subsets of data, each of which can be 

though of as a sub-haystack to search. Given the reliability of the data, M, which is a 

fraction, and given the total number of restraints, R, we derive the number of active 

restraints (the ones enforced in each sub-haystack), N = M ∗ R; with N being held constant 

throughout the simulation:

(3)

where Erestraint is the restraint energy and the product is taken over the subset of active 

restraints that are being imposed on conformation, r. Substituting eq 2 and 3 into 4 we 

recover the posterior distribution from which the MELD simulation samples:

(4)

This distribution will focus the computational sampling around regions that are consistent 

with different possible subsets of the external data. How are the sub-haystacks chosen? How 

does MELD overcome the problem that parsing the haystacks can be, itself, a combinatorial 

problem? Which restraints are enforced depends on the current structure being sampled in 

the MD simulation64. The active restraints are deterministically chosen to be the ones having 

the lowest restraint energy for that structure. A given conformation will always ‘select out’ 

the same data restraints from a given data vector. The only input to MELD is M, 

representing how reliable is the given type of data we are using (i.e. what fraction of that 

type of restraint is correct).
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Fig. 2 illustrates the MELD sampling process. The left picture is the energy landscape of the 

forcefield, showing a global minimum at the right. The right picture shows in white where 

MELD samples the landscape because of the compatibility of those regions with different 

subsets of the external data. The red regions are not sampled in MELD because they have 

high energies due to inconsistency with any subsets of data. In MELD, the right landscape is 

sampled using a widely used method, called Hamiltonian and Temperature Replica-

Exchange Molecular Dynamics (HT-REMD). In HT-REMD, different replicas of the 

molecular structure are simulated under different conditions in parallel. A replica is a given 

conformation at a given temperature and Hamiltonian. Two different replica structures swap 

temperatures (and hamiltonian) periodically if they are sufficiently similar to have 

overlapping populations. In this way, confirmations sample through conditions, some geared 

towards ‘exploitation’ and others ‘exploration.’ Within MELD, the lowest replica describes 

the system at the temperature of interest with restraints imposed. Higher replicas sample 

higher temperatures, and with the restraint conditions relaxed. The Hamiltonian (energy 

function) is completely determined for the whole conformational landscape. The trajectories 

obey detailed-balance, meaning that they sample from equilibrium populations. Further 

details of the MELD protocol are given in Box 2.

Figure 3 shows a toy example of how MELD works. We seek the native conformation of a 2-

dimensional HP-lattice-model protein. In this model, H-H interactions have a stabilizing 

energy of 1 unit each. So, in the HP model, finding the native state requires finding the chain 

conformation(s) having the largest possible number of H-H contacts87.

Here’s how MELD accelerates finding the native structure of an HP protein. MELD starts by 

allowing restraints between all possible pairs of H-H residues. However, we know that most 

of those contacts cannot be satisfied in the native state. Suppose that prior tests have already 

shown that native HP proteins of this length can usually have only about 2 such contacts. In 

our REMD ladder, at high-replica index, MELD would sample many possible 

conformations, and the imposed constraints are weak. A given conformation will now be 

restrained by the 2 least-stretched H-H interactions available among all possible H-H 

interactions. At lower replicas, the restraints will be stronger. As the replica ladder is 

sampled high and low, the restraints tend to drive the conformations to certain subregions of 

conformational space. In this way, a chain that is in a conformation consistent with the 

‘right’ two H-H contacts (i.e. the native contacts) will be found much more efficiently than 

without having used that information. Since there is no energy bias inside conformational 

envelopes (because the restraint potentials are zero inside those envelopes), the relative state 

populations are reflective of the original forcefield. Below, we show some applications of 

MELD in protein modeling.

Application: Determining protein structures by MELDing experimental data with MD 
simulations

Much of what’s known about proteins comes from insights gleaned from their native 

conformations. The PDB now holds over 130,000 atomically detailed biomolecule 

structures. These structures were obtained from experiments such as X-ray crystallography 

and NMR. The experimental data alone is often insufficient to fully specify a structure; 
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details must be filled in by computational modeling. The problem is that experimental data 

has limitations of various types. For example, in solid state NMR, the problem is the sparsity 

of data. The amount of information is about 0.4 restraints per amino acid, whereas solution-

phase NMR gives between 10 and 20 restraints per amino acid. In the former case, physical 

modeling can fill in where information is insufficient.

Another problem with data is noise and errors. Figure 4 shows an example. This is a 

situation that uses so-called evolutionary information88,89. The goal is to infer the structure 

of a target protein by comparing many different sequences of other proteins that are 

evolutionarily related to the target. These sequence comparisons are used to draw inferences 

about which pairs of amino acids might be in contact with each other in the target protein. 

The problem is that not all the inferred pairings are correct. However, this data can be used 

with MELD, in short simulations (less than 1 μsec) to give reasonably accurate 

determinations of the true native structure. Evolutionary sequence modeling is of growing 

value because of the explosive growth in databases of sequences90,91.

Application: Predicting protein structures by MELDing guidance from generic physical 
principles with MD simulations

We often want to predict the native structure of a protein molecule from its amino acid 

sequence. Unlike the situations above, here, no experimental data is available. But, some 

general features of native structures are known. Small soluble native proteins have 

hydrophobic cores, much secondary structure, and are usually fairly compact. We want to 

instruct a computer to satisfy these Coarse Physical Insights (CPI) while seeking the state of 

lowest free energy in an MD simulation with a forcefield. We want to impose directives such 

as: “make a hydrophobic core” (see figures 3 and 5) or “pair up β-strands through hydrogen 

bonding”. The problem is that these directives are highly ambiguous and combinatoric. 

There are huge numbers of protein structures having secondary structures, hydrophobic 

clustering and compactness. The great majority of the specific instances of these directives 

will be wrong, and only a few will be right. We don’t know which is which a priori. For 

example, for proteins shorter than 100 residues, typically around 8% of the possible 

hydrophobic pairing restraints are realized in the native state. If 20 residues were 

hydrophobic, there would be ≈ 202 = 400 pairwise restraints, only about 32 of which will 

occur in the native state. However, this kind of information can be used by MELD. MELD 

has been shown to utilize these kinds of directives to fold most of a test set of 20 small 

proteins, and do so orders of magnitude faster than the underlying MD could have done 

alone58. Figure 6 shows the scaling of the acceleration resulting from harnessing CPIs in 

protein folding37,58,92 compared to brute-force MD37.

Application: Predicting native protein structures blindly in the CASP 11 event

MELD is fast enough for prospective tests in a blind structure-prediction competition called 

CASP93,94. CASP is a communal event. It begins when the CASP team releases a target 

protein sequence that has an unknown structure to a wide community of predictors. Nearly 

200 predictor groups then attempt to predict its structure, with a 3-week deadline. After the 

predictions are submitted, the CASP team compares the submissions against each other, and 

against the true structure, which had been known by the CASP team, but withheld from the 
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predictors. The 3-week deadline has previously been too tight to be met by physics-based 

simulations, except for the coarse-grained method called UNRES67. However, MELD has 

been able to meet these speed requirements for small proteins. MELD predicted 3 structures 

with excellent accuracy, based on CPIs, in CASP11 (see Fig. 7)66. Furthermore, a different 

CASP test provides target proteins for which sparse and ambiguous information representing 

unassigned NMR-like data was given along with the sequence. For 3 such targets, MELD 

produced the best predictions66. Figure 8 summarizes MELD’s success in CASP11 

compared to average performance of the field and Rosetta50, one of the most successful 

methods for structure prediction95, for the subset of proteins MELD attempted. The figure 

shows that with MELD acceleration, HT-REMD simulations are promising for predicting 

protein structures that have previously been difficult for bioinformatics methods.

Application: Predicting the binding poses and affinities of peptides to proteins

MELD is also useful for computing how flexible ligands bind to proteins96,97. Peptides are 

relatively flexible and large compared to other ligands, so they have been computationally 

challenging to simulate with physical methods. We applied MELD to study the binding of a 

set of peptides to P53 regulators MDM2 and MDMX96,97. The P53 inhibition of MDM2 and 

MDMX is a target for anti-cancer therapies98,99. In this case, the restraints imposed were 

that the peptide should make hydrophobic contacts in the protein, and that the peptide should 

be constrained to a spherical shell sufficiently far away so that it can be considered to be 

non-interacting with the protein-peptide complex; see Figure 9. In the high-temperature 

replicas, these restraints are weak. The replica exchange process models the binding and 

unbinding process of these intrinsically disordered peptides into the binding groove100–105. 

In the limit of good sampling, MELD gives the populations of different binding modes, and 

thus the relative binding free energies.

Continuing challenges in protein modeling

There remain substantial barriers to searching and sampling in protein modeling. First, there 

is a need to model larger proteins. Physical modeling falls far short of modeling the average 

human protein (which has around 450 residues106). Second, there is a need to model multi-

domain proteins59 (domains are parts of a protein that tend to be 200 residues or less in 

size). Third, there is a need to model larger conformational motions and actions in proteins. 

Fourth, similar needs apply to modeling protein-protein interactions or flexible and 

disordered regions in proteins.

A key challenge is how to balance the explore vs. exploit components for high efficiency. 

Where explore-exploit is used in molecular physics, the critical quantity is the temperature, 

the variable that controls the balance between more exploring (at higher temperatures) vs. 

more exploiting (at lower temperatures). Many of the methods listed above (simulated 

annealing, replica exchange) do not rely only on a single balance point (i.e. a single 

temperature), but rather they define whole ‘temporal’ programs, i.e. procedures for 

increasing and decreasing the temperature during a simulation. In short, getting the right 

balance between explore and exploit is a major challenge for computational decision-making 
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with uncertainty, and the optimal balancing strategy can be very different from one class of 

problem to the next.

New types of external information could be harnessed. One approach has been to harness 

human intuition, for example in a protein-folding puzzle-solving game called FoldIt107,107. 

Also, going forward, the field of protein modeling might benefit from the rapid advances 

being made in the area of deep-learning, such as in language translation or games such as 

chess or Go (see Box 3). However, we also note that the reverse is also possible: possibly 

new methods in protein modeling could add value to other combinatorial search problems. 

Figure 10 makes two points. First, it shows the progress over time in solving increasingly 

larger combinatorial problems in different spheres. And second, it shows that the most 

important problems we face of protein folding are combinatorially at least as challenging as 

those of games. Roughly, the number of positions in games (V = 1050 in chess and V = 

10170 in Go) can be compared to the number of possible backbone dihedral states for an N-

residue protein (V = 3(2N−2)). If we follow the standard Levinthal argument108, the 

conformational volume in all three cases is too large to sample exhaustively. It has taken 

nearly 20 years to go from folding the villin headpiece (35 residues, V = 1032) to the λ-

repressor (92 residues, V = 1086) with MD. Physics-based predictions of the structures of 

proteins that are 300-residues long (10285) is not likely to be accomplished simply by faster 

computers. It is important to develop new algorithmic approaches to exploring and 

exploiting that can take advantage of knowledge or intuition.
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Box 1

Why do physical modeling rather than knowledge-based modeling?

There have been two main computational approaches to harnessing experimental data in 

modeling protein structures. First, in an approach called Integrative Structural Biology, 

multiple sources of data are brought together, some noisy and ambiguous, with inferences 

about known protein structures, to make useful predictions of protein structures44,45. In 

homology modeling, you draw inferences about the structure of your target protein by 

using knowledge of a template protein, which is a different protein that has known 

sequence and structure that is assumed to resemble your target molecule. This approach 

draws from a knowledgebase such as the Protein DataBank (PDB)46,47. Such 

bioinformatic modeling is most useful when there are good templates in a 

knowledgebase48,49 and when you seek a single optimal structure, rather than an 

ensemble or distribution of structures. One goo,,,,,,,d strategy has been to extract 

information from the PDB, either local (e.g. fragments) or global, to guide the search, 

and in so doing sample conformational space more efficiently and with correct “local free 

energies”50–52. Even though this method entails exploration (via Monte Carlo or other 

sampling tools), it does not fully satisfy detailed balance.

The second approach, of interest here, is to use physics-based models of the energies (a 

forcefield), and to do explore-and-exploit simulations that obey detailed balance; this 

produces ensembles of states that are populated in accordance with the principles of 

statistical mechanics. Physics-based methods have the advantage of going beyond just 

structural information, to include energies, and therefore to predict populations, free 

energies, binding affinities, dynamics and mechanisms. Today’s disadvantages of 

physics-based approaches are that they are computationally slow – it has traditionally 

been relegated to sampling around native states53–56 or refining structures derived from 

bioinformatics methods49,57. Furthermore, these methods are only able to harness 

external information that is specific, accurate and unambiguous.

Physics-based methods are of growing importance thanks to recent advances in 

computers, forcefields and sampling methods. (1) While past simulations have been able 

to postdict known protein structures24,25,36–43,58–65, more recent modeling is now fast 

enough to be predictive in blind tests66,67. (2) Physical simulations are providing the 

atom-by-atom, picosecond by picosecond narratives for how we understand biological 

mechanisms68–70) (3) forcefields continue to improve71,72, and are even now applicable 

outside of protein modeling to other foldameric materials, where bioinformatics is not an 

option73.
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Box 2

Further details of MELD

Knowledge or data enters into MELD in the form of distance restraints. The restraint 

energy is given by the following flat-bottomed potential:

(5)

where the coordinates r1 through r4 are distance cutoffs delineating the linear, quadratic, 

and flat regions of the potential, and k is the force constant. Typically the data is broken 

down into a series of restraining terms between pairs of residues (or atoms in a residue, 

with distance, rij, between two atoms i and j). Agreement with a piece of the data is 

defined as a distance lying within the flat region of the piecewise function.

MELD can use different possible schemes for scaling the temperature and restraints as 

the system moves up the replica ladder. But typically the following protocol is followed. 

First, the temperature is increased with a standard geometric scheme86 in the lower 

replicas and then kept constant at the highest temperature for the remaining replicas, at 

which point the MELD protocol weakens the restraint term in the Hamiltonian. Restraints 

are weakened by decreasing the force constant k(n) as a function of replica index, n. The 

dependence of k on n can take different forms64.

The spacing between replicas is adaptive – some automatically increase and some 

decrease during the equilibration stage of the simulation, to increase the efficiency and 

avoid sampling bottlenecks58,64. This is how HT-REMD finds its balance between 

exploration and exploitation – with exploitation occurring in the lower replicas and 

exploration in the higher ones.
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Box 3

Opportunities for cross-fertilization with other explore-and-exploit 
problems

Exploring and exploiting are widely used in computational optimization, such as the 

following:

Industrial and scientific innovation

Companies aim to balance their investments in exploring (seeking new growth 

opportunities or new features, or research, development, innovation and the invention of 

new products) vs. exploiting (supporting and improving existing products and 

businesses). The high failure rates of technology companies has been attributed to 

improper balancing of EE, called ‘Organizational ambidexterity’109 – it is said that only 

about 2 % of companies find the right balance110. The successes of basic research, in Bell 

Labs and General Electric, has been attributed to their emphasis on ‘idle curiosity’111, the 

exploration component.

Computational gaming

Computer chess is an explore-exploit problem. In 1997, IBM’s Deep Blue computer 

algorithm defeated chess master Gary Kasparov. Deep Blue’s algorithm3 was mainly a 

brute-force tree-search method that could look ahead ≈ 12 moves in three minutes. The 

basic objective function in chess is that each piece has a particular value. However, Deep 

Blue also made use of some heuristics derived by chess masters that could modify the 

values of pieces given a particular layout. Hence, the algorithm explored exhaustively all 

possible moves to a given depth and then exploited the ones with the highest scores.

The board game GO is regarded as more complex than chess. Its number of legal 

configurations112 is 10170(compared to 1050 in chess113,114) and there is no clear 

mapping to a scoring function for each decision. It requires a more global ‘gestalt’. In a 

remarkable recent success, Google DeepMind’s4 computational method called αGo 

defeated human grandmaster Lee Sedol. The solution was a balance between exploring 

and exploiting based on the use of a Monte Carlo Tree Search (MCTS), combined with 

deep learning from playing large numbers of prior games.

Perez et al. Page 18

Wiley Interdiscip Rev Comput Mol Sci. Author manuscript; available in PMC 2018 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Explore-and-exploit is a general strategy for seeking a global optimum of an objective 

function (in this case, a free-energy minimum), on a landscape that is usually bumpy and 

high dimensional.
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Figure 2. The MELD method
(Left) The energy function given by the forcefield at the lowest replica in a traditional 

REMD approach. (Right) The same energy function with an arbitrary energy penalty in 

regions that are not compatible with data (red). MELD uses a one-dimensional replica-

exchange ladder approach in which the Hamiltonian and the temperature are both changed 

together. At the top replica the highest temperature is enforced and the Hamiltonian is the 

one determined by the forcefield – exactly the same as in a traditional temperature replica 

exchange approach.
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Figure 3. The MELD method explained using a toy HP lattice model
Adapted with permission from A. Perez, J. L. MacCallum, and K. Dill, Proc. Natl. Acad. 

Sci. U. S. A. 112, 11846 (2015). Copyright 2015 National Academy of Sciences, USA.
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Figure 4. MELD can make accurate predictions starting from sequence using noisy data
The figure shows evolutionary data from EvFold superposed on the native structure (left) 

and our top prediction with this data superposed on the native structure (PDBid 5P21) 

(right).
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Figure 5. Coarse Physical Insights based on hydrophobic residues
All possible hydrophobic restraints are shown for a structured sampled at high Temperature 

in a MELD simulation. Only a subset of these (the ones with the lowest restraint energy) 

will be used to guide the structure to the next time step.
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Figure 6. MELD speeds up folding simulations
Simulation time required to sample native states starting from fully unfolded states. Adapted 

with permission from reference92

Perez et al. Page 24

Wiley Interdiscip Rev Comput Mol Sci. Author manuscript; available in PMC 2018 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 7. Blind predictions from CASP 11
TOP: The name of the targets are denoted according to CASP numbering T0 and can be 

accessed through http://www.predictioncenter.org. We are the “Laufer” group (number 428). 

The number on top of the name is the RMSD of our number one submission: centroid 

structure of the highest population cluster from MELD trajectories. BOTTOM: Hubbard 

plots115 representing our prediction accuracy (blue) compared to predictions by all other 

groups in CASP (grey lines). The best results are shown by the shoulder in the line (where 

the slope changes upwards) being more to the right and low RMSD values (higher % of the 

structure being less than X Å away from native). Adapted from reference66.
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Figure 8. The CASP blind test of protein structure prediction
The x-axis represents the degree to which known proteins can be used as starting models for 

predicting target protein structure. Blue band represents the historical average over 20 years 

of CASP events, showing that bioinformatics methods have been challenged to predict 

protein structures. The triangles shows that, when given some additional information beyond 

the amino-acid sequence, the MELD physical method (black triangles) gives comparable 

predictions to the best bioinformatics methods (one of which is Rosetta, red triangles).
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Figure 9. Swapping the different peptides (red and blue) in and out of the protein binding site
Two possible states (A) in which one peptide (blue structure) is bound to the target protein 

(gray surface) and the other (red structure) is kept unbound and (B) in which the roles of the 

peptides are reversed. Each peptide may favor different binding modes. The ratio of the 

populations between these two cases pB/pA can be related to the relative free energy of 

binding by the equation given here.
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Figure 10. Search space increases exponentially with protein size
Bigger computers alone have not been the solution to the game of Go nor to protein folding. 

Alternative algorithms that can incorporate intuition and current knowledge can help 

improve the scaling92.
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