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Abstract

Program induction is an appealing model for human concept learning, but faces scaling challenges in searching the
massive space of programs. We propose a computational model capturing two key aspects of human concept learning
– our ability to judge how promising a vague, partial hypothesis is, and our ability to gradually refine these vague
explanations of observations to precise ones. We represent hypotheses as probabilistic programs with randomness in
place of unresolved programmatic structure. To model the evaluation of partial hypotheses, we implement a novel
algorithm for efficiently computing the likelihood that a probabilistic program produces the observations. With this,
we guide a search process whereby high-entropy, coarse programs are iteratively refined to introduce deterministic
structure. Preliminary synthesis results on list manipulation and formal grammar learning tasks show improvements in
sample efficiencywhen leveraging likelihood guidance, and a preliminary human study explores howmodel intermediate
hypotheses compare to those of participants.
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