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HOW DID WE GET TO STATE-SPONSORED HACKING? 
MATT JONES TRACES THE LEGAL AUTHORITIES AND 

TECHNICAL CAPACITIES THAT HAVE TRANSFORMED THE 
POWER OF THE NATION-STATE SINCE THE 1990S.

THE SPY WHO 

PWNED ME
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U.S. INTELLIGENCE OFFICERS DISCUSS 
Chinese espionage in dramatically dif-
ferent terms than they use in talking 
about the Russian interference in the U.S. 
presidential election of 2016. Admiral 
Michael Rogers, head of nSa and U.S. 
Cyber Command, described the Russian 
efforts as “a conscious effort by a nation 
state to attempt to achieve a specific ef-
fect” (Boccagno 2016). The former direc-
tor of nSa and subsequently cia, General 
Michael Hayden, argued, in contrast, that 
the massive Chinese breach of records at 
the U.S. Office of Personnel Management 
was “honorable espionage work” of a “le-
gitimate intelligence target” (American 
Interest 2016; Gilman et.al 2017). 
Characterizing the Chinese infiltration 
as illegal hacking or warfare would chal-
lenge the legitimacy of state-sanctioned 
hacking for acquiring information and 
would upset the norms permitting every 
state to hack relentlessly into each other’s 
information systems.

The hairsplitting around state-sanc-
tioned hacking speaks to a divide between 
the doctrinal understanding of intelli-
gence professionals and the intuitions of 
non-professionals. Within intelligence 
and defense circles of the United States 
and its close allies, peacetime hacking 
into computers with the primary purpose 
of stealing information is understood to 
be radically different than using hacked 
computers and the information from 
them to cause what are banally called 
“effects”—from breaking hard drives or 
centrifuges, to contaminating the news 
cycles of other states, to playing havoc 
with electric grids. One computer or a 
thousand, the size of a hack doesn’t mat-
ter: scale doesn’t transform espionage 
into warfare. Intent is key. The Chinese 
effort to steal information: good old es-
pionage, updated for the information age. 
The Russian manipulation of the election: 
information or cyber warfare.

Discussing the OPM hack, Gen. 
Hayden candidly acknowledged,

If I as director of cia or Nsa would 
have had the opportunity to grab 
the equivalent [employee records] 
in the Chinese system, I would not 
have thought twice… I would not 
have asked permission. I would 
have launched the Starfleet, and 
we would have brought those 
suckers home at the speed of light.1

Under Hayden and his successors, nSa 
has certainly brought suckers home from 
computers worldwide. Honorable com-
puter espionage has become multilateral, 
mundane, and pursued at vast scale.2

In February 1996 John Perry Barlow 
declared to the “Governments of the 
Industrial World,” that they “have no 
sovereignty where we gather”—in cy-
berspace (Barlow 1996). Whatever their 
naivety in retrospect, such claims in the 
1990s from right and left, from civil liber-
tarians as well as defense hawks, justified 
governments taking preemptive measures 
to maintain their sovereignty. Warranted 
or not, the fear that the Internet would 
weaken the state fueled its dramatic, 
mostly secret, expansion at the beginning 
of the current century. By understand-
ing the ways state-sponsored hacking 
exploded from the late 1990s onward, we 
see more clearly the contingent interplay 
of legal authorities and technical capaci-
ties that created the enhanced powers of 
the nation-state.

How did we get a mutual acceptance 
of state-sanctioned hacking? In a legal 
briefing for new staff, nSa tells a straight-
forward story of the march of technology. 
The movement from telephonic and other 
communication to the mass “exploita-
tion” of computers was “a natural tran-
sition of the foreign collection mission of 
Sigint” (signals intelligence). As com-
munications moved from telex to com-
puters and switches, nSa pursued those 
same communications” (nSa ogc n.d.). 
Defenders of nSa and its partner agen-
cies regularly make similar arguments: 

anyone unwilling to accept the necessity 
of government hacking for the purposes 
of foreign intelligence is seen as having a 
dangerous and unrealistic unawareness of 
the threats nations face today. For many 
in the intelligence world today, hacking 
into computers and network infrastruc-
tures worldwide is, quite simply, an ex-
tension of the long-standing mission of 
“signals intelligence”—the collection and 
analysis of communications by someone 
other than the intended recipient.

Contrary to the seductive simplicity of 
the nSa slide, little was natural about the 
legalities around computer hacking in the 
1990s. The legitimization of mass hack-
ing into computers to collect intelligence 
wasn’t technologically or doctrinally 
pre-given, and hacking into computers 
didn’t—and doesn’t—easily equate to ear-
lier forms of espionage. In the late 1990s 
and 2000s, information warfare capaci-
ties were being developed, and authority 
distributed, before military doctrine or 
legal analysis could solidify.3 Glimpsed 
even through the fog of classification, 
documents from the U.S. Department of 
Defense and intelligence agencies teem 
with discomfort, indecision, and inter-
necine battles that testify to the uncer-
tainty within the military and intelligence 
communities about the legal, ethical, 
and doctrinal use of these tools. More 
“kinetic” elements of the armed services 
focused on information warfare within 
traditional conceptions of military activ-
ity: the destruction and manipulation of 
the enemy command and control systems 
in active battle. Self-appointed modern-
izers demanded a far more encompassing 
definition that suggested the distinctive-
ness of information warfare and, in many 
cases, the radical disruption of traditional 
kinetic warfare.

The first known official Department 
of Defense definition of “Information 
Warfare,” promulgated in an only recent-
ly declassified 1992 document, comprised:

1 In conversation with Gerard Baker, June 15, 2015. Available at link.
2 For the current state of international consensus on cyber espionage among international lawyers, see Schmitt 2017, rule 32.
3 See Berkowitz 2003:59-65; Rattray 2003; Rid 2016:294-339 and Kaplan 2016
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The competition of opposing in-
formation systems to include the 
exploitation, corruption, or de-
struction of an adversary’s in-
formation system through such 
means as signals intelligence and 
command and control counter-
measures while protecting the in-
tegrity of one’s own information 
systems from such attacks 

(DODD TS 3600.1 1992:1).

Under this account, warfare included 
“exploitation”: the acquiring of infor-
mation from an adversary’s computers 
whether practiced on or by the United 
(ibid.:4).4 A slightly later figure (Figure 2) 
illustrates this inclusion of espionage in 
information warfare.

According to an internal nSa magazine, 
information warfare was “one of the new 
buzzwords in the hallways” of the Agency 
by 1994 (Redacted 1994:3). Over the next 
decade, the military services competed 
with nSa and among themselves over the 

definition and partitioning of information 
warfare activities. One critic of letting 
nSa control information warfare worried 
about “the Intelligence fox being put in 
charge of the Information Warfare hen-
house” (Rothrock 1997:225).

Information warfare techniques were 
too valuable only to be used in kinetic war, 
a point Soviet strategists had long made. 
By the mid-1990s, the U.S. Department of 
Defense had embraced a broader doctri-
nal category, “Information Operations” 
(DODD S-3600 1996). Such operations 
comprised many things, including “com-
puter network attack” (cna) and “com-
puter network defense” (cnD) as well as 
older chestnuts like “psychological op-
erations.” Central to the rationale for the 
renaming was that information warfare-
like activities did not belong solely within 
the purview of military agencies and they 
did not occur only during times of for-
mal or even informal war. One influential 
strategist, Dan Kuehl, explained, “associ-
ating the word ‘war’ with the gathering 

and dissemination of information has 
been a stumbling block in gaining under-
standing and acceptance of the concepts 
surrounding information warfare” (Kuehl 
1997). Information warfare had to encom-
pass collection of intelligence, deception, 
and propaganda, as well as more warlike 
activities such as deletion of data or de-
struction of hardware. Exploitation had to 
become peaceful.

Around 1996, a new doctrinal cat-
egory, “Computer Network Exploitation” 
(cne), emerged within the military and 
intelligence communities to capture the 
hacking of computer systems to acquire 
information from them.5 The definition 
encompassed the acquisition of infor-
mation but went further. “Computer 
network exploitation” encompassed col-
lection and enabling for future use. The 
military and intelligence communities 
produced a series of tortured definitions. 
A 2001 draft document offered two ver-
sions, one succinct,

Intelligence collection and en-
abling operations to gather data 
from target or adversary auto-
mated information systems (AIS) 
or networks.

and the other clearer about this 
“enabling”:

Intelligence collection and en-
abling operations to gather data 
from target or adversary auto-
mated information systems or 
networks. cNe is composed of 
two types of activities: (1) en-
abling activities designed to ob-
tain or facilitate access to the 
target computer system where the 
purpose includes foreign intelli-
gence collection; and, (2) collec-
tion activities designed to acquire 
foreign intelligence information 
from the target computer system 
(Wolfowitz 2001:1-1).

4 Drawn from the signals intelligence idiolect, “exploitation” means, roughly, making some qualities of a communication available for acquisition. With 
computers, this typically means discovering bugs in systems, or using pilfered credentials, and then building robust ways to gain control of the system 
or at least to exfiltrate information from it.

5 Computer Network Exploitation (CNE) was developed alongside two new doctrinal categories emerging in 1996: more aggressive “Computer Network 
Attack,” (CNA) which uses that access to destroy information or systems, and “Computer Network Defense” (CND). For exploitation versus attack, see 
(Owens et. al. 2009; Lin 2010:63).

FIGURE 1: “Authority to Conduct CNE.” 
(NSA OFFICE OF GENERAL COUNSEL., N.D.:8)
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Enabling operations were carefully 
made distinct from affecting a system, 
which takes on a war-like demeanor. In-
formation operations involved “actions 
taken to affect adversary information and 
information systems, while defending 
one’s own information and information 
systems” (CJCSI 3210.1A 1998). cne was 
related to but was not in fact an informa-

tion “operation.” A crucial 1999 docu-
ment from the cia captured the careful, 
nearly casuistical, excision of cne from 
Information Operations: “cne is an in-
telligence collection activity and while 
not viewed as an integral pillar of DoD IO 
doctrine, it is recognized as an IO-related 
activity that requires deconfliction with 
IO” (DCID 7/3 2003: 3). With this new 

category, “enabling” was hived off from 
offensive warfare, to clarify that exploit-
ing a machine—hacking in and stealing 
data—was not an attack. It was espionage, 
whose necessity and ubiquity everyone 
ought simply to accept.

The new category of cne subdued the 
protean activity of hacking and put it into 
an older legal box—that of espionage. The 
process of hacking into computers for 
the purpose of taking information and 
enabling future activities during peace-
time was thus grounded in pre-existing 
legal foundations for signals intelligence. 
In contrast to the flurry of new legal au-
thorities that emerged around computer 
network attack, computer network ex-
ploitation was largely made to rest on the 
hoary authorities of older forms of signals 
intelligence.6

A preliminary DoD document cap-
tured this domestication of hacking in 
1999:

The treatment of espionage under 
international law may help us 
make an educated guess as to 
how the international community 
will react to information opera-
tions activities. . . . international 
reaction is likely to depend on the 
practical consequences of the ac-
tivity. If lives are lost and property 
is destroyed as a direct conse-
quence, the activity may very well 
be treated as a use of force. If the 
activity results only in a breach 
of the perceived reliability of an 
information system, it seems un-
likely that the world community 
will be much exercised. In short, 
information operations activities 
are likely to be regarded much as is 
espionage—not a major issue un-
less significant practical conse-
quences can be demonstrated 

(Johnson 1999:40; emphasis 
added).

In justifying computer espionage, 
military and intelligence thinkers rested 
on a Westphalian order of ordinary state 

FIGURE 2: “Information Warfare.” 
(FIELDS AND MCCARTHY 1994: 27)
FIGURE 3 (BELOW): Information warfare is 
different.
(ANDREWS 1996:3-2).

6 Especially NSCID-6 and Executive Order 12,333. The development of satellite reconnaissance had earlier challenged mid twentieth century conceptions 
of espionage. For a vivid sense of the difficulty of resolving these challenges, see (Falk 1962: 45-82).
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relations with long standing norms. At the 
very moment that the novelty of state-
sanctioned hacking for information was 
denied, however, a range of strategists 
and legal thinkers expounded how the 
novelty of information warfare would ne-
cessitate a radical alteration of the global 
order.

BEYOND WESTPHALIA
Mirroring Internet visionaries of left and 
right alike, military and defense wonks in 
the 1990s detailed how the Net would un-
dermine national sovereignty. An article 
in RAND’s journal in 1995 explained,

Information war has no front line. 
Potential battlefields are any-
where networked systems allow 
access–oil and gas pipelines, for 
example, electric power grids, 
telephone switching networks. In 
sum, the U.S. homeland may no 
longer provide a sanctuary from 
outside attack 

(Rand Research Review 1995; 
emphasis added.)

In this line of thinking, a wide array 
of forms of computer intrusion became 
intimately linked to other forms of asym-
metric dangers to the homeland, such as 
biological and chemical warfare.

The porousness of the state in the 
global information age accordingly de-
manded an expansion—a hypertrophy—
of state capacities and legal authorities 
at home and abroad to compensate. The 
worldwide network of surveillance re-
vealed in the Snowden documents is a key 
product of this hypertrophy. In the U.S. 
intelligence community, the challenges of 
new technologies demanded rethinking 
Fourth Amendment prohibitions against 
unreasonable search and seizure. In a 
document intended to gain the support of 
the incoming presidential administration, 
nSa explained in 2000,

Make no mistake, Nsa can and will 
perform its missions consistent 
with the Fourth Amendment and 

NSA Ad. New York Times Oct. 13, 1985.

all applicable laws. But senior 
leadership must understand that 
today’s and tomorrow’s mission 
will demand a powerful, perma-
nent presence on a global tele-
communications network that 
will host the ‘protected’ commu-
nications of Americans as well as 
the targeted communications of 
adversaries 

(nSa 2000:32).

The briefing for the future president 
and his advisors delivered the hard truths 
of the new millennium. In the mid- to 
late 1990s, technically minded circles in 

the Departments of Defense and Justice, 
in corners of the Intelligence Commu-
nity, and in various scattered think tanks 
around Washington and Santa Monica be-
gan sounding the call for a novel form of 
homeland security, where military and 
law enforcement, the government and 
private industry, and domestic and for-
eign surveillance would necessarily mix 
in ways long seen as illicit if not illegal. 
Constitutional interpretation, jurisdic-
tional divisions, and the organization of 
bureaucracies alike would need to un-
dergo dramatic—and painful—change. 
In a remarkable draft “Road Map for Na-
tional Security” from 2000, a centrist bi-



14   LIMN HACKS, LEAKS, AND BREACHES

partisan group argued, “in the new era, 
sharp distinctions between ‘foreign’ and 
‘domestic’ no longer apply. We do not 
equate national security with ‘defense’” 
(U.S. Commission on National Security 
2001). 9/11 proved the catalyst, but not 
the cause, of the emergence of the home-
land security state of the new millennium. 
The George W. Bush administration drew 
upon this dense congeries of ideas, plans, 
vocabulary, constitutional reflection, and 
an overlapping network of intellectuals, 
lawyers, ex-spies, and soldiers to de-
velop the new homeland security state. 
This intellectual framework justified the 
dramatic leap in the foreign depth and 
domestic breadth of the acquisition, col-
lection, and analysis of communications 
of nSa and its Five Eyes partners, includ-
ing computer network exploitation.

THE GOLDEN AGE OF SIGINT
In its 2000 prospectus for the incom-
ing presidential administration, the nSa 
included an innocent sounding clause: 
“in close collaboration with cryptologic 
and Intelligence Community partners, 
establish tailored access to specialized 
communications when needed” (National 
Security Agency 2001: 4). Tailored access 

meant government hacking —cnS. In the 
early 1990s, nSa seemed to many a cold-
war relic, inadequate to the times, despite 
its pioneering role in computer secu-
rity and penetration testing from the late 
1960s onward. By the late 2010s, nSa was 
at the center of the “golden age of Sigint” 
focused ever more on computers, their 
contents, and the digital infrastructure 
(nSa 2012: 2).

From the mid 1990s, nSa and its al-
lies gained extraordinary worldwide 
capacities, both in the “passive” collec-
tion of communications flowing through 
cables or the air and the “active” collec-
tion through hacking into information 
systems, whether it be the president’s 
network, Greek telecom networks during 
the Athens Olympics, or in tactical situ-
ations throughout Iraq and Afghanistan 
(see Redacted-Texas TAO 2010; SID Today 
2004).

Prioritizing offensive hacking over 
defense became very easy in this context. 
An anonymous nSa author explained the 
danger in 1997:

The characteristics that make 
cyber-based operations so ap-
pealing to us from an offensive 

perspective (i.e., low cost of 
entry, few tangible observables, 
a diverse and expanding target 
set, increasing amounts of ‘freely 
available’ information to support 
target development, and a flexible 
base of deployment where being 
‘in range’ with large fixed field 
sites isn’t important) present a 
particularly difficult problem for 
the defense… before you get too 
excited about this ‘target-rich en-
vironment,’ remember, General 
Custer was in a target-rich en-
vironment too! (Redacted 1997: 9; 
emphasis added).

The Air Force and nSa pioneered com-
puter security from the late 1960s: their 
experts warned that the wide adoption 
of information technology in the United 
States would make it the premier target-
rich environment (Hunt 2012). nSa’s ca-
pacities developed as China, Russian, 
and other nations dramatically expanded 
their own computer espionage efforts (see 
figure 4 for the case of China c. 2010).

By 2008, and probably much ear-
lier, the Agency and its close allies probed 
computers worldwide, tracked their vul-
nerabilities, and engineered viruses and 
worms both profoundly sophisticated and 
highly targeted. Or as a key nSa hacking 
division bluntly put it: “Your data is our 
data, your equipment is our equipment—
anytime, anyplace, by any legal means” 
(SID Today 2006: 2).

While the internal division for hacking 
was named “Tailored Access Operations,” 
its work quickly moved beyond the 
highly tailored—bespoke—hacking of a 
small number of high priority systems. 
In 2004, the Agency built new facilities to 
enable them to expand from “an average 
of 100-150 active implants to simultane-
ously managing thousands of implanted 
targets” (SID Today 2004a:2). According 
to Matthew Aid, nSa had built tools (and 
adopted easily available open source tools) 
for scanning billions of digital devices for 
vulnerabilities; hundreds of operators 
were covertly “tapping into thousands 
of foreign computer systems” world-
wide (Aid 2013). By 2008, the Agency’s 

FIGURE 4: NSA’s list of major Chinese CNE efforts, 
called “BYZANTINE HADES.” 
(REDACTED-NTOC 2010).
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distributed XKeyscore database and 
search system offered its analysts the op-
tion to “Show me all the exploitable ma-
chines in country X,” meaning that the 
U.S. government systematically evaluated 
all the available machines in some nations 
for potential exploitation and catalogued 
their vulnerabilities. Cataloging at scale is 
matched by exploiting machines at scale 
(National Security Agency 2008). One 
program, Turbine, sought to “allow the 
current implant network to scale to large 
size (millions of implants)” (Gallagher and 
Greenwald 2014). The British, Canadian, 
Australian partner intelligence agencies 
play central roles in this globe-spanning 
work.

THE DISANALOGY WITH ESPIONAGE
The legal status of government hacking to 
exfiltrate information rests on an analogy 
with traditional espionage. Yet the scale 
and techniques of state hacking strain the 
analogy. Two lawyers associated with U.S. 
Cyber Command, Col. Gary Brown and Lt. 
Col. Andrew Metcalf, offer two examples: 
“First, espionage used to be a lot more 
difficult. Cold Warriors did not anticipate 
the wholesale plunder of our industrial 
secrets. Second, the techniques of cyber 
espionage and cyber attack are often 
identical, and cyber espionage is usually 
a necessary prerequisite for cyber attack” 
(Brown and Metcalf 1998:117).

The colonels are right: U.S. legal work 
on intelligence in the digital age has tend-
ed to deny that scale is legally significant. 
The international effort to exempt sundry 

7 Quotation from secret decision with redacted name and date, p. 63, quoted in Amended Memorandum Opinion, No. BR 13-109 (Foreign Intelligence 
Surveillance Court August 29, 2013).

forms of metadata 
such as calling records 
from legal protec-
tion stems from the 
intelligence value of 
studying metadata at 
scale. The collection 
of the metadata of one 
person, on this view, 
is not legally different 
from the collection of 
the metadata of many 
people, as the U.S. 
Foreign Intelligence 
Surveillance Court has 
explained:

[so] long as no individual has a 
reasonable expectation of pri-
vacy in meta data [sic], the large 
number of persons whose com-
munications will be subjected to 
the . . . surveillance is irrelevant 
to the issue of whether a Fourth 
Amendment search or seizure will 
occur.7

Yet metadata is desired by intelligence 
agencies just because it is revealing at 
scale. Since their inception, nSa and its 
Commonwealth analogues have focused 
as much at working with vast databases 
of “metadata” as on breaking cyphered 
texts. nSa’s historians celebrate a cryp-
tographical revolution afforded through 
“traffic analysis” (Filby 1993). From re-
constructing the Soviet “order of battle” 
in the Cold War to seeking potential ter-
rorists now, the U.S. Government has 
long recognized the transformative power 
of machine analysis of large volumes of 
metadata while simultaneously denying 
the legal salience of that transformative 
power.

As in the case of metadata, U.S. legal 
work on hacking into computers does 
not consider scale as legally significant. 
Espionage at scale used to be tough going: 
the very corporeality of sifting through 
physical mail, or garbage, or even set-
ting physical wiretaps, or other devices 
to capture microwave transmissions scale 
only with great expense, difficulty, and 
potential for discovery (Donovan 2017). 

Scale provided a salutary limitation on 
surveillance, domestic or foreign. As with 
satellite spying, computer network ex-
ploitation typically lacks this corporeal-
ity, barring cases of getting access to air-
gapped computers, as in the case of the 
StuxNet virus. With the relative ease of 
hacking, the U.S. and its allies can know 
the exploitable machines in a country X, 
whether those machines belong to gen-
erals, presidents, teachers, professors, 
jihadis, or eight-year olds.

Hacking into computers unquestion-
ably alters them, so the analogy with 
physical espionage is imperfect at best. 
A highly-redacted Defense Department 
“Information Operations Policy 
Roadmap” of 2003 underscores the ambi-
guity of “exploitation versus attack.” The 
document calls for clarity about the defi-
nition of an attack, both against the U.S. 
(slightly redacted) and by the U.S. (almost 
entirely redacted). “A legal review should 
determine what level of data or operating 
system manipulation constitutes an at-
tack” (Department of Defense 2003:52). 
Nearly every definition—especially every 
classified definition—of computer net-
work exploitation includes “enabling” 
as well as exploitation of computers. 
The military lawyers Brown and Metcalf 
argue, “Cyber espionage, far from being 
simply the copying of information from a 
system, ordinarily requires some form of 
cyber maneuvering that makes it possible 
to exfiltrate information. That maneuver-
ing, or ‘enabling’ as it is sometimes called, 
requires the same techniques as an op-
eration that is intended solely to disrupt” 
(Brown and Metcalfe 1998:117) “Enabling” 
is the key moment where the analogy be-
tween traditional espionage and hacking 
into computers breaks down. The secret 
definition, as of a few years ago, explains 
that enabling activities are “designed to 
obtain or facilitate access to the target 
computer system for possible later” com-
puter network attack. The enabling func-
tion of an implant placed on a computer, 
router, or printer is the preparation of the 
space of future battle: it's as if every time a 
spy entered a locked room to plant a bug, 
that bug contained a nearly unlimited 
capacity to materialize a bomb or other 

FIGURE 5: Worldwide SIGINT/Defense Cryptologic Platform, n.d., 
(HTTPS://ARCHIVE.ORG/DETAILS/NSA-DEFENSE-CRYPTOLOGIC-PLATFORM.)



16   LIMN HACKS, LEAKS, AND BREACHES

device should distant masters so desire. 
An implant essentially grants a third-
party control over a general-purpose 
machine: it is not limited to the exfiltra-
tion of data. Installing an implant within 
a computer is like installing a cloaked 
3-D printer into physical space that can 
produce a photocopier, a weapon, and a 
self-destructive device at the whim of its 
master. One nSa document put it clearly: 
“Computer network attack uses similar 
tools and techniques as computer net-
work exploitation. If you can exploit it, 
you can attack it” (SID Today 2004b).

In a leaked 2012 Presidential Policy 
Directive, the Obama administration clar-
ified the lines between espionage and in-
formation warfare explicitly to allow that 
espionage may produce results akin to an 
information attack. Amid a broad array of 
new euphemisms, cne was transformed 
into “cyber collection,” which “includes 
those activities essential and inherent to 
enabling cyber collection, such as inhibit-
ing detection or attribution, even if they 
create cyber effects” (Presidential Policy 
Directive (PPD)-20: 2-3). The bland term 
‘cyber effects’ is defined as “the manipu-
lation, disruption, denial, degradation, 
or destruction of computers, informa-
tion or communications systems, net-
works, physical or virtual infrastructure 
controlled by computers or informa-
tion systems, or information resident 
thereon.” Espionage, then, often will be 
attack in all but name. The creation of ef-
fects akin to attack need not require the 
international legal considerations of war, 
only the far weaker legal regime around 
espionage. With each clarification, the 
gap between actual government hacking 
for the purpose of obtaining information 

and traditional espionage widens; and 
the utility of espionage as a category for 
thinking through the tough policy and 
legal choices around hacking diminishes.

SURVEILLING IRONY
By the end of the first decade of the 
2000s, sardonic geek humor within nSa 
reveled in the ironic symbols of govern-
ment overreach. A classified nSa pre-
sentation trolled civil libertarians: “Who 
knew that in 1984” an iPhone “would be 
big brother” and “the Zombies would be 
paying customers” (Spiegel Online 2013). 
Apple’s famous 1984 commercial drama-
tized how better technology would topple 
the corporatized social order, presaging a 
million dreams of the Internet disrupting 
wonted order. Far from undermining the 
ability of traditional states to know and 
act, the global network has created one of 
the greatest intensifications of the power 
of sovereign states since 1648. Whether 
espoused by cyber-libertarians or RAND 
strategists, the threat from the Net en-
abled new authorities and undermined 
civil liberties. The potential weakening 
of the state justified its hypertrophy. The 
centralization of online activity into a 
small number of dominant platforms—
Weibo, Google, Facebook, with their bil-
lions of commercial transactions, has en-
abled a scope of surveillance unexpected 
by the most optimistic intelligence ma-
vens in the 1990s. The humor is right on.

Signals intelligence is a hard habit to 
break—civil libertarian presidents like 
Jimmy Carter and Barack Obama quickly 
found themselves taken with being able to 
peek at the intimate communications of 
friends and foes alike, to know their ne-
gotiating positions in advance, to be three 

steps ahead in the game of 14-dimen-
sional chess. State hacking at scale seems 
to violate the sovereignty of states at the 
same time as it serves as a potent form 
of sovereign activity today. Neither the 
Chinese hacking into OPM databases nor 
the alleged Russian intervention in the 
recent US and French elections accords 
well with many basic intuitions about 
licit activities among states. If it would be 
naïve to imagine the evanescence of state-
sanctioned hacking, it is doctrinally and 
legally disingenuous to treat that hacking 
as entirely licit based on ever less applica-
ble analogies to older forms of espionage.

As the theorists in the U.S. military 
and intelligence worlds in the 1990s called 
for new concepts and authorities appro-
priate to the information age, they never-
theless tamed hacking for information by 
treating it as continuous with traditional 
espionage. The near ubiquity of state-
sanctioned hacking should not sanction 
an ill-fitting legal and doctrinal frame that 
ensures its monotonic increase. Based on 
an analogy to spying that ignores scale, 
“computer network exploitation” and its 
successor concepts preclude the rigorous 
analysis necessary for the hard choices 
national security professionals rightly in-
sist we must collectively make. We need a 
ctrl+alt+del. Let’s hope the implant isn’t 
persistent. 
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