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DATA RESOURCES

Augmenting the National Institutes of Health Chest 
Radiograph Dataset with Expert Annotations of 
Possible Pneumonia

George Shih, MD • Carol C. Wu, MD • Safwan S. Halabi, MD • Marc D. Kohli, MD • Luciano M. Prevedello, MD, 
MPH • Tessa S. Cook, MD, PhD • Arjun Sharma, MD • Judith K. Amorosa, MD • Veronica Arteaga, MD • Maya 
Galperin-Aizenberg, MD • Ritu R. Gill, MD • Myrna C.B. Godoy, MD, PhD • Stephen Hobbs, MD • Jean Jeudy, 
MD • Archana Laroia, MD • Palmi N. Shah, MD • Dharshan Vummidi, MD • Kavitha Yaddanapudi, MD1 • Anouk 
Stein, MD

In the United States, pneumonia accounted for more 
than 500 000 visits to emergency departments (1) 

and more than 50 000 deaths in 2015 (2), keeping 
the ailment on the list of top 10 causes of death in 
the country. Diagnosing pneumonia on a chest radio-
graph typically involves highly trained specialists and 
confirmation through clinical history, vital signs, and 
laboratory examinations. Our goal was to provide an 
annotated dataset to help develop machine learning 
algorithms that can assist in diagnosis of pneumonia, 
especially for areas of the world lacking the requisite 
expertise.

Although machine learning algorithms can be trained 
with categorical labels (eg, “pneumonia” vs “no pneumo-
nia”), accurate object-class detectors typically require a 
large set of images in which objects (eg, pneumonia) have 
been annotated manually with bounding boxes (3). Sub-
sequent algorithms will be more likely to provide better 
information for the location and size of any pneumonia de-
tected, which has potential benefits for clinicians who have 
to decide whether or not to trust the algorithm (by being 
able to see where an algorithm localizes a pneumonia) and 
their decisions for treatment (eg, small pneumonia vs large 
pneumonia).

Our dataset comprised 30 000 frontal view chest 
radiographs from the 112 000-image public National 
Institutes of Health (NIH) CXR8 dataset (4), which 
contains only frontal views (posteroanterior or antero-
posterior) in the Portable Network Graphics image 
format. Random unique identifiers were generated for 
each of the 30 000 examinations. Within this 30 000 
subset of examinations, there were 16 248 postero-
anterior views and 13 752 anteroposterior views. The 

Portable Network Graphics images were converted 
into Digital Imaging and Communications in Medi-
cine format, and patient sex, patient age, and projec-
tion (anteroposterior or posteroanterior) were added to 
the Digital Imaging and Communications in Medicine 
tags. This work was a joint effort by radiologists from 
the Radiological Society of North America (RSNA) 
and Society of Thoracic Radiology (STR).

The original NIH dataset contained categorical la-
bels derived in an automated fashion from radiology 
reports by using natural language processing with the 
understanding that the labels were not always accurate. 
The original category labels included “infiltration,” a 
term not recommended by the Fleischner Society (5), 
and synonyms such as “consolidation” and “infiltra-
tion.” Original labels such as “infiltration,” “consoli-
dation,” and “atelectasis” describe imaging findings. 
The terms “pneumonia” and “edema” refer to disease 
processes that can manifest as “consolidation” or “in-
filtration,” appear similar on images, and require cor-
relation with clinical information and laboratory val-
ues for diagnosis. Additional disease entities such as 
pulmonary hemorrhage and cryptogenic organizing 
pneumonia also can manifest as “consolidation.” By 
reclassifying the 30 000 selected examinations which 
included 15 000 examinations with pneumonia-like 
labels (“pneumonia,” “infiltration,” and “consolida-
tion”), a random selection of 7500 examinations with 
a “no findings” label, and another random selection of 
7500 examinations without the pneumonia-like labels 
and without the “no findings” label, we aimed to im-
prove the accuracy of categorical labels by removing 
overlapping terms and improving clinical relevance of 
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Probability),” “No Opacity/Not Normal,” and “Normal.” A 
“Question” label was available for readers to flag a case that 
needed to be reviewed by a chest radiologist with 11 years of 
experience (C.C.W.) and resolved into one of the categories. 
The number of initial cases was chosen for readers to become 
familiar with the annotation tool and to expose potential 
problems. For example, some readers initially drew one box 
that encompassed both lungs, rather than a separate box for 
areas in each lung.

The six RSNA representatives each annotated a set of 5000 
randomly assigned chest radiographs. Bounding boxes were 
drawn by using a click-and-drag method with the ability to edit 
the resulting rectangle. Readers were asked to make each bound-
ing box as small as possible but to encompass the entire suspi-
cious opacity. In cases with two or more discontinuous opacities, 
multiple bounding boxes were placed.

The 12 STR readers were responsible primarily for anno-
tating the test set used to determine the winner of the 2018 
RSNA Pneumonia Detection Machine Learning Challenge. 
Each of the 4527 chest radiographs in the test set was an-
notated by two different STR readers, in addition to one 
RSNA reader. The number of cases in the subset was a re-
flection of the number of cases that could be completed in 
the time frame allotted based on the timeline of the RSNA 
Machine Learning Challenge. The goal was to have 3000 
cases for the test set. Any cases above that number were to 
be incorporated into the training set released for the RSNA 
Machine Learning Challenge. Each image in the final test 
set cases was annotated by three radiologists: two STR read-
ers and one RSNA reader. For the RSNA Machine Learning 
Challenge, we used a training-to-test split of 90:10, result-
ing in 3000 cases for test.

Assumptions
Readers were given the following information prior to both the 
warm-up round and the main annotation task: (a) Lung opac-

the dataset. The annotated dataset also contains bounding 
boxes to localize the pneumonia-like opacities, which are 
clinically relevant information not available in the original 
NIH dataset.

Materials and Methods

Annotation
No institutional review board approval was obtained; the 
examinations were part of a publicly available NIH dataset 
(4). Eighteen board-certified radiologists from 16 academic 
institutions served as readers (Table); they had a mean of 
10.6 years of experience (age range, 3–35 years). Six radi-
ologists (T.S.C., S.S.H., M.D.K., L.M.P., A. Sharma, G.S.; 
all annotated more than 1000 cases) represented RSNA, and 
12 thoracic imaging experts (J.K.A., V.A.*, M.G., R.R.G.*, 
M.G.B.G.*, S.H.*, J.J.*, A.L.*, P.N.S.*, D.V.*, C.C.W.*, 
K.Y.; asterisk indicates those who annotated more than 1000 
cases) represented STR. Annotation was performed by using 
a commercial annotation platform provided at no cost (MD.
ai, New York, NY), for which two of the authors (G.S. and 
A. Stein) serve as consultants. Readers used a variety of per-
sonal computers to view and annotate the images and did 
not use a diagnostic picture archiving and communication 
system environment; they were blinded to the other readers’ 
annotations. The annotation system allowed adjustment of 
the brightness, contrast, and magnification of the images. 
All participating radiologists first practiced on the same set 
of 50 randomly selected warm-up chest radiographs blinded 
to other readers’ annotations. Readers were then unblinded 
to the other radiologists’ annotations for the same set of 50 
chest radiographs (Fig 1) as an initial calibration and to allow 
for questions (eg, Question: Does a radiograph with healed 
rib fractures and no other findings count as “Normal”? An-
swer: Yes.). The list of labels included “Opacity (High Prob-
ability),” “Opacity (Medium Probability),” “Opacity (Low 

Abbreviations
NIH = National Institutes of Health, RSNA = Radiological Society 
of North America, STR = Society of Thoracic Radiology

Summary
This dataset is intended to be used for machine learning and is com-
posed of annotations with bounding boxes for pulmonary opacity on 
chest radiographs which may represent pneumonia in the appropriate 
clinical setting.

Key Points
 n This 30 000-image dataset augments part of the National Institutes 

of Health Clinical Center’s CXR8 chest radiograph collection by 
specifying the location of radiographic findings of possible pneu-
monia.

 n The dataset was used for the RSNA 2018 Machine Learning 
Challenge.

 n The dataset, a collaboration of the Radiological Society of North 
America and the Society of Thoracic Radiology, is available to the 
public to create high-quality machine-learning algorithms to help 
diagnose pneumonia.  

Table: Institutions of Participating Radiologists, in Al-
phabetical Order

Amita Health
Beth Israel Deaconess Medical Center
MD Anderson Cancer Center
Rush University
Rutgers Robert Wood Johnson Medical School
Stanford University
Stony Brook School of Medicine
The Ohio State University
University of Arizona
University of California–San Francisco
University of Iowa
University of Kentucky
University of Maryland
University of Michigan
University of Pennsylvania
Weill Cornell Medicine
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Figure 1: Initial quality assurance dataset that let radiologists practice annotations together on the same 50 chest radiographs and 
compare results with each other. All the radiologists provided bounding boxes where they thought opacities were seen. There was 
variation in the probability (medium vs high) for several readers, while two readers thought there were no opacities suspicious for 
pneumonia. 

adjudicated by one of two STR readers with more than 10 
years of experience (C.C.W., M.C.B.G.). Cases that con-
tained annotations by one of the adjudicators would be as-
signed to the other adjudicator. The adjudicator saw the 
annotations of all three readers. A total of 1380 (30%) of 
the 4527 triple-read cases were individually adjudicated, so 
that an STR reader viewed the case and made the decision 
on whether to agree with the isolated bounding boxes or cat-
egorical labels.

If the adjudicator agreed that the isolated box was valid, 
the box remained as a positive minority opinion. Other-
wise, it was removed. For the remaining bounding boxes, 
the intersection was used if there was at least a 50% overlap 
by one of the boxes. Three thousand of the triple-read cases 
were used to create the test set, and the remainder were in-
cluded in the training set. An additional 707 cases were read 
by one RSNA radiologist and one STR radiologist. These 
cases could not be triple read in time, so only the reading 
of the STR radiologist was used, and the RSNA reading 
was disregarded. Initially, the bounding boxes were given a 
confidence score (“high probability,” “medium probability,” 
and “low probability”) (Fig 2). For the adjudicated dataset, 
low confidence boxes were removed and high and medium 
were combined into one category of likely pneumonia. If 
the case only had a solitary low probability bounding box, 
the box was removed and the case was labeled “No Opacity/
Not Normal.”

ity (bounding box) was considered to be an area more opaque 
than the surrounding area (Fleischner Society definition of 
opacity [5]) on a chest radiograph that, in a patient with cough 
and fever, has a low, medium, or high likelihood of being pneu-
monia. (b) In the absence of clinical information, lateral ra-
diographs, and serial examinations, readers were required to 
make assumptions. (c) Readers were advised to exclude obvious 
masses, nodules, lobar collapse, and linear atelectasis.

Cases labeled “No Opacity/Not Normal” may have lung 
opacity, but no opacity suspicious for pneumonia.

Adjudication
A total of 4527 cases were annotated by three readers (two STR 
readers and one RSNA reader). In these cases, the final cat-
egorical label was the majority of three votes. There were 1455 
cases that had a majority “Normal” label and 1200 that had 
a majority “No Opacity/Not Normal” label. A total of 1214 
cases had intersecting bounding boxes. A bounding box in a 
multiread case was considered isolated if it did not overlap with 
the bounding boxes of either of the other two readers. That 
is, the two other readers did not flag that area of the image as 
being suspicious for pneumonia. Cases could have intersecting 
and isolated boxes on the same image, as well as a majority 
categorical label and isolated boxes.

Triple-read cases without a majority categorical label 
and cases with isolated bounding boxes (some examinations 
had both overlapping and isolated bounding boxes) were 

https://pubs.rsna.org/journal/ai
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tifiers to the original NIH dataset is provided later in this 
article.

The adjudicated version of the dataset was used for the 
RSNA Pneumonia Detection Machine Learning Challenge 
hosted on Kaggle, the popular data science competition web-
site (https://www.kaggle.com/c/rsna-pneumonia-detection-challenge). 
Both datasets can be found at the following address: https://rsna.
org/challenge-datasets/2018.

Limitations and Future Work
Creating a large annotated dataset for use by medical imag-
ing algorithms involves many physicians, who donated their 
time and expertise. As a result, one limitation was that only 
4527 cases of 30 000 were read by three different radiologists, 
instead of the entire dataset, and therefore, a limited number 
of examinations from the entire set of 30 000 possible images 
were adjudicated. In the future, we hope that better coordi-
nation with the numerous academic radiology societies will 
provide more volunteers for such efforts. Another limitation 
was that the authors did not annotate any specific pathologic 
finding other than pneumonia because of time constraints. 
For example, annotating findings that may mimic pneumo-
nia may have been useful for algorithm development. A limi-
tation of the final dataset creation was in the use of bounding 
box intersections rather than a weighted average or other sys-
tem for calculating the combined box coordinates. This made 
the final test set bounding boxes smaller than those of the 
training set (average area for test set = 51 063 pixels, average 
area for training set = 77 663 pixels). Histogram distributions 

Resulting Datasets

This radiologist recruiting effort took approximately 6 
months and included 18 radiologists from 16 different in-
stitutions, including 12 chest radiologists from the STR. To 
our knowledge, no such effort has been attempted on such 
a large scale in radiology with expert radiologists from so 
many institutions and may provide a new framework for cre-
ating machine learning datasets in medicine. This dataset is 
available in two versions, the original unadjudicated and the 
adjudicated version. The original unadjudicated version, of 
which approximately 4500 cases contain categorical labels 
from three radiologists, and the bounding boxes were given 
a confidence score of “high probability,” “medium probabil-
ity,” and “low probability.” The adjudicated version of the 
dataset consisted of only a single bounding box category 
of likely pneumonia (combined “medium probability” and 
“high probability”). The final dataset had 17 006 male pa-
tients, 12 888 female patients, 1639 minors, 28 255 adults, 
16 225 posteroanterior views, and 13 669 anteroposterior 
views. There were 12 274 unique patients (6747 male and 
5527 female patients) in the 30 000 examination dataset, 
so several patients had several different examinations, with 
75 radiographs being the most for a patient. There were 
106 cases of the 30 000 examinations that were excluded 
from annotations because the image was either an abdomi-
nal radiograph, a lateral chest radiograph, or too much of 
the chest was excluded from view for accurate assessment. 
A mapping of the 30 000 examination dataset unique iden-

Figure 2: Final dataset with low, medium, and high probability pneumonia-like findings with adjudication. Medium probability bilat-
eral opacities were annotated by the three radiologists (in pink), and final adjudicated bilateral opacities are in red.

https://pubs.rsna.org/journal/ai
https://www.kaggle.com/c/rsna-pneumonia-detection-challenge
https://rsna.org/challenge-datasets/2018
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of bounding box size for each dataset are shown in Figure 3. 
By releasing the original set of annotations, users of the data 
can create their own bounding box rules. Future work will be 
to demonstrate whether providing these more localized an-
notated datasets with different probabilities of diseases will 
in fact allow for better (more informative) or more accurate 
machine learning algorithms. The authors hope to undertake 
the effort to analyze the top 10 algorithms from the recently 
completed Kaggle competition and compare those results 
with pneumonia algorithms (eg, ChexNet [6]) that did not 
use this annotated dataset for training.
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Figure 3: Histograms of area in pixels of final bounding boxes 
in the test set and the training and validation set.
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