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EPIGRAPH

Nothing in biology makes sense except in the light of evolution.

—Theodosius Dobzhansky

Optimization models help us to test our insight into the biological constraints that

influence the outcome of evolution.

—G. A. Parker & J. Maynard Smith

Evolution is cleverer than you are.

—Francis Crick
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The abundance of proteins expressed in a particular environment are primary

determinants of an organism’s phenotypic and fitness properties. However, protein

synthesis is costly and proteome size is limited; thus, the benefit of expressing proteins

also comes with costs. In this thesis, I interrogate the evolutionary and regulatory trade-

offs resulting from these proteome allocation constraints. Throughout the thesis I employ

a genome-scale model of metabolism and protein synthesis for Escherichia coli, which

can compute condition-specific proteome allocation requirements and limitations. First,

I show that microbial growth rates are quantitatively determined by the expression of
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unused protein. Rather than supporting growth in the current environment, large fractions

of the expressed proteome enable readiness for environmental change and stress. The

expression of these different proteome segments is regulated by global transcription

factors and results in fitness trade-offs. Second, I show that after selecting for growth

through experimental evolution, several adaptive regulatory mutations increase fitness

through proteome and energy resource re-allocation. These pleiotropic mutations in the

RNA Polymerase systematically re-allocate the proteome towards growth and away from

stress resistance, showing that fitness trade-offs are readily modulated by global regulators

during evolution. Finally, I show that the diversity present in evolving populations is

predictable and due to proteome allocation trade-offs. Rather than evolving to a unique

optimum, a range of near-optimal proteomic and metabolic phenotypes is apparent when

strains are independently evolved in the same environment. The diversity of alternative

phenotypes reflects a rate-yield trade-off due to the varying protein cost of metabolic

pathways in central carbon metabolism. Thus, proteome allocation constraints have a

pervasive and predictable effect on bacterial ecology, regulation, and evolution.
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Chapter 1

Using Genome-Scale Models to Predict

Biological Capabilities

Prediction is very difficult, especially about the future.
—Nils Bohr

1.1 Abstract

Constraint-based reconstruction and analysis (COBRA) methods at the genome-

scale have been under development since the first whole genome sequences appeared in

the mid-1990s. A few years ago this approach began to demonstrate the ability to predict

a range of cellular functions including cellular growth capabilities on various substrates

and the effect of gene knockouts at the genome-scale. Thus, much interest has developed

in understanding and applying these methods to areas such as metabolic engineering,

antibiotic design, and organismal and enzyme evolution. This primer will get you started.

1
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1.2 Introduction

Bottom-up approaches to systems biology rely on constructing a mechanistic

basis for the biochemical and genetic processes that underlie cellular functions. Genome-

scale network reconstructions of metabolism are built from all known metabolic reactions

and metabolic genes in a target organism. Networks are constructed based on genome

annotation, biochemical characterization, and the published scientific literature on the

target organism; the latter is sometimes referred to as the bibliome. DNA sequence

assembly provides a useful analogy to the process of network reconstruction (Figure

1.1). The genome of an organism is systematically assembled from many short DNA

stubs, called reads, using sophisticated computer algorithms. Similarly, the reactome

of a cell is assembled, or reconstructed, from all the biochemical reactions known or

predicted to be present in the target microorganism. Importantly, network reconstruction

includes an explicit genetic basis for each biochemical reaction in the reactome as well

as information about the genomic location of the gene. Thus, reconstructed networks, or

an assembled reactome, for a target organism represents biochemically, genetically, and

genomically structured knowledge bases, or BiGG k-bases. Network reconstructions have

different biological scope and coverage. They may describe metabolism, protein-protein

interactions, regulation, signaling, and other cellular processes, but they have a unifying

aspect: an embedded, standardized biochemical and genetic representation amenable to

computational analysis.

A network reconstruction can be converted into a mathematical format and thus

lend itself to mathematical analysis and computational treatment. Genome-scale models,

called GEMs, have been under development for nearly 15 years and have now reached

a high level of sophistication. The first GEM was created for Haemophilus influenza

and appeared shortly after this first genome was sequenced [1], and GEMs have now
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grown to the level where they enable predictive biology [2, 3, 4]. Here, we will focus on

reconstructions of metabolism and the process of converting them into GEMs to produce

computational predictions of biological functions.

The fundamentals of the Constraints-Based Reconstruction and Analysis (CO-

BRA) approach and its uses are also described in this Primer, which lays out the constraint-

based methodology out at four levels. First, there is a textual description of the methods

and their applications. Second, visualization is presented in the form of detailed figures

to succinctly convey the key concepts and applications. Third, the figure captions contain

more detailed information about the computational approaches illustrated in the figures.

Fourth, the primer provides a table of selected detailed resources to enable an in-depth

review for the keenly interested reader. The text is organized into six sections, each one

addressing a grand challenge in todays world of big data biology:

1.3 Network Reconstructions Assemble Knowledge Sys-

tematically

A large library of scientific publications exists that describe different model

organisms specific molecular features. Molecular biologys focus on knowing much about

a limited number of molecular events changed once annotated genome sequences became

available, leading to the emergence of a genome-scale point of view. Now, putting all

available knowledge about the molecular processes of a target organism in context and

linked to its genome sequence has emerged as a grand challenge. Genome-scale network

reconstructions were a response to this challenge.
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Figure 1.1: Network reconstruction. An organisms reactome can be assembled in a
way that is analogous to DNA sequencing assembly. From right to left: first the inter-
acting compounds must be identified. Then, the reactions acting on these compounds
are tabulated and the protein that catalyzes the reaction and the corresponding open
reading frame is identified in the organism of interest. These reactions are assembled
into pathways that can be laid out graphically to visualize a cell’s metabolic map at the
genome-scale. Several tools for reactome assembly and curation exist including the
COBRA Toolbox [5, 6], KEGG [7], EcoCyc [8], ModelSeed [9], BiGG [10], Rbionet
[11], Subliminal [12], Raven toolbox [13] and others.
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1.3.1 Network reconstructions organize knowledge into a

structured format

The reconstruction process treats individual reactions as the basic elements of a

network, somewhat similar to a base pair being the smallest element in an assembled

DNA sequence (Figure 1.1). To implement the metabolic reconstruction process, a series

of questions need to be answered for each of the enzymes in a metabolic network: 1)

What are the substrates and products? 2) What are the stoichiometric coefficients for each

metabolite that participates in the reaction (or reactions) catalyzed by an enzyme? 3) Are

these reactions reversible? 4) In what cellular compartment does the reaction occur? 5)

What gene(s) encode for the protein (or protein complex) and what is (are) their genomic

location(s)? Genes are linked to the proteins they encode and the reactions they catalyze

using the gene-protein-reaction relationship (GPR). All of this information is assembled

from a range of sources including organism specific databases, high-throughput data,

and primary literature. Establishing a set of the biochemical reactions that constitute a

reaction network in the target organism culminates in a database of chemical equations.

Reactions are then organized into pathways, pathways into sectors (such as amino acid

synthesis), and ultimately into genome-scale networks, akin to reads becoming a full

DNA sequence. This process has been described in the form of a 96-step standard

operating procedure [14].

Today, after many years of hard work by many researchers, there exist collections

of genome-scale reconstructions (sometimes called GENREs) for a number of target

organisms [15, 16] and established protocols for reconstruction exist [14] that can be

partially automated [9, 13].
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1.3.2 Recapitulation.

Network reconstructions represent an organized process for genome-scale assem-

bly of disparate information about a target organism. All this information is put into

context with the annotated genome to form a coherent whole that, through computations,

is able to recapitulate whole cell functions. The grand challenge of disparate data inte-

gration into a coherent whole is achieved through the formulation of a GEM. A GEM

can then compute cellular states such as an optimal growth state. This process is further

explored in the next section. A detailed reading list is available in Supplemental Table 1

of [17] on the network reconstruction process and software tools used to facilitate it.

1.4 Converting a Genome-scale Reconstruction to a

Computational Model

Before a reconstruction can be used to compute network properties, a subtle,

but crucial step must be taken in which a network reconstruction is mathematically

represented. This conversion translates a reconstructed network into a chemically accurate

mathematical format that becomes the basis for a genome-scale model (Figure 1.2A).

This conversion requires the mathematical representation of metabolic reactions. The

core feature of this representation is tabulation, in the form of a numerical matrix, of the

stoichiometric coefficients of each reaction (Figure 1.2B). These stoichiometries impose

systemic constraints on the possible flow patterns (called a flux map, or flux distribution)

of metabolites through the network. These concepts are detailed below. Imposition of

constraints on network functions fundamentally differentiates the COBRA approach from

models described by biophysical equations, which require many difficult-to-measure

kinetic parameters.
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Constraints are mathematically represented as equations that represent balances or

as inequalities that impose bounds (Figure 1.2C). The matrix of stoichiometries imposes

flux balance constraints on the network, ensuring that the total amount of any compound

being produced must be equal to the total amount being consumed at steady state. Every

reaction can also be given upper and lower bounds, which define the maximum and

minimum allowable fluxes through the reactions, that in turn are related to the turnover

number of the enzyme and its abundance. Once imposed on a network reconstruction,

these balances and bounds define a space of allowable flux distributions in a network; the

possible rates at which every metabolite is consumed or produced by every reaction in

the network. The flux vector, a mathematical object, is a list of all such flux values for a

single point in the space. The flux vector represents a state of the network that is directly

related to the physiological function that the network produces. Many other constraints

such as substrate uptake rates, secretion rates, and other limits on reaction flux can also be

imposed, further restricting the possible state that a reconstructed network can take [18].

The computed network states that are consistent with all imposed constraints are thus

candidate physiological states of the target organisms under the conditions considered.

The study of the properties of this space thus becomes an important subject.
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Figure 1.2: Formulation of a computational model. A. After the metabolic network
has been assembled it must be converted into a mathematical representation. This
conversion is performed using a stoichiometric (S) matrix where the stoichiometry of
each metabolite involved in a reaction is enumerated. Reactions form the columns
of this matrix and metabolites the rows. Each metabolite’s entry corresponds to its
stoichiometric coefficient in the corresponding reaction. Negative coefficient substrates
are consumed (reactants), and positive coefficients are produced (products). Converting
a metabolic network reconstruction to a mathematical formulation can be achieved with
several of the toolboxes listed in Supplemental Table 1 of [17]. B. Constraints can
be added to the model such as 1) enforcement of mass balance and 2) reaction flux
(v) bounds. The blue polytope represents different possible fluxes for reactions 5 and
6 consistent with stated constraints. Those outside the polytope violate the imposed
constraints and are thus infeasible. C. Constraint-based models predict the flow of
metabolites through a defined network. The predicted path is determined using linear
programming solvers and termed Flux Balance Analysis (FBA). FBA can be used to
calculate the optimal flow of metabolites from a network input to a network output.
The desired output is described by an objective function. If the objective is to optimize
flux through reaction 5, the optimal flux distribution would correspond to the levels of
flux 5 and flux 6 at the blue point circled in the figure. The objective function can be a
simple value or draw on a combination of outputs, such as the biomass objective shown
in Fig 2E. It is important to note that alternate optimal flux distributions may exist to
reach the optimal state as discussed in Figure 1.4C. D. Once a network reconstruction
is converted to a mathematical format, the inputs to the system must be defined by
adding consideration of the extracellular environment. Compounds enter and exit the
extracellular environment via exchange reactions. The GEM will not be able to import
compounds unless a transport reaction from the external environment to the inside of
the cell is present. E. In addition to exchange reactions, the biomass objective function
acts as a drain on cellular components in the same ratios as they are experimentally
measured in the biomass. In FBA simulations the biomass function is used to simulate
cellular growth. The biomass function is composed of all necessary compounds needed
to create a new cell including DNA, amino acids, lipids and polysaccharides. This is
not the only physiological objective that can be examined using COBRA tools.
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1.4.1 Flux balance analysis (FBA) calculates candidate phenotypes

FBA is the oldest COBRA method. It is a mathematical approach for analyzing

the flow of metabolites through a metabolic network [19]. This approach relies on an

assumption of steady-state growth and mass balance (all mass that enters the system

must leave). The constraints discussed above take the form of equalities and inequalities

to define a polytope (blue area within the illustration in Figure 1.2C) that represents all

possible flux states of the network given the constraints imposed. Thus, many network

states are possible under the given constraints and multiple solutions exist that satisfy the

governing equations. The blue area is therefore often called the solution space to denote

a mathematical space that is filled with candidate solutions to the network equations

given the governing constraints. FBA uses the stated objective to find the solution(s) that

optimize the objective function. The solution is found using linear programming, and,

as indicated in Figure 1.2D, the optimal solution lies at the edges of the solution space

impinging up against governing constrains.

The utility of FBA has been increasingly recognized due to its simplicity and

extensibility: it requires only the information on metabolic reaction stoichiometry and

mass balances around the metabolites under pseudo-steady state assumption. It computes

how the flux map must balance to achieve a particular homeostatic state. However, FBA

has limitations. It balances fluxes, but cannot predict metabolite concentrations. Except

in some modified forms, FBA does not account for regulatory effects such as activation

of enzymes by protein kinases or regulation of gene expression. More details are found

in the caption of Figure 1.2, and computational resources are summarized below that can

be deployed to find the optimal state and to study its characteristics.
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1.4.2 Models impose constraints and allow prediction.

One of the most basic constraints imposed on genome-scale models of metabolism

is that of substrate, or nutrient, availability and its uptake rate (Figure 1.2E). Metabolites

enter and leave the systems through what are termed exchange reactions (i.e., active

or passive transport mechanisms). These reactions define the extracellular nutritional

environment and are either left open (to allow a substrate to enter the system at a specified

rate) or closed (the substrate can only leave the system). Measurements of the rate of

exchange with the environment are relatively easy to perform and they prove to be some

of the more important constraints placed on the possible functions of reaction networks

internal to the cell. More biological- and data-derived constraints can also be imposed on

a model. These advanced constraints are detailed in sections 4, 5 and 6.

The next step in converting a network reconstruction to a model is to define what

biological function(s) the network can achieve. Mathematically, such a statement takes the

form of an objective function. For predicting growth, the objective is biomass production,

that is, the rate at which the network can convert metabolites into all required biomass

constituents such as nucleic acids, proteins, and lipids needed to produce biomass. The

objective of biomass production is mathematically represented by a biomass reaction that

becomes an extra column of coefficients in the stoichiometric matrix. One can formulate

a biomass objective function at an increasing level of detail: Basic, Intermediate, and

Advanced [20]. The biomass reaction is scaled so that the flux through it represents the

growth rate () of the target organism.

It is important to note that the biomass objective function is determined from

measurements of biomass composition, the uptake and secretion rates from measuring the

nutrients in the medium, and the model formulation is based on a network reconstruction

that is knowledge-based. Thus, the growth rate optimization problem represents big data

integrated into a structured format and the hypothesis of a biological objective; grow as
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fast as possible with the resources available. This is a well-defined optimization problem.

1.4.3 GEMs are input-output flow models.

The inner workings of a GEM are readily understood conceptually. In a given

environment (i.e., where the nutritional inputs are defined) GEMs can be used to com-

pute network outputs. Flux balance analysis (FBA) can computationally trace a fully

balanced path through the reactome from the available nutrients to the prerequisite output

metabolite. Such calculations are performed as detailed above with an objective function

that describes the removal of the target metabolite from the network. The synthesis of

biomass in a cell requires the simultaneous removal of about 60-70 different metabolites.

Using FBA, a GEM can also compute the balanced use of the reactome to produce all the

prerequisite metabolites for growth simultaneously, and does so in the correct relative

amounts while accounting for all the energetic, redox, and chemical interactions that

must balance to enable such biomass synthesis. This exercise is one of genome-scale

accounting of all molecules flowing through the reactome.

1.4.4 Recapitulation.

Given its simplicity and utility, FBA has become one of the most widely employed

computational techniques for the systems-level analysis of living organisms [4, 21]. It

has been successfully applied to a multitude of species for modeling their cellular

metabolisms [2, 22, 3], and therefore, enabled a variety of applications such as metabolic

engineering for the over-production of biochemicals [23, 24], identification of anti-

microbial drug-targets [25], and the elucidation of cellcell interactions , [26]. Further

reading and detailed descriptions of FBA and sources for existing genome-scale models

are available in Supplemental Table 1 of [17].
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1.5 Validation and reconciliation of qualitative model

predictions

Ensuring the consistency and accuracy of all the information available for a target

organism is a grand challenge of genome-scale biology. Since model predictions are

based on a network reconstruction that represents the totality of what is known about a

target organism, such predictions are a critical test of our comprehensive understanding

of the metabolism for the target organism. Incorrect model predictions can be used

for biological discovery by classifying them and understanding their underlying causes.

Performing targeted experiments to understand failed predictions is a proven method for

systematic discovery of new biochemical knowledge [27]. This section will focus on

evaluating qualitative model predictions, their outcomes, underlying causes of incorrect

predictions, and how to go about correcting them. Section 4 discusses the same process

for quantitative model predictions.
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Figure 1.3: Using models for qualitative predictions and iterative improvement A.
Each reaction in the network is linked to a protein and encoding gene through the gene-
protein-reaction (GPR) relationship. Because each reaction in the network corresponds
to a column in the stoichiometric matrix, simply removing the column association with
a particular reaction can simulate gene knockouts. Thus, multiple KO simulations can
be performed. For example, it is easy to delete every pairwise combination of 136
central carbon metabolic E. coli genes to find double gene knockouts that are essential
for survival of the bacteria. B. The simplicity of altering inputs to change cellular
growth environments and removing genes in silico allows one to perform simulations
in millions of experimental conditions quickly. Even on a modest laptop computer
a single FBA calculation runs in a fraction of a second, thus simulating the effect of
all gene knockouts in E. coli central metabolism can be run in less than 10 seconds.
C. Incorrect model predictions are an opportunity for biological discovery because
they highlight where knowledge is missing. Targeted experiments can be performed to
discover new content that can then be added back to a model to improve its predictive
accuracy. Missing model content can be discovered using automated approaches known
as ’gap-filling’ [27] that query a universal database of potential reactions to restore in
silico growth to a model. D. Gap-filling approaches have been used to discover new
metabolic reactions in several organisms. E. coli: Two new functions for two classical
glycolytic enzymes phosphofructokinase (PFK) and fructose-bisphosphate aldolase
(FBA) were discovered (red) [28]. Human: Gluconokinase (EC 2.7.1.12) activity was
discovered based on the known presence of the metabolite 6-phosphogluconolactonate
in the human reconstruction [29] (red). Yeast: Automated model refinement suggested
modifications in the NAD biosynthesis pathway. Experiments demonstrated that a
parallel pathway from aspartate thought to exist in yeast was not present [30]. E. False
positive predictions can be reconciled by adding regulatory rules derived from high
throughput data [31], for example, a recent study was able to reconcile 2,442 false
model predictions from the E. coli GEM by updating the function of just 12 genes
[32]. Additionally, a false positive growth inconsistency in the metabolic model of S.
Typhimurium was reconciled by updating regulatory rules for the iclR gene products
transcriptional repression of aceA encoding isocitrate lyase. Transcriptional repression
can also often be relieved via adaptive laboratory evolution. Such evolution drives
experimental phenotypes to achieve model predictions. Several experimental studies
have shown that an organism can evolve to achieve model-predicted optimal growth
state [33].
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1.5.1 Genetic and environmental parameters.

Genome-scale models have many genetic and environmental parameters that

can be experimentally varied. Altering the composition of the growth media changes

environmental parameters. Alteration of genetic parameters is achieved through genome

editing methods. Both environmental and genetic parameters are explicit in GEMs and

thus the consequence of both types of perturbations can be computed, predicted, and

analyzed. The scale of such predictions has grown steadily since the first genome-scale

model of E. coli appeared in 2000 [34].

Genome-scale gene essentiality data are available from specific projects or

organism-specific databases. One can systematically remove genes from a reconstruction,

and thus the corresponding reactions from the reactome, and repeat the growth compu-

tation to predict gene essentiality; i.e., if a growth state cannot be computed without

a particular gene, the GEM predicts it to be essential (Figure 1.3A). Such growth rate

predictions of gene deletion strains have gone from a hundred predictions in the year

2000 [34], to over 100,000 predictions in 2012 [35], and may be heading for over a

million predictions in just a few years [36].

Both environmental and genetic parameters can be varied when performing

FBA. The simplicity of computing growth states (i.e., an output) as a function of media

composition (i.e., the nutritional inputs) with the selective removal of genes (Figure 1.3B)

has led to a number of studies that cross environmental parameters with gene deletions.

The explicit relationship between a gene and a reaction makes the deletion of genes and

their encoding reactions straightforward. You can readily do this for your target organism,

provided that you can construct a library of gene deletion strains. Improved molecular

tools for generating knockout collection libraries (Tn-seq, CRISPR systems, etc.) and

improved high-throughput methods for measuring knockout phenotypes have enabled a

massive scale-up in the number of phenotypes that can be measured.
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1.5.2 Classification of model predictions.

Computational predictions of outcomes fall into four categories: true-positives,

true-negatives, false-positives and false-negatives. The true-positive and true-negative

predictions, where computational predictions and experimental outcomes agree, have

generally exceeded 80

FBA based models are highly precise because they are good at predicting im-

possible states (such as when a gene knockout leads to death). This assumes that the

network structure is complete, an assumption that can be a problem when promiscuous

enzyme activity arises, leading to a reaction with an encoding gene that is not captured

in the model. Models have lower accuracy because FBA assumes that all reactions can

happen at maximum rates. Model false positives often occur because an enzyme is either

transcriptionally repressed or does not catalyze the designated reaction at a high enough

rate (Supplemental Table 2 in [17], Evaluation of Model Predictions). Predictive failure

is perhaps of more interest than success as it represents an opportunity for biological

discovery. False negative predictions occur when a GEM predicts the inability to grow

in a given environment without the deleted gene, but the experiments show growth.

This discrepancy indicates that the reconstructed reactome is incomplete. In contrast,

false positive predictions occur when a GEM predicts growth but the experiment results

in no growth. This outcome indicates possible errors in the knowledge on which the

reactome was based, or that a regulatory process is missing that prevents the use of a gene

product factored in the computed solution. An example would be regulation that either

represses gene expression or a metabolite-enzyme interaction that inhibits the function

of an enzyme that the GEM used to compute the predicted growth state. Prediction fail-

ures can be used to systematically (i.e., algorithmically) generate hypotheses addressing

the failures. Such hypotheses have been shown to direct experimentation to improve

our knowledge base for the target organism. Computations that vary environmental
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and genetic parameters become part of a workflow (Figure 1.3C). The outcome of the

workflow is a set of qualitative model predictions of growth or no growth that are then

compared to the experimental outcome of a growth screen. Correct predictions align

with experimental results, while incorrect predictions do not. The two are then compared

and classified into four categories as shown in Figure 1.3C. The failure modes lead to

systematic experimentation.

1.5.3 Discovery using model false negatives.

Reconciling such discrepancies between predicted and observed growth states is

now a proven approach for biological discovery. A series of algorithms have been devel-

oped that have been shown to compute the most likely reasons for failure of prediction

that in turn led to a model-guided experimental inquiry and discovery. Furthermore, high-

throughput tools such as phenotypic microarrays and robotic instruments are becoming

available to screen cells at high rates. Such discoveries are then incorporated into the

reconstruction, leading to its iterative improvement.

The discrepancies between GEM predictions and experimental data have been

used to design targeted experiments that correct inaccuracies in metabolic knowledge. In

this subsection we provide three illustrative examples that detail how reconciliation of

model errors led to the discovery of new metabolic capabilities in three model organisms.

Human

The activity of open reading frame 103 on chromosome 9 (C9orf103) of the

human genome was discovered [29] using established gap-filling protocols [27, 37]. The

authors focused on unconnected, dead end metabolites in the human metabolic network

reconstruction, Recon 1 [38]. Dead end metabolites lead to model errors by creating

blocked reactions due to a violation of mass balance. Any flux leading to them cannot
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leave the network. In an attempt to connect these dead end metabolites, a universal

database of metabolic reactions was used to predict the fewest reactions required to fully

connect all metabolites in the network. Focusing on gluconate, which is a disconnected

metabolite, the authors experimentally characterized (C9orf103), previously identified

as a candidate tumor suppressor gene, as the gene that encodes gluconokinase, thereby

consuming this metabolite and connecting it to the rest of the human metabolic network.

E. coli

Gap-filling methods combined with systematic gene knockouts in E. coli [28],

were used to discover new metabolic functions for the classic glycolytic enzymes phos-

phofructokinase and aldolase. Single, double, and triple knockout strains of central

metabolic genes were grown on 13 different carbon sources. Concurrently, the same

gene knockouts and growth conditions were simulated using the E. coli GEM. Sev-

eral discrepancies between model predictions and experimental results were related

to talAB interactions in the pentose phosphate pathway and could not be reconciled.

A metabolomic analysis identified a new metabolite, sedoheptulose-1,7-bisphosphate,

that had not been previously characterized. Using metabolic flux analysis and in vitro

enzyme assays, the investigators confirmed that phosphofructokinase carries out the

reaction and that glycolytic aldolase can split the seven-carbon sugar into three- and

four-carbon sugars, glyceraldehyde-3-phosphate (G3P) and D-erythrose 4-phosphate

(E4P) respectively.

Yeast

An analysis of synthetic lethal screens and gap-filling methods were used to

correct incorrect pathways leading to NAD+ synthesis in yeast [30]. The study compared

an experimental set of genetic interactions for metabolic genes against interactions that
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were predicted by FBA. Using machine-learning techniques, key changes to the metabolic

network that improved model accuracy were identified. Model refinement identified one

of the two NAD+ biosynthetic pathways from amino acids in the GEM as a source of

inaccurate predictions. Using growth screens with mutant strains, the authors validated

that the synthesis of NAD+ from amino acids was only possible from L-tryptophan

(L-trp) but not from L-aspartate (L-asp).

1.5.4 Adaptive laboratory evolution in the discovery process.

In contrast to false negatives, false positives arise when the model predicts growth,

but experiments show no growth (Figure 1.3D). False positives occur in cases where

experimental data show a particular gene to be essential but model simulations do not.

Metabolic models can be used to predict efficient compensatory pathways, after which

cloning and overexpression of these pathways are performed to investigate whether they

restore growth and to help determine why these compensatory pathways are not active in

mutant cells.

Discovering context-specific regulatory interactions using false positive predictions

Cloning and overexpression of a false positive associated gene has been demon-

strated for a ppc knockout of Salmonella enterica serovar Typhimurium [39]. A metabolic

model of S. Typhimurium predicted that the cells could route flux through the glyoxylate

shunt when ppc is removed due to the backup function of isocitrate lyase encoded by

aceA. However, the ppc cells were nonviable experimentally. The protein IclR is a tran-

scription factor that regulates the transcription of genes involved in the glyoxylate shunt,

including aceA. Therefore a dual knockout ppciclR mutant was constructed. Growth was

restored in this double mutant at 60

Adaptive laboratory evolution can also be used to reconcile false positive predic-
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tions. Often, cell populations may need time to adapt to a genetic change or shift in media

conditions, giving them the appearance of slow or no growth, despite a model prediction

of growth. However, it has been shown that incorrect predictions of in silico models based

on optimal performance criteria may be incorrect due to incomplete adaptive laboratory

evolution under the conditions examined. It has been shown that E. coli K-12 grown on

glycerol over 40 days (or about 700 generations) and subjected to a growth rate selection

pressure (passing a small fraction of the fastest growers) achieves a final growth rate that

is predicted by the GEM [33]. The quantitative prediction of growth rates is discussed in

section 4. Thus, a false positive result may indicate that the model is in fact correct and a

researcher should be patient while the cell adapts to achieve the model-predicted growth.

1.5.5 Recapitulation

Given that our knowledge of any target organism is incomplete, its network

reconstruction will also be incomplete. Thus, failures in GEM prediction of qualitative

outcomes of growth capability are informative about the completeness of a network

reconstruction and the consistency of its content. Furthermore, these approaches can

be extended beyond model improvement. As genome editing techniques improve, in

silico prediction of the effect of multiple gene-knockouts will be vital for contextualizing

results of knockout studies and engineering genomes to achieve a desired phenotype

[40]. Additionally, reconciliation of model false negatives have been used to explore

the role that underground metabolism plays in adapting to alternate nutrient environ-

ments [41]. The algorithmic procedures that have been developed to address failure

of prediction have led to some computer-generated hypotheses resulting in productive

experimental undertaking. Further reading about the gap-filling process and algorithms

for its implementation are available in Supplemental Table 1 of [17].
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1.6 Quantitative phenotype prediction through

optimality principles

The previous section treated qualitative predictions that relate to the presence

or absence of parts from a reconstruction. Quantitative predictions of phenotypic func-

tions are more challenging, but possible. The ability to compute quantitative organism

functions from a genome-scale model represents a grand challenge in systems biology.

Quantitative predictions are achievable with GEMs (even if they are based on incomplete

reconstructions) by deploying cellular optimality principles. Evolutionary arguments

underlie the deployment of optimality-based hypotheses. Phenotypes maximizing a

hypothesized fitness function (as represented by an objective function) can be computed

with constrained-optimization methods [19].

As for qualitative binary predictions of possible growth states, incorrect quantita-

tive predictions often lead to new biological hypotheses and understanding. However, the

discoveries arising from quantitative phenotype predictions are typically of a different

nature than qualitative predictions. Rather than relating to missing reconstruction content

(Section 3), the discoveries from quantitative phenotype prediction often relate to broad,

fundamental organismal constraints [42, 43] and evolutionary objectives and trade-offs

[44]. Quantitative phenotype prediction has also proven to be a useful capability for

bioengineering applications. By optimizing an engineering (instead of evolutionary)

objective, the best possible performance of an engineered biological system can be de-

termined. Furthermore, the specific flux states needed to achieve high performance can

guide engineering design [45].
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Figure 1.4: Quantitative phenotype prediction using optimization A. Quantitative
phenotype prediction is an iterative workflow. First, hypothesized biological constraints
and objectives are formulated mathematically, and computational optimization is used
to determine optimal phenotypic states (see Section 2). The predicted phenotypic states
can then be compared to experimental measurements to identify where predictions are
consistent. When consistent, the hypothesized evolutionary objective and constraints
are validated. When inconsistent, laboratory evolution can be used to gain further
insight as to why the computed and measured states differ. Examples of validation of
quantitative phenotypes are detailed in 4B and further hypotheses derived from incorrect
predictions are detailed in 4C. B. The generic workflow in 4A has been successfully
applied to several classes of phenotypes. i) Nutrient utilization ratios can be predicted
by maximizing biomass flux [46]. ii) Central carbon metabolism fluxes can be predicted;
for some organisms, much of the variability in flux can be attributed to biomass flux
maximization [47]. iii) The ratio of organism abundances and nutrient exchanges can
be predicted for both natural and synthetic communities. Note that one important
feature of quantitative phenotype predictions is that optimal flux solutions are often
not unique. To address this, flux variability analysis (FVA) [48] can be used to identify
the ranges of possible fluxes. It should be noted that non-uniqueness is not necessarily
a handicap of COBRA as biological evolution can come up with alternate solutions
[49]. C. Inconsistencies with model predictions have led to the appreciation of new
constraints and objectives underlying cellular phenotypes. i) Inconsistent predictions in
by-product secretion have led to the hypothesis that membrane space limits membrane
protein abundance and metabolic flux [43]. ii) The range of metabolic fluxes observed
across different environments have led to the realization that fluxes can be understood
as simultaneously satisfying multiple competing objectives, such as growth and cellular
maintenance. Multi-objective optimization algorithms find solutions that maximize
multiple competing objectives. D. Accurate prediction of quantitative phenotypes has
led to prospective design of biological functions. A number of algorithms have been
developed that predict genetic and/or environmental perturbations required to achieve a
bioengineering objective. Relevant bioengineering objectives have included biosensing,
bioremediation, bioproduction, the creation of synthetic ecologies, and the intracellular
production of reaction oxygen species (ROS) to potentiate antibiotic effects.
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1.6.1 Workflow for quantitative phenotype prediction

Quantitative phenotypes can be predicted through the same computational pro-

cedures used for qualitative growth predictions (Figure 1.4A). An objective (either

evolutionary or engineering) is assumed, and maximized computationally (subject to flux

balance and other constraints). The flux state(s) that maximize the objective are then the

predicted quantitative fluxes. These predictions can then be compared to experimental

measurements. In cases of agreement, the evolutionary hypothesis is supported. In

cases of a disagreement between experimental and theoretical predictions, either the

biological system has not been exposed to the selection pressure to reach the theoretical

optimum (i.e., the assumed evolutionary objective is incorrect or partially correct), or

there are missing biological constraints that affect the theoretical predictions (i.e., the

relevant biological constraints are incomplete). Experimental evolution can discriminate

these alternatives [33, 47] by exposing the biological system to the appropriate selection

pressure, leading it to evolve towards the stated optimum. For example, in one study,

strains carrying deletions of one of six metabolic genes were evolved on four different

carbon sources. A total of 78

1.6.2 Flux variability analysis (FVA) calculates possible flux states

Flux balance analysis computes an optimal objective value and a flux state that is

consistent with that objective (and all of the imposed constraints). While the objective

value is unique, multiple flux states can typically support the same objective value in

genome-scale models. For this reason, flux variability analysis (FVA) is used to determine

the possible ranges for each reaction flux [48]. With FVA, the objective value is set

to be equal to its maximum value, and each reaction is maximized and minimized.

For some fluxes, their maximum value will be equal to their minimum, enabling a
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specific prediction. For others, there may be a wide range of possible values due to

alternative pathways. Often, a parsimonious flux state is also assumed and computed

with parsimonious-FBA (pFBA) [50]. With pFBA, the sum of fluxes across the entire

network is minimized (again, subject to the optimal objective value determined); pFBA

will eliminate some alternative pathways. Typically, many reaction fluxes can by uniquely

predicted with optimality and parsimony assumptions. Additional biological constraints

in next-generation models (Section 6) reduce the possible flux states further [51].

1.6.3 Types of possible (evolutionarily optimal) quantitative predic-

tions

The simplest type of quantitative phenotype predictable with constraint-based

models is nutrient utilization. While metabolic models do not predict absolute rates

of nutrient uptake, they predict the optimal ratios at which nutrients are utilized. For

example, metabolic models predict an optimal oxygen uptake rate relative to the carbon

source uptake rate (resulting in a predicted optimal ratio between the two nutrients). In

an early study, the ratios of oxygen and carbon uptake were shown to be predictable

for a number of carbon sources in E. coli [46]. In a later study, E. coli was evolved

in the laboratory on a carbon source (glycerol) for which the wild-type strain did not

match the predicted nutrient utilization; after evolution, the strain exhibited the optimal

uptake rates predicted theoretically (Figure 1.4B) [33]. Comparison of experimental and

predicted phenotypes therefore reveals the environments to which an organism has been

evolutionary exposed.

Metabolic fluxes for central carbon metabolism can be estimated with 13C car-

bon labeling experiments, making them candidates for quantitative prediction (Figure

1.4B). Since the dimensionality of carbon labeling data is larger than that for nutrient

uptake, there is more opportunity to dissect the differences in computed and measured
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fluxes to better understand the multiple objectives and constraints underlying microbial

metabolism. Impressively, the biomass objective function can explain a large amount of

the variability of fluxes [52]. Failure modes in prediction have led to the appreciation

of the importance of protein cost [53], and membrane [43] and cytoplasmic spatial con-

straints [42], which affect the optimal flux state (Figure 1.4C). Furthermore, failure modes

have led to the understanding that metabolism is simultaneously subject to multiple com-

peting evolutionary objectives, resulting in trade-offs (e.g., growth versus maintenance)

employed by different species (Figure 1.4C). In this way, outliers in quantitative predic-

tions can improve the understanding of constraints and objectives underlying a particular

organisms metabolism. Optimality principles from stoichiometric models have also been

expanded from single populations of cells to microbial communities. To model microbial

communities, multiple species are linked together through the exchange of nutrients

extra-cellularly [54] or through direct electron transfer [55]. The secretion rate from one

species limits the uptake rate for others, resulting in balanced species interactions. For a

number of cases of communities composed of two or three members, the optimal rate

of nutrient exchange and the ratio of the species in the population [56] can be predicted.

The effects of spatial organization of community members are also being uncovered

[57]. The constraints on nutrient flow between organisms (e.g., diffusion) have proven

to be important for predicting community composition and behavior, highlighting the

importance of abiotic constraints and community structure in the behavior of biological

communities.

Evolution is a natural counterpart to optimality-based predictions with constraint-

based methods. Constraint-based optimality predictions have focused on predicting the

endpoints of short-term experimental evolution. However, this scope of application has

increased in recent years to study long-term phenotypic and enzyme evolution [58, 59].
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1.6.4 From optimality principles to prospective design

Quantitative phenotype prediction via optimization is also commonly used for

bioengineering applications (Figure 1.4D). For example, in metabolic engineering, opti-

mal pathway yields are used to prioritize pathways to be built into a production strain and

to benchmark their performance. Furthermore, the flux states required to achieve these

optima (and how they differ from wild-type growth states) can guide strain design [60].

A number of design algorithms have been built to work with metabolic models

and predict the genetic and environmental modifications to increase performance [61,

62]. While many design algorithms and applications have been focused on metabolite

production (e.g., for production of fuels and chemicals), metabolic models have also

been utilized for the design of biosensors [63] and biodegradation [64, 65]. Also, design

has expanded beyond single populations to microbial communities/ecosystems [66].

1.6.5 Recapitulation

Quantitative phenotype predictions initially focused on simple physiological pre-

dictions and are still expanding to more complex phenotypes, biological systems [67],

and environments. Although there have been notable successes of quantitative phenotype

prediction, certain phenotypes are still difficult to predict. Historically, difficult predic-

tions have led to the development of new computational methods and an appreciation

of new biological constraints. Supplemental Table 2 (Evaluation of Model Capabilities)

in [17] summarizes several types of predictions and the approximate performance of

constraint-based methods utilized to date. The expansion in the scope and accuracy

of predictions continues today with models of increased scope [53, 68], discussed in

section 6. Thus far, quantitative phenotypes have been limited primarily to microbial

systems and, more recently, plants [69, 70]. For multi-cellular organisms, specialized
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cell types support the fitness of the entire organism. Cell-type specific objectives have

been constructed [71], though they typically are used for qualitative (Section 3) instead

of quantitative phenotype prediction. Instead, quantitative phenotypes in multi-cellular

organisms are typically determined through model-driven analysis of experimental data,

discussed in Section 5.

1.7 Multi-omic data integration: constraining and ex-

ploring possible phenotypic states

With the expanding quantity of omics and other phenotypic data, there is an

increasing need to integrate these datasets to drive further understanding and hypothesis

generation. Phenotypic data types can be integrated with metabolic GEMs to determine

condition-specific capabilities and flux states in the absence of assumed objectives

(Section 4). Computational methods that identify the possible range of phenotypic states

given the measured data allow one to quantify the degree of (un)certainty in metabolic

fluxes. Some types of data are quantitative and directly indicative of metabolic fluxes,

whereas other data are qualitative or indirectly related to metabolic fluxes. By layering

different data types, the true state of a biological system can be determined with increased

precision. The need for formal integration of disparate data types represents a grand

challenge that has been termed Big Data to Knowledge (BD2K, bd2k.nih.gov).
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Figure 1.5: Data integration and exploration of possible cellular phenotypesA. The
general workflow for multi-omic data integration begins with the conversion of the
experimental data into model constraints (see Figure 1.5B). This procedure results in
cell-type (e.g. neuron, macrophage) and condition-specific (e.g. healthy vs. diseased)
models that represent the metabolic capabilities of those specific cells (see Figure 1.5C).
Several computational procedures can then be used to explore the metabolic capabilities
and determine achievable phenotypes systematically (see Figure 1.5D). Evaluation of
these phenotypic capabilities and comparison of different cells or environments leads
to identification of their molecular differences (see Figure 1.5E). Additionally, if the
original experimental data cannot precisely distinguish between certain metabolic states,
additional targeted experiments can be designed and integrated as further constraints.
B. Numerous data types can be integrated into metabolic models. Some directly
affects model structure and variables (e.g. growth rate, biomass composition, exchange
fluxes, internal fluxes and reaction directionality). Standard processing of these data
types allows for integration into the model. Other data types affect metabolic fluxes
more indirectly. As such, different computational methods exist for formulating the
appropriate constraints (Table 1). C. Experimental data is integrated to construct cell-
type and/or condition-specific models. These models represent the metabolic capabilities
in a certain state, and are then used for further inquiry (see Figures 5D,E). Specific
algorithms for building cell-type specific models from gene expression data include
MBA [72] and GIMME [73]. D. After adding constraints to the model, computational
procedures are used to assess the implication of the experimental data on metabolic
fluxes. The two main methods for querying the consequences of the measured data
on a cells phenotypes are flux variability analysis (FVA) and Markov-chain Monte-
Carlo (MCMC) sampling. i) FVA determines the maximum and minimum values of all
metabolic fluxes. ii) MCMC sampling randomly samples feasible metabolic flux vectors
(usually resulting in tens to hundreds of thousands of flux vectors). These sampled flux
vectors can then be used to derive the distribution of possible flux values for a given
metabolic reaction. E. Often a comparative approach is employed in which experimental
data from two conditions are used to generate two condition-specific models. Then, the
achievable phenotypes of the two states are compared (e.g. though MCMC sampling,
see Figure 1.5D).
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1.7.1 Workflow for multi-omic data integration

The overall procedure for multi-omic integration with genome-scale models is an

iterative workflow (Figure 1.5A). Once experimental data from the particular biological

system under study is obtained, it is converted into constraints on model function (Figure

1.5B). The successive application of experimentally derived constraints to the reaction

network results in the generation of a cell-type and condition-specific model (Figure

1.5C). Several computational procedures can then be used to explore the metabolic

capabilities and achievable phenotypes of the experimentally constrained model (Figure

1.5D). Evaluation of these phenotypic capabilities and comparison of different cells

or environments leads to identification of their molecular differences (Figure 1.5E),

providing biological insight and driving further hypotheses.

1.7.2 Converting data to model constraints

Successive imposition of constraints is a basic principle of COBRA [74]. Some

data types can be directly converted into constraints on model variables. Biomass

composition and growth rate affect the metabolic demands of cellular growth [20]. Time-

course exo-metabolomics can be used to set the uptake and secretion rates of nutrients

[75]. Intracellular quantitative metabolomics combined with reaction free energies can

discern condition-specific reaction directionalities [76]. Isotopomer distributions from

cellular biomass or metabolite pools can be used to infer and constrain intracellular fluxes

[77]. These data can be used separately or combined to identify with increasing precision

the true state of the cell.

Other data types affect metabolism more qualitatively. In theory, quantitative

metabolite, transcript, and protein levels can be used to constrain metabolism quantita-

tively, but in practice this requires many parameters that are hard-to-measure and are
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organism-specific. Instead, these data types can be used as qualitative constraints relating

to gene product or metabolite presence/absence; that is, if a metabolite is present, a

reaction must be active that produces it [78], and if a gene product is absent, its catalyzed

reactions cannot carry flux [72, 79]. Similarly, regulatory interactions can be added to

affect the presence/absence of a gene product based on condition-specific activity of a

transcription factor [80].

1.7.3 Cell-type and condition-specific models

Starting from a large reconstructed reaction network (e.g., representing all

metabolic reactions encoded in the human genome [81]), the imposition of experimental

data results in the generation of cell-type and condition-specific models. Experimentally

derived constraints pare down the achievable phenotypes from those encoded by the

totality of the cells genome. By eliminating phenotypes that cannot be achieved, this

new model represents the capabilities of the particular cell-type and environment assayed.

This model summarizes the experimental data in a self-consistent and integrated format,

and forms the starting point for further computational and biological inquiry [78, 82]

(see Figure 1.5D,E).

1.7.4 Quantifying uncertainty

Once a cell-type and condition-specific model is created, computational methods

are used to determine the possible flux states of the cell. Flux variability analysis (FVA,

which is described in section 4) [48] can be used to determine the range of fluxes that

are consistent with the experimental data. A more refined approach is flux sampling [83]

(typically with Markov Chain Monte Carlo, MCMC, methods), which determines the

distribution of fluxes for all reactions (instead of simply the range). When no cellular
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objective is assumed, the feasible flux space is very unconstrained and a particular

reaction could be operating at nearly any flux value. As more data is layered, the feasible

flux space decreases. When no objective is assumed, fluxes are rarely precisely known,

and many will remain completely unknown. However, an imprecisely known flux space

is often sufficient to discern differences between two environments/states as discussed in

the following subsection.

1.7.5 Using computed states to drive discovery

Once the range of possible phenotypic states is quantified, they must be analyzed

to gain biological insights. Often a comparative approach is employed, in which two

experimental states (e.g., neurons from Alzheimers disease patients compared to healthy

controls [84]) are compared. Reactions that have a non-overlapping FVA range must be

different between the two states, and can be indicative of important metabolic changes. In

cases where the FVA ranges are overlapping, the flux distributions from MCMC sampling

can still be different that is, the reactions are likely different between the two states, but

the current experimental data is insufficient to guarantee it.

Pathway visualization is also helpful in gaining insight into changes in cell

statesfluxes (or flux ranges) are most comprehensible in a network context. A few

tools exist for the visualization of metabolic fluxes; some are based on static maps [10],

whereas others create auto-generated layouts and new tools allow for the drawing of maps

based on flux solutions [85]. Finally, identifying reactions or subsystems that remain

partially identified (e.g., based on a large FVA range) can guide further experimentation,

resulting in an iterative computational and experimental elucidation of a cells state.
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1.7.6 Recapitulation

GEMs can be used to integrate numerous data types. In fact, as more experimen-

tally derived constraints are successively imposed, analysis often becomes easier (as the

range of possible solutions shrinks [18]), instead of more challenging as often occurs with

statistically based data integration procedures. A current challenge with metabolic GEMs

is the explicit integration of data types that do not directly reflect metabolic fluxes (e.g.,

transcriptomics, proteomics, and regulatory interactions). This challenge is primarily

due to the fact that these processes are not explicitly described in metabolic models.

Expansions of metabolic models to encompass gene expression hold promise to address

this challenge and are discussed in section 6.

1.8 Moving beyond metabolism to molecular biology

Up to this point, this Primer has focused on metabolic models, or M-Models.

M-models have reached a high degree of sophistication after 15 years of development,

resulting in standard operating procedures for their construction [14] and use [5]. How-

ever, M-Models are limited in their explicit coverage to metabolic fluxes. Thus, a grand

challenge in the field has been to expand the concepts of constraint-based models of

metabolism to other cellular processes to formally include more disparate data types in

genome-scale models [86].
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Figure 1.6: Expansion of genome-scale models to encompass molecular biology A.
Metabolic models have been expanded to encompass the processes of proteome synthesis
and localization as well as data on protein structures. Models including protein synthesis
and localization are referred to as ME-Models, which stands for metabolism and gene
expression. GEM-PRO refers to genome-scale models integrated with protein structures.
For GEM-PRO, a combination of structural data directly references the GPRs in the
metabolic reconstruction; structures can be obtained from experimental databases or
homology modeling. The E. coli ME-Model mechanistically accounts for 80B. Addition
of cellular processes vastly increases the predictive scope of models. ME-Models can
predict biomass composition, abundances of protein across subsystems, and differential
gene expression in certain environmental shifts (in addition to the predictions possible
with M-Models); like FBA these were predicted by assuming growth maximization as
an evolutionary objective, though the specific optimization algorithm differs due to the
addition of coupling constraints. GEM-PRO has been used to predict the metabolic
bottlenecks and growth defects of changes in temperature on protein stability and
catalysis; protein stability is predicted with structural bioinformatics methods and then
used to limit the catalyzed metabolic flux. The uses of these integrated models are just
beginning to be explored.
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1.8.1 Computing properties of the proteome

The process of addressing this grand challenge has begun (Figure 1.6A). Recently,

genome-scale network reconstructions have expanded to encompass aspects of molecular

biology. Two significant expansions are genome-scale models integrated with protein

structures, GEM-PRO, and integrated models of metabolism and protein expression, ME-

Models. GEM-PRO allows for structural bioinformatics analysis to be performed from

a systems-level perspective, and have those results in turn affect network simulations.

ME-Models allow for the simulation of proteome synthesis, and account for the capacity

and metabolic requirements of gene expression.

1.8.2 A structural biology view of cellular networks

GEM-PRO reconstructions can have varying degrees of detail, which affects the

types of analysis possible. So far, GEM-PRO reconstructions have been created for T.

maritima [87] and E. coli [68, 88]. Initial reconstructions have focused on single peptide

chains [87], and utilized homology modeling to fill in gaps where organism-specific

structures have not been identified. Further reconstruction detail has included protein-

ligand complexes [68] and quaternary protein assemblies [88]. To link the structures

to the metabolic model, structural data directly references the GPRs in the metabolic

reconstruction. For cases of protein-metabolite complexes, the metabolites also need

to be properly annotated in the structural data. The structural reconstruction therefore

provides a physical embodiment of the gene-protein-reaction relationship.

There are a few notable cases demonstrating the unique analysis possible with the

combination of protein structures and network models. In T. maritima, network context

and protein fold annotations were combined to test alternative models for pathway

evolution [87]. The T. maritima GEM-PRO supported the patchwork model for genesis
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of new metabolic pathways. In E. coli, the effect of temperature on protein stability

and enzyme activity was simulated at the systems level, recapitulating the effects of

temperature on growth [68]. Also in E. coli, protein-ligand interactions were combined

with gene essentiality predictions to discover new antibiotic leads and off-targets [88].

These examples just scratch the surface of analyses made possible with the integration of

network and structural biology.

1.8.3 Modeling molecular biology and metabolism

ME-Models formalize all of the requirements for biosynthesis of the functional

proteome (Figure 1.6B). They compute the proteome composition and its integrated func-

tion to produce phenotypic states and all the metabolic processes needed for its synthesis.

This represents an integrated view of metabolic biochemistry and the core processes

of molecular biology. As with GEM-PRO, the first ME-Models were formulated for T.

maritima [51] and E. coli [53, 89].

The reconstruction of a ME-Model starts with the formation of reactions for

gene expression and enzyme synthesis [90]. The processes explicitly accounted for in

ME-Models are very detailed, including transcription units and initiation and termination

factors for transcription, tRNAs and chaperones needed for translation and protein

folding, and metal ion and prosthetic group requirements for catalysis. In other words,

the reconstructions strive to match as closely as possible all the biochemical processes

required to synthesize fully functional enzymes. To create a ME-Model, the reactions for

enzyme synthesis are coupled to the totality of metabolic reactions with pseudo-kinetic

constraints, termed coupling constraints [91, 51]. These constraints relate the abundance

of an enzyme (or any recyclable chemical species, e.g., mRNA, tRNA), to its degradation

rate and catalytic capacity.

ME-Models thus significantly expand the scope of phenotype predictions possible



40

to include aspects of transcription and translation. RNA and protein biomass composition

are variables in ME-Models, and are no longer set a priori (as in the biomass objective

function of M-Models). ME-Models predict the experimentally observed linear changes

in the ratio of RNA-to-protein mass fractions as a consequence of changes in protein

synthesis demands [53]. Furthermore, the mass fractions of protein subsystems agree well

with those predicted by the ME-Model. This shows that the broad distribution of protein

subsystem abundance is predictable using optimality principles and the comparison

reveals that some subsystems were under-predicted, thus identifying them as gaps in

knowledge and targets for further reconstruction and model refinement [92]. While the

quantitative prediction of individual protein abundances is currently out of scope of the

ME-Model (as these demands depend on enzyme-specific kinetics) the ME-Model has

been shown to accurately predict differential expression across certain environmental

shifts, due to the differential requirements of proteins across conditions (a more qualitative

than quantitative prediction) [51].

A recent expansion to the ME-Model includes the addition of protein transloca-

tion, allowing for the localization of protein to be computed [92] (i.e., into cytoplasm,

periplasm, inner and outer membrane). Translocase abundances and compartmentalized

proteome mass was accurately predicted from the bottom-up based on optimality princi-

ples. Addition of compartmentalization also allows for membrane area and cytoplasmic

volume constraints to be formalized, which, if combined with GEM-PRO, approaches a

digital embodiment of a three-dimensional cell.

1.8.4 Recapitulation

Metabolic models are limited in their predictive ability dictated by the scope of

the reconstruction. Nearly all of the predictions of metabolic models outlined in the

previous sections can be refined and expanded with GEM-PRO or ME-Models. Advances
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to include protein structures and protein synthesis open new vistas for constraint-based

modeling.

The scope of genetic perturbations (Section 2) that can be simulated is signifi-

cantly larger due to the inclusion of genes for gene expression (and accounting for protein

cost) and the effects of coding mutations on protein structures; GEM-PRO also expands

the scope of environmental perturbation to enable simulation of changes in temperature.

GEM-PRO allows for new gap-filling approaches (Section 3) based on structural bioin-

formatics methods. ME-Models expand the scope of quantitative molecular phenotypes

to include transcript and protein levels (Section 4), and transcriptomics and proteomics

can be analyzed in mechanistic detail (Section 5).

With the added capabilities of GEM-PRO and ME-Models also come additional

computational challenges. While single optimization calculations with M-Models take

less than a second on a modest laptop computer, growth-maximization with a ME-Model

can take over an hour. The ME-Model also requires specialized high-precision solvers.

Many promising applications of GEM-PRO will require simulation of protein dynamics

with molecular dynamics (MD) and hybrid quantum mechanics/molecular mechanics

(QM/MM) simulations on protein structures. High-performance computing environments

are required for such simulations, and there is a pervasive trade-off between the precision

of simulations and the scope of structural coverage. However, advances in high-precision

solvers for ME-Models [93] and structural simulations for GEM-PRO are rapid and

are likely to ameliorate these challenges. Like discoveries enabled by comparing M-

Model predictions to experimental data, we anticipate much biology can be learned

from comparing in silico and in vivo proteome allocation [94], leading to increasingly

predictive models. The E. coli ME-Model currently encompasses many key cellular

functions, covering 80
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1.9 Perspective

Genome-scale models have been under development since the first annotated

genome-sequences appeared in the mid to late 1990s. For most of this history, the focus of

GEMs has been on metabolism. After initial successes with metabolic GEMs it became

clear that the same approach could be applied to other cellular process that could be

reconstructed in biochemically accurate details. Thus, a vision was laid out in 2003 that

the path to whole cell models was conceptually possible and that such models could be

used as a context for mechanistically integrating disparate omic data types [86]. This

vision is now being realized. This Primer shows how six grand challenges in cell and

molecular and systems biology can be addressed using GEMs. A surprising range of

cellular functions and phenotypic states can be now dealt with.

We now have the tools at hand to develop quantitative genotype-phenotype

relationships from first principles and at the genome-scale. Current models of prokaryotes

account for metabolism, transcription, translation, protein localization, and protein

structure. Processes not described in the current ME models will be systematically

reconstructed over the coming years to gain a more and more comprehensive description

of cellular functions. Biology can thus look forward to the continued development and

use of a mechanistic framework for the study of biological phenomena as physics and

chemistry have enjoyed for over a century.
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Chapter 2

Genome-scale models of metabolism

and gene expression extend and refine

growth phenotype prediction

All models are wrong, but some are useful.
—George E. P. Box

2.1 Abstract

Growth is a fundamental process of life. Growth requirements are well character-

ized experimentally for many microbes; however, we lack a unified model for cellular

growth. Such a model must be predictive of events at the molecular scale and capable

of explaining the high-level behavior of the cell as a whole. Here, we construct an ME-

Model for Escherichia coli—a genome-scale model that seamlessly integrates metabolic

and gene product expression pathways. The model computes ∼80% of the functional

proteome (by mass), which is used by the cell to support growth under a given condition.

Metabolism and gene expression are interdependent processes that affect and constrain

44
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each other. We formalize these constraints and apply the principle of growth optimization

to enable the accurate prediction of multi-scale phenotypes, ranging from coarse-grained

(growth rate, nutrient uptake, by-product secretion) to fine-grained (metabolic fluxes,

gene expression levels). Our results unify many existing principles developed to describe

bacterial growth.

2.2 Introduction

The genotype-phenotype relationship is fundamental to biology. Historically,

and still for most phenotypic traits, this relationship is described through qualitative

arguments based on observations or through statistical correlations. Understanding the

genotype-phenotype relationship demands vantage points at multiple scales, ranging from

the molecular to the cellular. Reductionist approaches to biology have produced ‘parts

lists’, and successfully identified key concepts (e.g., central dogma) and specific chemical

interactions and transformations (e.g., metabolic reactions) fundamental to life. However,

reductionist viewpoints, by definition, do not provide a coherent understanding of whole

cell functions. For this reason, modeling whole biological systems (or subsystems) has

received increased attention.

A number of modeling approaches have been developed to predict systems-

level phenotypes. What distinguish these models from each other are the underlying

assumptions they make, the input data they require, and the scope and precision of their

predictions [95]. The type of modeling formalism employed is influenced by all of

these distinguishing characteristics [96]. Genome-scale optimality models of metabolism

(termed as M-Models) have made much progress in recent years as they require only basic

knowledge of reaction stoichiometry, are genome-scale in scope, and have fairly accurate

predictive power. Recently, M-Models have been extended to include the process of
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gene expression (termed as ME-Models) [51, 89], opening up completely new vistas in

the development of microbial systems biology. On the heels of these developments, a

whole-cell model (WCM) of the human pathogen Mycoplasma genitalium appeared [97].

The WCM integrates many more cellular processes and can be used to simulate dynamic

cellular states; however, it depends on detailed molecular measurements of an initial

state (e.g., growth rate, biomass composition, and gene expression). While the model

described by Karr et al is a major advance toward whole-cell computation, many practical

applications rely on the ability to compute optimal phenotypic states. The WCM does

not have this ability owing to the disparate mathematical formalisms it employs. The

WCM and genome-scale optimality models thus have different capabilities and will find

use to predict and explain different biological phenomena.

Here, we construct an ME-Model for E. coli K-12 MG1655. The ME-Model is a

microbial growth model that computes the optimal cellular state for growth in a given

steady-state environment. It takes as input the availability of nutrients to the cell and

produces experimentally testable predictions for: (1) the cell’s maximum growth rate

(µ*) in the specified environment, (2) substrate uptake/by-product secretion rates at µ*,

(3) metabolic fluxes at µ*, and (4) gene product expression levels at µ*. The creation

of this model required the development of a new modeling formalism and optimization

procedure to couple gene expression with metabolism, which provided new insight

into growth rate- and nutrient limitation-dependent changes in enzymatic efficiency.

The model predicts three distinct regions of microbial growth, defined by the factors

(nutrient and/or proteome) limiting growth. We show that proteomic constraints improve

predictions of metabolism itself, rectifying dominant failure modes in M-Models. Finally,

we compute gene expression changes as the cell transitions through and between the

different growth regions. The ME-Model computes measurable coarse- and fine-grained

cellular and molecular phenotypes, and provides unity in the field by reconciling a variety
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of principles related to cellular growth at various scales of complexity.

2.3 Results

2.3.1 Integration of genome-scale reaction networks of protein syn-

thesis and metabolism

To create an ME-Model for E. coli, we started from two previous network re-

constructions. The first reaction network includes all known metabolic pathways as of

late 2011 [98] and is referred to as the M-Model throughout. The second accounts for

reactions that describe gene expression and the synthesis of functional macromolecules

in a mechanistically detailed manner [90]. The two reaction networks were integrated

(see Materials and methods), and reactions and gene functions in both networks were

updated to reflect gaps in knowledge that have been filled since their creation. We

updated subunit stoichiometries for hundreds of multiprotein complexes and expanded

the types of prosthetic groups, cofactors, and post-translational modifications required

for catalytic activity (Materials and methods; Supplementary Table S1 in [53]). The

scope and coverage of cellular processes in the integrated network is extensive. The

integrated network mechanistically links the functions of 1541 unique protein-coding

open reading frames (ORFs) and 109 RNA genes; it thus accounts for ∼35% of the 4420

protein-coding ORFs, ∼65% of the functionally well-annotated ORFs [99], and 53.7% of

the non-coding RNA genes identified in E. coli K-12 [8]. In total, 1295 unique functional

protein complexes are produced. Taken together, these complexes account for 80-90% of

E. coli’s expressed proteome by mass (Supplementary Table S2 in [53]).

The integrated reaction network covers and accurately predicts a large proportion

of essential cellular functions. It includes 223 of the 302 (73.8%) genes classified as
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essential for cell growth under any condition [100] (Supplementary Table S3A in [53]),

and 166 of the 206 functions (80.6%) estimated as essential for a minimal organism [101]

(Supplementary Table S3B in [53]). In silico prediction of gene essentiality in glucose

M9 minimal media results in an accuracy of 88.8% (precision=60.4%, recall=75%,

Supplementary Table S4 in [53]). One of the dominant failure modes of essentiality

predictions is due to the assumption that all tRNA and rRNA modifications are essential;

removing these genes from predictions increases performance notably (accuracy=92.3%,

precision=75.3%, recall=75%, Supplementary Table S4 in [53]). This accuracy is on par

with previous approaches using the metabolic reaction network alone (accuracy=91.2%,

precision=81%, recall=68%) [98]. Many of the key differences between the M-Model and

the ME-Model essentiality predictions are due to the mechanistic treatment of cofactor

and prosthetic group synthesis and utilization in the ME-Model. Specifically, for a protein

complex to be functional in the ME-Model it has to contain the embedded prosthetic

groups required for function; while this change in model structure results in some false

predictions of essentiality compared with M-Models (which include all prosthetic groups

in a biomass objective function that does not change across conditions), the essentiality

predictions in the ME-Model can be directly related to the essential enzymes requiring

the prosthetic group.

2.3.2 Growth demands and general constraints on molecular catal-

ysis

To compute functional states of the integrated network, growth demands are first

imposed. Growth requires the replication of the organism’s genome and synthesis of a

new cell wall to contain the replicated DNA. In the ME-Model, growth rate-dependent

DNA and cell wall demand functions formalize these requirements (Figure 2.1A; Sup-

plementary information in [53]). We derived these demand functions from growth
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rate-dependent trends in cell size [102] and DNA content [103, 104] (Supplementary

information in [53]). In addition, as in previous models, we imposed growth-associated

and non-growth-associated ATP utilization demands [105] as the ostensible energy re-

quirements [106, 43].
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Figure 2.1: Growth demands and coupling constraints leading to growth rate-
dependent changes in enzyme and ribosome efficiency. (A) Three growth rate-
dependent demand functions derived from empirical observations determine the basic
requirements for cell replication (detailed in Supplementary information in [53]). (B)
Coupling constraints link gene expression to metabolism through the dependence of
reaction fluxes on enzyme concentrations. (C, D) RNA:protein ratio predicted by the
ME-Model with two different coupling constraint scenarios, one for variable translation
rate versus growth rate (red lines) and one for constant translation rate (orange lines).
Experimental data in (C) obtained from Scott et al (2010). (E) Phosphotransferase
system (PTS) transient activity following a glucose pulse in a glucose-limited chemostat
culture (red) and glucose uptake before the glucose pulse (blue) is plotted as a function
of growth rate. The data shown were obtained from O’Brien et al (1980)). Data from
µ > 0.7 h−1 were omitted. (F) Data from (E) are used to plot glucose uptake as a fraction
of PTS activity. The resulting value is the fractional enzyme saturation (black line).
The fractional enzyme saturation predicted by the ME-Model is plotted as a function
of growth rate under carbon limitation (red dots). (G) The cartoon depicts changes in
extra- (blue) and intra- (green) cellular substrate (circle) and product (triangle) concen-
trations and metabolic enzyme (orange) and ribosome (purple/maroon) levels as the
concentration of a growth-limiting nutrient (and growth rate) increases. The dials show
ke f f /kcat , the effective catalytic rate over the maximum for metabolic enzymes (orange)
and ribosomes (purple/maroon).
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One large improvement is that RNA and protein are not included as demand

functions (as they are in M-Models; [20]; instead, expression of specific RNA and protein

molecules are free variables determined during ME-Model simulations. ‘Coupling

constraints’ [91, 51] relate the synthesis of RNA- and protein-based molecules to their

catalytic functions in the cell (Figure 2.1B). The coupling constraints are based on

parameters that define the effective catalytic rate (ke f f ) and degradation rate constant

(kdeg) of molecular machines (Supplementary information in [53]).

A nutritional environment is then defined by setting constraints on the availability

and uptake of nutrients. For a particular nutritional environment, there is a maximum

growth rate at which the cell can no longer produce enough RNA and protein machinery

to meet the demands of growth. The computed cellular state (biomass composition,

substrate uptake and by-product secretion, metabolic flux, and gene expression) at this

maximum growth rate is the predicted optimal response of the cell to the specified

nutritional environment.

2.3.3 Derivation of constraints on molecular catalytic rates

Previous studies disagree as to if ribosomes translate with the same efficiency

(amino acids per ribosome per second) across growth conditions [107, 108]. Here, we use

the ME-Model and available data to determine an appropriate constraint for ribosomal

efficiency as a function of growth rate. We find that if a constant translation rate of

20 amino acids per second is imposed as a constraint in the ME-Model, the model

predicts a linear growth rate-dependent RNA-to-protein ratio (Figure 2.1C), consistent

with the previous measurements [108]; however, the predicted RNA content does not

quantitatively match measured values. In particular, a constant translation rate results in

no RNA production in the limit of no growth. We therefore hypothesized that ribosomal

translation rate systematically varies with growth rate, and back-calculated a growth
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rate-dependent translation rate using measured growth rate-dependent RNA content

(Supplementary information in [53]). Ultimately, we recovered a Michaelis-Menten-type

rate law (Figure 2.1D) with a maximal rate (Vmax) of ∼20 amino acids per second,

consistent with previous findings for maximal ribosomal speed [104]; the rate law results

in a quantitative match of RNA content compared with experimental data (Figure 2.1C,

Pearson’s r=0.96). This rate law causes translation efficiency to increase under nutrient-

richer conditions, which recent experimental evidence supports [109, 110]. Interestingly,

when we applied the same Michaelis-Menten-type equations to constrain tRNA and

mRNA catalytic rates, we recovered maximal turnover rates highly consistent with

previous estimates (Supplementary information in [53]). The catalytic rates of metabolic

enzymes are variable as well, and tend to decrease when nutrients are limited. Both

metabolomics [111] and proteomics [110] data sets suggest a large-scale scaling of

enzyme efficiencies under nutrient limitation. We approximate these changes in metabolic

catalysis in the ME-Model with two minimal assumptions: (1) when the cell is nutrient-

limited, protein content is maximized (at a given growth rate) and (2) this protein content

specifically is metabolic enzymes not operating at their maximal catalytic rate [110] (i.e.,

ke f f /kcat < 1, see Figure 2.1G and Supplementary information, Optimization procedure

in [53]). These two assumptions allow us to predict average catalytic rates of metabolic

enzymes under nutrient limitation. The nutrient limitation-dependent shape of our

computed catalytic rates matches assays for glucose transporters under glucose limitation

[112] (Figures 2.1E and F), LacZ under lactose limitation [113] Supplementary Figure

S1A in [53]), and the enzyme efficiency in a small-scale optimality model accounting for

substrate concentrations with Michaelis-Menten kinetics [114] (Supplementary Figure

S1B in [53]). However, because the current ME-Model simulation procedure assumes that

ke f f decreases uniformly across metabolism, the model does not capture the importance

of specific enzymes for particular nutrient limitations; recent data sets [110] and kinetic
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models [115] can help us understand and model these trends better at the genome-scale.

2.3.4 Growth regions under varying nutrient availability

Upon derivation of the growth demands and molecular efficiencies, we investigate

high-level model behavior to variable nutrient availability. Unlike previous genome-scale

models [98, 89], growth rate in the ME-Model is a non-linear function of the substrate

uptake rate bound (Figure 2.2A), and eventually reaches a maximum. This behavior is

consistent with long-standing empirical models of microbial growth [116, 117], in which

growth is first nutrient-limited, but then limited by some intra-organismal bound.
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Figure 2.2: Predicted growth, yield, and secretion. (A) Predicted growth rate is
plotted as a function of the glucose uptake rate bound imposed in glucose minimal
media. Three regions of growth are labeled Strictly Nutrient-Limited (SNL), Janusian,
and Batch (i.e., excess of substrate) based on the dominant active constraints (nutrient
and/or proteome limitation). The proteome-activity constraint inherent in the ME-Model
results in a maximal growth rate and substrate uptake rate. The behavior of a genome-
scale metabolic model (M-Model) is depicted with an arrow. (B) Predicted growth
rates as a function of uptake of a limiting nutrient with glucose in excess. The shaded
regions correspond to those as labeled in (A). (C) Experimental (triangle) and ME-
Model-predicted (circle) acetate secretion in Nitrogen- (blue) and Carbon- (red) limited
glucose minimal medium are plotted as a function of growth rate. Data were obtained
from Zhuang et al (2011). The root-mean-square error (RMSE) between data and the
ME-Model is 0.12 (for comparison, RMSE=0.40 for the M-Model). (D) Experimental
(triangle) and ME-Model-predicted (circle) carbon yield (gDW Biomass/g Glucose)
in Carbon- (red) and Nitrogen- (blue) limited glucose minimal medium are plotted
as a function of growth rate. Data were obtained from Zhuang et al (2011). RMSE
between data and the ME-Model is 0.04 (for comparison, RMSE=0.07 for the M-Model).
(E) The cartoon depicts changes in extra- (blue) and intra- (green) cellular substrate
(circle) and product (triangle) concentrations and metabolic enzyme (blue/orange) and
ribosome (purple/maroon) levels during the Janusian region. Metabolic enzymes are
saturated throughout the entire Janusian region. To increase the growth rate, the cell
expresses metabolic pathways that have lower operating costs. (Pathways with the
smaller blue proteins taken to be 0.25 the cost of the pathways with larger orange
proteins.) A higher glucose uptake and turnover results, but energy yield is lower and
some carbon is ‘wasted’ and secreted (brown triangles). The dials show ke f f /kcat , the
effective catalytic rate over the maximum for metabolic enzymes (blue/orange) and
ribosomes (purple/maroon).
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Under nutrient-excess conditions, growth in the ME-Model is limited by internal

constraints on protein production and catalysis—the cell is ‘proteome-limited’—resulting

in a corresponding maximal growth rate (Figure 2.2A). This feature allows Batch culture

growth to be simulated without specifying nutrient uptake bounds; instead, the ME-Model

predicts a maximum batch growth rate and optimal substrate uptake rate.

Supporting the validity of the proteomic constraints limiting growth in Batch

culture, optimal Batch growth rates, substrate uptake rates, and biomass yields correlate

with experimental data for growth on different carbon sources (Supplementary Table S5

in [53]). The ME-Model predicted substrate uptake and biomass yield closely matches

laboratory evolved strains (Pearson’s r=0.89 and r=0.91, respectively) (Supplementary

Table S5C in [53], sensitivity analysis in Supplementary Table S6 in [53]). Though

less accurate, predicted growth rates by the ME-Model correlate with measured growth

rates in batch culture better than standard M-Models, in which growth rate is maximized

subject to a specified nutrient uptake, and the correlation increases when compared with

laboratory evolved strains (M-Model Pearson’s r=0.49, ME-Model Pearson’s r=0.61) as

opposed to wild-type strains (M-Model Pearson’s r=0.30, ME-Model Pearson’s r=0.39).

Other methods that include various approximate constraints on the total flux through the

metabolic network also show an increased performance in growth rate prediction, though

all computational methods [42, 118] still correlate better with each other than with the

experimental data (Supplementary Table S5B in [53]).

When the uptake of glucose is restricted below the amount required for optimal

growth in batch culture, the cell’s growth is carbon-limited. Growth rate linearly increases

with glucose uptake when glucose availability is low. In this region (termed as the Strictly

Nutrient-Limited (SNL) region in Figure 2.2A), the capabilities of the proteome are not

fully utilized as the proteome could process more incoming glucose if it was available

(Figures 2.1E-G). By varying the glucose availability, we find that a region exists in
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which the cell is both nutrient- and proteome- limited; we refer to this transition region as

the Janusian region [119]. ME-Model computations thus reveal three distinct regions of

microbial growth (Figure 2.2A; see Supplementary information, Optimization procedure,

Computational definition, and identification of growth regions in [53]).

When the uptake of non-carbon sources is restricted below the amount required

for optimal growth in batch culture, the cell’s growth is limited by that nutrient. Unlike

carbon-source limitation, we find the nutrient- and proteome-limited regions to be distinct

(Figure 2.2B). However, in the SNL region, growth is sometimes non-linear as a function

of uptake rate, due to changing biomass requirements (e.g., Sulfur and Magnesium).

2.3.5 Effect of proteome limitation on secretion phenotypes

To understand the proteome-limited growth regions in the ME-Model, we first

investigate trends in secretion phenotypes and biomass yield. Under glucose limitation,

different metabolic pathways are utilized in the Janusian region than in the SNL region,

resulting in acetate secretion (Figure 2.2C, red). This metabolic switch, combined

with growth rate-dependent ATP requirements, results in a concave biomass yield as a

function of growth rate (Figure 2.2D, red). Both the biomass yield and secretion trends

have repeatedly been experimentally observed [43]. The example of glucose limitation

provides an illustrative example for the general behavior in the Janusian growth region.

In the Janusian region, the cell increases its growth rate through differential expression of

pathways, as illustrated in Figure 2.2E. Due to proteome limitations, the cell switches to

pathways that require less protein mass but are lower in nutrient yield (defined as energy

and/or biomass precursors produced per molecule of limiting nutrient consumed). This

behavior is in contrast to that in the SNL region, in which high-yield pathways are optimal

(as in M-Models) and growth rate increases through changes in the effective catalytic rate

of metabolic enzymes (Figure 2.1G). These results provide further support that ‘overflow’



59

metabolism can be understood in terms of proteomic constraints, as suggested with a

small-scale model [114].

The ME-Model also predicts that acetate will be secreted at all growth rates when

E. coli is Nitrogen (Ammonium)-limited (Figure 2.2C, blue). Experimentally, acetate

is secreted under nitrogen limitation even at low growth rates [120]. This secretion

phenotype is explained by the ME-Model as follows: protein ‘saved’ by utilizing low-

yield carbon metabolism is diverted to synthesize other enzymes that are not operating at

their maximal catalytic capacity.

No Janusian region is observed under non-carbon limitation. In the ME-Model,

this is likely due to reaction network topology—while there are many alternative pathways

for energy, redox, and biomass precursor generation in carbon metabolism, non-carbon

nutrient assimilation is often achieved using more linear pathways. As a result, there

are fewer opportunities for trade-offs between uptake rate and biomass yield. However,

perhaps including variable substrate affinities for alternative pathways would reveal

Janusian regions corresponding to non-carbon limitations.

2.3.6 Central carbon fluxes reflect growth optimization subject to

catalytic constraints

Further supporting the importance of proteomic constraints on metabolic phe-

notypes is the prediction of central carbon fluxes by the ME-Model. When glucose

availability is varied, the ME-Model predicts changes in central carbon metabolism con-

sistent with the changes from 13C fluxomic data sets (Figure 2.3; Supplementary Figure

S2 in [53], Pearson’s r=0.93, 0.90, 0.86) [121, 52, 47]. Importantly, the ME-Model

predicts the dominant changes in pathway splits as the glucose availability is varied

(Figure 2.3, insets).
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Figure 2.3: Central carbon metabolic flux patterns under glucose-limited and
glucose-excess conditions. (A-C) Relative fluxes from 13C experiments are plotted
versus the fluxes predicted by the ME-Model. (A, B) Comparison of nutrient-limited
model solutions with chemostat culture conditions and (C) comparison of the batch
ME-Model solution with batch culture data. All simulations and experiments correspond
to growth in glucose minimal media. Fluxes are normalized so that glucose uptake is
100. Insets show the main flux changes under increasing glucose concentrations. The
only model parameter that is modulated is the glucose uptake rate bound. Data were
obtained from Nanchen et al (2006) and Schuetz et al (2007). The ME-Model flux for
the reaction ‘pyk’ is taken to include phosphoenolpyruvate (PEP) to pyruvate (PYR)
conversion via the phosphotransferase system (PTS). Flux splits shown as insets were
computed using the ME-Model. The percentages indicate the percent carbon (Glucose)
converted to CO2 (for branch labeled ‘TCA’), acetate, and biomass. Both the TCA and
acetate branches contribute to ATP production. The total mmol ATP per gDW biomass
produced is indicated.
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Previous studies have evaluated the ability of M-Models together with assumed

optimality principles to predict metabolic fluxes [52, 47]. These studies concluded that

no single objective function applied to M-Models can accurately represent fluxomic

data from all environmental conditions studied [52]. Instead, metabolic fluxes can be

understood as being Pareto optimal: multiple objectives are simultaneously optimized

and their relative importance varies depending on the environmental condition [47]. The

three objectives needed to explain most of the variations in the data from Schuetz et

al were (1) maximum ATP yield, (2) maximum biomass yield, and (3) minimum sum

of absolute fluxes (which is a proxy for minimum enzyme investment). These three

objectives formed a Pareto optimal surface that was valuable for interpreting fluxomic

data; however, the surface was large and it was not possible to predict the importance of

each of the objectives a priori.

By explicitly accounting for variable growth demands, enzyme expression, and

constraints on enzymatic activity, the ME-Model eliminates the need for multiple objec-

tives; growth rate optimization alone is sufficient to predict the fluxes through central

carbon metabolism (Figure 2.3; Supplementary Figure S2 in [53]; Supplementary Table

S7 in [53]). The three original objectives chosen by Schuetz et al are biologically mean-

ingful dimensions and required for interpreting fluxomic data when using an M-Model.

In contrast, the ME-Model accounts for all three of these dimensions implicitly during

growth rate maximization without adjusting any model parameters (see Supplementary

information in [53] and Supplementary Table S7 in [53]). Accordingly, ME-Models

can determine, at least qualitatively, the importance and weighting of the objectives for

growth in a given environment. Ultimately, the primary changes in flux through central

carbon metabolism can be understood as responses to the same constraints causing the

observed relationship in biomass yield (Figure 2.2D): at low growth rates under carbon

limitation, the dominant changes are due to a changing ATP demand, and in the transition
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from carbon-limited to carbon-excess (proteome-limited) conditions, the primary changes

are due to the switch to lower yield carbon catabolism (Figure 2.3, insets).

2.3.7 In silico gene expression profiling from nutrient-limited to

batch growth conditions

We now use the ME-Model to predict groups of proteins that change in expression

under various degrees of glucose limitation. Under glucose limitation, the optimal

proteome changes due to shifting growth demands and proteomic constraints. The groups

of functionally related proteins that shift in our simulations match those previously

reported experimentally [122, 123], but the model predictions of quantitative differential

expression (at the level of single genes) are weak. We separate the analysis of the

SNL region (Figure 2.4; Supplementary Table S8A in [53]) from the Janusian region

(Figure 2.5; Supplementary Table S8B in [53]), due to the different dominant constraints

and phenotypic responses specific to each region.
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Figure 2.4: Growth rate-dependent gene expression under glucose limitation. (A)
Gene expression changes predicted by the ME-Model to occur in the Strictly Nutrient-
Limited (SNL) growth region indicated in light blue under glucose limitation in minimal
media are analyzed. (B) ME-Model-computed relative gene-enzyme pair expression
is plotted as a function of growth rate; the normalized in silico expression profiles
are clustered hierarchically (see Materials and methods). Solid lines are expression
profiles of individual gene-enzyme pairs and dotted black lines are the centroid of each
cluster. Each leaf node is colored and qualitatively labeled by function. The number
of genes in each leaf node is indicated and listed in Supplementary Table S8A in [53].
Asterisks indicate clusters with monotonic expression changes that significantly match
the directionality observed in expression data (Wilcoxon signed-rank test, P < 1×10−4).
Expression data were obtained from a previous study [123], in which E. coli was
cultivated in a chemostat at dilution rates 0.3 h−1 and ∼ 0.5 h−1.
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In the SNL region, the expression of most proteins decreases as growth rate

increases (Figure 2.4B, left side of tree, Supplementary Figure S3 in [53]). The largest

group of proteins includes those responsible for amino-acid and cell wall synthesis; the

growth rate-dependent decrease in expression of these proteins is due to the combined

effects of a decrease in cell wall and protein biomass (g/gDW) and an increase in

the effective catalytic rate of enzymes (Figures 2.1E-G). Proteins involved in energy

metabolism also decrease in expression with increasing growth rate due to changes in

catalytic rate and growth rate-dependent demands. Surprisingly, the predicted expression

levels of several accessory transcription proteins, including four stress-associated sigma

factors (RpoS, RpoH, RpoE, and RpoN), are elevated at very low growth rates, reflecting

an association with metabolic proteins needed for slow growth.

A smaller number of proteins show increases in their relative expression levels at

higher growth rates (Figure 2.4B, right side of tree, Supplementary Figure S3 in [53]).

These proteins include those responsible for protein synthesis (ribosome, RNAP, and

accessory proteins such as elongation factors) and proteins involved in RNA biosynthesis.

The increase in expression of RNA biosynthetic machinery is necessary for de novo

synthesis of ribonucleotides and to ensure flux through nucleotide salvage pathways

(mainly to support an increase in rRNA biomass). Finally, the expression profile of the

pentose phosphate pathway reflects the interplay between the increasing demand for

ribonucleotide precursors and the decreasing demand for amino-acid precursors.

To validate our predicted expression changes, we compared gene clusters with ex-

pression data from E. coli grown at 0.3 h−1 and ∼ 0.5 h−1 in a glucose-limited chemostat

[123]. In this data set, genes in Energy Metabolism (purple), Core Expression Machinery

(orange), and RNA Biosynthesis (red) all significantly change in the predicted direction

(Wilcoxon signed-rank test, P < 1×10−4), supporting our predicted expression profiles.

The other clusters showed no significant changes in the data set; these clusters are either
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small in size or do not change monotonically, hindering direct comparison with this data

set. The ME-Model is not yet predictive of quantitative gene expression changes (at

the level of single genes); the correlation over the entire data set is statistically signif-

icant (P < 0.005), but weak (Pearson’s r=0.14). Our approach is at present limited to

qualitative predictions of the direction of change of small groups of functionally related

proteins.
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Figure 2.5: Gene expression during the Janusian region. (A) Gene expression
changes predicted by the ME-Model to occur in the Janusian growth region indicated
in purple under glucose limitation in minimal media are analyzed. (B) Simulated
expression profiles are clustered using signed power (β = 25) correlation similarity
and average agglomeration. A freely available R package was used (Langfelder and
Horvath, 2008). Eleven clusters resulted. Two small clusters were removed because
they represented stochastic expression of alternative isozymes. The first principal
component of the remaining nine clusters is displayed and grouped qualitatively by
function. (C) Many of the expression modules correspond to genes of central carbon
energy metabolism. Reactions are colored according to the module color in (B).
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In the Janusian region of growth (Figure 2.5), the cell transitions from carbon-

limited to proteome-limited constraints, resulting in a distinct transcriptional response.

At the beginning of this transition, the cell has reached a nutrient level where enzymes are

saturated (Figure 2.1G); as growth rate increases, the total demand of anabolic processes

increases, causing a global increase in the bulk of metabolism and gene expression

machinery (Figure 2.5B). To meet these proteome demands, energy metabolism is altered

to favor lower yield catabolic pathways that require less protein (so that the protein

can instead be used for anabolic processes); this is accomplished through a decrease in

TCA Cycle and Oxidative Phosphorylation expression in favor of a transient increase in

the Glyoxylate Cycle followed by a large increase in Glycolysis and acetate secretion

(Figures 2.5B and C), consistent with previously observed changes in gene expression in

the transition to glucose-excess environments [122].

The ME-Model predicts intricate expression changes as glucose availability

changes by employing relatively simple constraints on molecular catalysis and biomass

composition. This study is the first to attempt genome-scale prediction of gene expression

levels under changing growth rate and/or nutrient limitation from optimality principles

alone. Systematic consideration of transcriptional regulation and inclusion of missing

constraints and parameters impacting optimality (e.g., kinetic constraints and parameters)

are future endeavors necessary to extend the predictive power to the level of single genes

(see Discussion).

2.4 Discussion

The ME-Model is a microbial growth model that computes the optimal cellular

state for growth in a given steady-state environment. It takes as input the availability of

nutrients to the cell and produces experimentally testable predictions for: (1) the cell’s
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maximum growth rate (µ*) in the specified environment, (2) substrate uptake/by-product

secretion rates at µ*, (3) metabolic fluxes at µ*, and (4) gene product expression levels at

µ*.

Important to the predictions of the ME-Model is the proper coupling between

metabolism and gene product expression. Through comparison of model simulations

with experimental data, we derived two general classes of molecular efficiencies that

vary based on the growth rate and the degree of nutrient limitation. For ribosomes

(and tRNA and mRNA), we propose a growth rate-dependent Michaelis-Menten-type

model for polymerization speed, which has preliminary experimental evidence [109],

though we have not seen it previously proposed. We furthermore show that two simple

assumptions allow us to approximate the effect of nutrient limitation on metabolic

enzyme catalysis. While enzyme-specific trends in catalytic rates depend on the limiting

nutrient [124, 111], our formulation is a first step toward modeling genome-scale effects

of nutrient limitation and suggests that simple principles may underlie these trends.

Both of these molecular efficiency variables are essential for genome-scale modeling of

gene expression and warrant future studies to validate and refine them further. Paired

proteomic and metabolomic data sets under nutrient-limited conditions will allow for a

deeper understanding of nutrient limitation-dependent effective catalytic rates, and new

data sets [125] and models [126] on the processes of gene expression can help to refine

model parameters and determine their genome-scale effects.

The proteomic constraints inherent to the ME-Model result in qualitatively differ-

ent growth predictions compared with previous genome-scale models. In the ME-Model,

growth rate is not a simple linear function of substrate uptake bounds; instead, the ME-

Model predicts a maximal growth rate and optimal substrate uptake rates, which better

reflects empirical growth models and better predicts experimentally measured growth

rates and substrate uptake rates. The ME-Model reveals three distinct growth regions,
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which we term SNL, Janusian, and Batch; while nutrient-limited (chemostat culture)

and nutrient-excess (batch culture) conditions are commonplace, the Janusian region

(where the cell is limited by both nutrient availability and proteome capacity) is rarely

considered in microbiology. Interestingly, we observe the Janusian region to occur under

carbon limitation but not under various non-carbon limitations. We take this to mean that

Janusian regions may exist for non-carbon limitations, but the constraints that may cause

them to arise are outside the scope of the current ME-Model.

The proteomic constraints in the ME-Model also improve predictions of by-

product secretion and metabolic flux under both nutrient-excess and nutrient-limited

conditions. By accounting for the metabolic cost of proteins and limitations of pro-

tein production capacity, the ME-Model accurately decouples substrate uptake, growth

rate, and growth yield, allowing for important rate-yield trade-offs to be predicted. In

particular, we show that seemingly inefficient metabolism in batch culture and under

nitrogen limitation (both when carbon is in excess), can be explained and predicted

through proteomic trade-offs. This capability rectifies the dominant failure mode in

predicting metabolic flux previously reported for M-Models [47], and suggests that a

single objective of growth rate (if the proper constraints are included) may be able to

predict metabolic fluxes. This result shows that proteomic constraints are necessary

to accurately predict metabolic responses—optimal growth and metabolic phenotypes

cannot be fully understood without taking gene expression into account. From a practical

standpoint, the natural parsimony present in ME-Model simulations [51] strongly reduces

the optimal solution space, allowing for more precise predictions, an important feature

in diverse applications. The effect of proteomic constraints on secretion phenotypes is

of particular importance for applications in systems metabolic engineering, and will be

necessary for simulating behavior in complex media and predicting nutrient preferences.

At the level of gene expression, the ME-Model predicts detailed behavior in each
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growth region. In the SNL and Janusian growth regions, gene modules have distinct

nutrient limitation-dependent profiles. A number of the gene modules change in the

correctly predicted direction compared with expression data from E. coli in a chemostat

at different growth rates [122, 123], supporting our predicted expression profiles. By

predicting optimal gene expression profiles, the ME-Model aids in understanding the

factors shaping the evolution of gene expression patterns (e.g., proteomic constraints and

changing biomass composition).

Modeling optimal transcriptional responses is complementary to the elucidation

and modeling of specific regulatory mechanisms [127, 128, 129]. It is tempting to relate

the expression profiles predicted by the ME-Model to molecular mechanisms underlying

the control gene expression in vivo [127, 129, 130]. For example, constitutively expressed

genes display growth rate-dependent expression trends [131, 127], which might provide

the cell with an economical way of responding to global changes in metabolic efficiency

[110]. Also, PurR could be responsible for regulating the increase in expression of

nucleotide biosynthesis genes at higher growth rates (as PurR is an autorepressor, this

could be accomplished through mechanisms described in [127]. Finally, though the

primary role of ArcA is to respond oxygen availability [132], it also represses many

of the genes in the TCA cycle and Oxidative Phosphorylation that decrease during

the glucose-limited to glucose-excess (Janusian) transition [122, 133]. However, as

regulatory mechanisms are not explicitly considered in the ME-Model, the relation

between regulatory mechanisms and simulated expression profiles is indirect; while this

comparison can assist in explaining and expanding upon the functional roles of cellular

regulators, much further work is required to validate the resulting hypotheses.

As it is an optimality model, the ME-Model is particularly suited for studies

related to adaptive laboratory evolution (ALE). Recently, it was reported that it is not

possible to predict some changes that occur during ALE in Batch culture using an M-
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Model [134]. This is because M-Models only take biomass yield optimization into

account; these results are consistent with the rate-yield trade-offs present in the ME-

Model under nutrient-excess conditions. In the ME-Model, a number of inherent factors

can limit cellular growth (e.g., translation rate and metabolic catalysis); the ME-Model

can thus provide alternative hypotheses for the mechanisms of growth increase and aid in

understanding the results of ALE.

The ME-Model can simulate coarse- to fine-grained cellular and molecular phe-

notypes with an improved accuracy and scope compared with previous genome-scale

models. The ME-Model shows complex behavior as a result of linear constraints applied

to an integrated network. The ME-Model thus shows that intricate and seemingly unin-

tuitive phenotypes can be modeled at a genome-scale with simple enough assumptions

to understand their underlying cause. Due to the richness of the model simulations, we

primarily focused on E. coli growing in glucose minimal media at different growth rates

by modulating the availability of glucose; there are therefore many future opportunities

to investigate model predictions under many environmental and genetic conditions.

A whole-cell E. coli model has been desired for some time [135] as such a

model would have profound impacts for basic microbiology, the study of microbial

communities, antibiotic discovery, the elucidation of regulatory networks, and systems

metabolic engineering. We hope the ME-Model will serve as a scaffold for continued

model development toward these practical applications.

2.5 Materials and methods

2.5.1 Network reconstruction

The two primary reaction networks used to create the ME-Model were the most

recent metabolic reconstruction [98], and a network detailing the reactions of gene
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expression and functional enzyme synthesis [90]. The gene expression reconstruction is

formalized as a set of ‘template reactions’ that can be applied to different components

(e.g., gene, peptide, and set of peptides) to generate balanced reactions. Merging the E.

coli metabolic network reconstruction with the gene expression reconstruction required

a conversion of the Boolean Gene-Protein-Reaction associations (GPRs) into protein

complexes. We utilized EcoCyc’s annotation to map gene sets to functional enzyme

complexes. The content of the final reconstruction is detailed in Supplementary Tables

S1, S9, and S10 in [53].

2.5.2 Coupling constraint formulation and imposition

Coupling constraints provide a mechanism for linking the flux values of one or

more reactions in the ME-Model. For example, they were used to bound the number of

proteins that may be translated from an mRNA before the mRNA decays or is transmitted

to a daughter cell. They are also the mechanism through which we related enzyme

abundance and activity. Often, the coupling constraints are a function of the organism’s

growth rate (µ). The coupling constraints are a set of inequality constraints appended to

the stoichiometric matrix as additional rows. Assumptions and literature citations for all

parameters used can be found in Supplementary information in [53].

2.5.3 Optimization procedure

As the demand reactions and coupling constraints are functions of the organism’s

growth rate (µ), growth-rate optimization is not a linear program (LP) as in metabolic

models, which rely on a linear biomass objective function. Instead, to optimize for growth

rate, we solve a sequence of LPs to search for the maximum growth rate, µ*, that still

results in a feasible LP. This search for µ* is accomplished through a binary search; the
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search procedure is slightly different depending on whether the cell is proteome-limited

(Janusian and Batch growth modes) or SNL. Detailed traces of the execution of the

optimization procedures can be found in Supplementary information in [53].

2.5.4 Hierarchical clustering

For Figure 2.4B, relative fractional proteome mass was calculated for each gene-

enzyme pair. If a gene is present in multiple enzyme complexes, then it is represented

twice, and all subunits of an enzyme complex are counted separately. To filter out the

stochastic expression of alternative isozymes (to make the observed trends clear), we

eliminated gene-enzyme pairs that were not expressed across all growth rates and filtered

gene-enzyme pairs that changed in relative expression by >0.3 across more than one

pair of consecutive growth rates. Hierarchical clustering was performed on the resulting

expression profiles; we used a signed power (β = 6) correlation similarity (as in [136])

and average agglomeration.

2.5.5 File formats and accessibility

The model is freely available as part of the openCOBRA Project

(http://opencobra.sourceforge.net).
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Chapter 3

Proteome allocation constraints

determine cellular growth rates and

demand fitness trade-offs

The dream of every cell is to become two cells.
—Francois Jacob

Exponential growth is miraculous no matter where it happens.
—Michael Saunders

3.1 Summary

Protein synthesis is costly and the proteome size is constrained. Using a genome-

scale computational model of proteome allocation together with absolute proteomics data

sets from many growth environments, we determine how these fundamental limitations

constrain growth and fitness in Escherichia coli. First, we show that the observed variation

in growth rates across environments is largely determined by the expression of protein not

utilized for growth in a given environment. We then elucidate the overall transcriptional

75



76

regulatory logic that underlies the expression of unused protein. We systematically

classify the unused proteome into segments devoted to environmental readiness and stress

resistance functions. While expression of these proteome segments incurs a fitness cost

of decreased growth in a fixed environment, they provide fitness benefits in a changing

environment. Thus, the systems biology of the prokaryotic proteome can be quantitatively

understood based on resource allocation to growth, environmental readiness, and stress

resistance functions.

3.2 Introduction

Cellular proteomes are limited in size and expensive to synthesize. Allocation

of proteome resources to the various functions enabling organism growth and survival

is therefore a significant evolutionary selection pressure [137]. Studying the proteome

allocation of an organism is thus crucial to understanding its fitness characteristics,

ecological strategy, and evolutionary history.

To relate proteome allocation to organismal fitness and evolution, protein expres-

sion must first be related to physiological functions. Several quantitative relationships

between protein expression levels and cellular physiology have been identified [108, 138].

It is increasingly recognized that these patterns reflect evolutionary selection pressures

that balance the cost and benefit of protein expression [44, 139, 140]. With recent

advances in proteomic data [141] and modeling [53, 94], we can now link proteome

allocation to cellular physiology and underlying evolutionary pressures at a genome-scale

and a protein-level resolution.

Here, we study how the model bacterium Escherichia coli allocates its proteome

in different environments. With our quantitative systems biology approach, we can

now elucidate, on a genome-scale, the determinants of microbial growth rates and the
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underlying regulatory logic and proteomic basis of fitness trade-offs. This systems

biology approach results in an unprecedented mechanistic basis for proteome allocation.

Fundamental understanding of the systems biology of the bacterial proteome is thus

revealed.

3.3 Results

3.3.1 Defining the un-utilized and under-utilized ME proteome

We distinguish between two classes of unused protein (Figure 3.1A). The first

class is the un-utilized protein. This is protein that, in the specified environment, is

not utilized for cellular growth. For example, in glucose minimal media, the glycerol

transporter is un-utilized, but it might be expressed.

The second class of unused protein is the under-utilized protein. This is protein

that is catalytically active, but is present in excess and thus operating under its maxi-

mal capacity. By combining known demands for biosynthesis with measured protein

expression levels we identify enzymes operating below their maximal capacity (see

Methods).

We use a genome-scale model of proteome allocation in Escherichia coli, termed

a ME-Model [53, 94] to aid in the quantification of un- and under-utilized protein. The

ME-Model formalizes the function and synthesis of proteins involved in metabolism

and protein expression, which we refer to as the ME proteome. The ME protome

encompasses much of the proteome required for cellular growth and accounts for 80%

of the proteome by mass in conditions of exponential growth. The remaining 20% of the

proteome is the non-ME proteome, which largely have functions outside of metabolism

and protein expression; the non-ME proteome is analyzed after we detail the computable

ME-proteome.
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With ME-Model simulations we can identify proteins that can be utilized for

growth in a particular environment. By combining these simulations with quantitative

proteomics data, we can identify proteome-wide changes in both un- and under-utilized

protein abundances (see Methods). If the abundances of un- and under-utilized protein

vary significantly across environments, the unused proteome expression will be an

important determinant of growth rate variation.
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Figure 3.1: Unused protein abundances are not constant across environments A.
Graphical illustration of the two classes of unused protein defined in the text. The
first class is protein that is expressed but completely un-utilized (i.e., 0% utilized);
this is protein that is catalytically inactive (i.e., carrying zero flux; first step in lower
pathway). The second class is protein that is under-utilized (i.e., ¡100% but ¿0% utilized;
second step in upper pathway); this protein is catalytically active, but not operating
at its maximal turnover rate (see Methods). The percent utilization indicated is based
on the upper pathway having flux of 2, the lower pathway having flux of 0, and all
enzymes having a maximal rate of 1; thick blue lines indicate the active pathway and
dotted line indicates the inactive pathway. B. The un-utilized proteome fractions for
batch and chemostat culture on glucose minimal media. The un-utilized proteome
fraction is a distribution rather than a specific value because of different potential
alternative pathways and enzymes that can be used to support cellular growth. The
distributions are non-overlapping indicating that the un-utilized proteome fraction is
not the same in these two environments. As the nutrient source is the same in these
two environments, the proteins that can be utilized for growth in the ME-Model are
identical, and variation in the proteomics data determines the two distributions. C.
The un-utilized proteome fraction across all profiled environments–8 different carbon
source batch cultures (circles), 4 glucose-limited chemostat cultures (triangles), and
3 stress conditions (squares)–is plotted as a function of the growth rate measured in
that condition. Error bars indicate 2.5 and 97.5 percentiles of the un-utilized proteome
distributions for each condition (e.g. Figure 3.1B). The orange and green points and pie
charts correspond to the environments in B of the same color; the pie charts show the
change in proteome allocation to un-utilized protein. D. Enzyme turnover rates tend
to increase at higher growth rates. Changes in turnover rates indicate under-utilized
protein. For proteins used across all environments, turnover rates are determined by
taking the ratio of the computed demand of the protein and the measured protein
abundance; relative values are found by normalizing by the maximum turnover rate for
that protein across all environments (see Methods). The mean relative turnover (across
all proteins) is plotted with error bars indicating the 95% confidence interval for the
mean. Point shape indicates environment type as in C (carbon source batch cultures =
circles, glucose-limited chemostat cultures = triangles, stress conditions = squares).
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3.3.2 Un-utilized and under-utilized ME proteome abundance

varies across environments

In a given environment, several different alternative pathways and enzymes can be

used to support cellular growth [48, 142, 17]. Thus, the computed un-utilized proteome

fraction needs to be assessed across all such alternate solutions. Randomized sampling the

alternate network states leads to a distribution of possible un-utilized proteome fractions

rather than a single specific value (Figure 3.1B, see Methods).

We first compare the un-utilized proteome fraction during growth in glucose

batch culture and chemostat culture. As the nutrient source is the same in these two

environments, the set of proteins that can be utilized for growth in the ME-Model are

identical; variation in the proteomics data will determine differences in the un-utilized

proteome abundances. As the two distributions of un-utilized proteome abundance are

non-overlapping, the un-utilized proteome fraction does vary significantly between these

two environments (Figure 3.1B).

When data from multiple growth conditions (8 different carbon sources in batch

cultures, 4 glucose-limited chemostat cultures, and 3 stress conditions–acid, osmotic,

and temperature; see Methods) are analyzed in a similar manner, a clear general trend

emerges in which environmental conditions resulting in higher growth rates tend to

have lower un-utilized proteome fractions (Figure 3.1C). This correlation suggests that

un-utilized proteome fraction is an important source of growth rate variation.

Next we consider the under-utilized proteome under the same growth conditions

by computing the variation in in vivo enzyme turnover (flux per protein; see Methods).

We find that the abundance of the under-utilized proteome is not constant across environ-

ments; rather, the average enzyme turnover tends to increase in environments with higher

growth rates (Figure 3.1D). This trend has been observed for several individual proteins
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using lower throughput methods [53, 110, 143].

Thus, we find that the amount of both un-utilized protein and under-utilized

protein is reduced with increasing cellular growth rate.

3.3.3 Growth rate is determined by the unused proteome expression

How much does the variation in un- and under-utilized proteome contribute to

the variation in growth rates across environments? Un-utilized proteome fraction and in

vivo enzyme turnover are variables that are formalized in the ME-Model. Setting these

parameters to measured values can determine how they quantitatively affect growth rates.

Even if un- and under-utilized protein abundances are constant across environ-

ments, different nutrient sources are expected to result in different growth rates (e.g., due

to differences in biomass yield). As a baseline for comparison, we first predict maximum

growth rates with the ME-Model while holding the un-utilized proteome fraction and

in vivo enzyme turnover rates constant across environments; this assumption allows us

to assess the contribution of nutrient quality (i.e., biomass yield) and proteome capacity

(i.e., the maximal catalytic capacity of the proteome) to growth rate variation independent

of changes in un- and under-utilized protein. Comparing predicted and measured growth

rates across the 8 carbon sources shows that, in general, the predictions are poor. Some

particular carbon sources are well predicted (e.g. glucose, fumarate, succinate) but the

correlation between predicted and measured growth rates is relatively low (Pearsons

r=0.39); furthermore, the variation in growth rates across the experimental data is much

larger than that across the computational data (s=0.16 compared to s=0.7; s is the sample

standard deviation). Thus, there are significant contributors to growth rate variation other

than the necessary changes in metabolic pathway and proteome usage when the primary

carbon source for growth is varied.

We next sequentially assess the contribution of changes in un- and under-utilized
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protein to growth rate variation. In addition to the 8 carbon sources (circles), we can

also assess the 4 carbon-limitation (triangles) and 3 environmental stress (squares)

conditions that were proteomically profiled. In these additional environments, glucose

is the carbon source, and other environmental changes affect proteome expression and

growth. Accounting for un-utilized protein increases the correlation between predicted

and measured growth rates to r=0.82 and increases the predicted growth rate variance

to s=0.09. Finally, accounting for the variation in in vivo turnover rates increases the

correlation to r=0.98 and results in a predicted growth rate variance that is similar to the

experimental variance (s=0.15).

Thus, accounting for changes in the un- and under-utilized proteome explains

much of the variation in growth rates across environments (Figure 3.2B, C)–microbial

growth rates are largely determined by unused protein.

3.3.4 Defining the core and conditionally-utilized ME proteome seg-

ments

Why does E. coli allocate its proteome in a way that detracts from achieving

its maximal growth rate in a given environment? To answer this question, we first

systematically segment the proteome by protein function to gain insight into proteome

allocation. We classify the ME proteome based on its condition-specific utility. While

much of the expressed proteome is un-utilized in a given nutritional environment (Figure

3.1C), the un-utilized expressed proteome can be utilized in other environments the

organism may encounter. To identify these conditionally-utilized proteins, we simulated

growth under all growth-supporting Carbon, Nitrogen, Phosphorous, and Sulfur sources.

Comparing the totality of growth-supporting proteomes reveals a common core

proteome that is utilized across all (minimal media) environments [144] (Figure 3.3A).

This core proteome is largely involved in anabolism and protein synthesis (including
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Figure 3.2: Growth rate is determined by unused protein A. Predicted growth rates
are plotted versus measured growth rates during batch growth on 8 different carbon
sources. Predicted growth rates are the computed maximal growth rates by the ME-
Model, assuming the un-utilized proteome fraction and in vivo turnover rates are the
same across all environments (see Methods, this assumption is eliminated in panels B
and C to assess the effects of un- and under-utilized protein on growth). B. Predicted
maximal growth rates are computed with the ME-Model with the un-utilized proteome
fraction set to the values inferred from proteomics data (see Methods and Figure 3.1C).
In addition to the 8 carbon sources (circles), 4 glucose-limited chemostat cultures
(triangles) and 3 stress conditions (squares) are also shown. These additional growth
conditions are not included in panel A as growth rate predictions would require further
information. C. Predicted maximal growth rates are computed with the ME-Model
with both the un-utilized proteome fraction and the in vivo turnover rate (indicative of
under-utilized protein, Figure 3.1D) set to the values inferred from proteomics data.
Point shape indicates environment type as in B (carbon source batch cultures = circles,
glucose-limited chemostat cultures = triangles, stress conditions = squares).
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the necessary transcription, translation, and protein folding enzymes). Importantly, the

core proteome constitutes the vast majority of the utilized proteome in any particular

environment.

In addition to the core proteome, there are conditionally-utilized proteins that we

classify by element source (Carbon, Nitrogen, Phosphorous, and Sulfur) (Figure 3.3A).

These proteome segments are largely catabolic. Due to the environmental specificity of

these proteome segments, they are largely un-utilized in a particular minimal environment.

Thus, simulations with the ME-Model reveals a set of protein that constitute

a core proteome utilized under all minimal media conditions [144], and comprising

the vast majority of the utilized proteome mass in these environments. In contrast, the

conditionally-utilized ME proteome is largely un-utilized in a particular environment,

though certain proteins within these proteome segments are important for utilization of

particular elemental sources. In the following sections, these proteome segments form

the basis for understanding the fitness benefits and regulatory logic of expression of un-

and under-utilized protein.

3.3.5 Regulatory logic of the under-utilized core ME proteome

The core proteome comprises 30-50% of the proteome mass in the conditions

examined, and its abundance increases linearly with growth rate, consistent with higher

biosynthetic demands (Figure 3.4A). This linear relation with growth rate has been

observed for individual proteins within the core proteome [108].

However, while the core proteome abundance does increase with growth rate, it

is over-expressed compared to biosynthetic demands (Figure 3.4B, as is evidenced by

the non-zero y-intercept is Figure 3.4A). This overexpression of utilized protein was

previously observed for ribosomal proteins, leading to the realization that translation

rates are growth rate dependent [53, 110, 143]. At higher growth rates, the core proteome



86

Figure 3.3: Classification of the ME proteome into functional segments The ME
proteome encompasses 80% of the proteome by mass in glucose minimal media (pie
chart). ME-Model growth simulations are used to define proteome segments (see
Methods). The core proteome is comprised of proteins that are used in all minimal
media environments simulated. The conditionally-utilized C-, N-, P-, S-proteome
segments contain proteins that are expressed under at least one alternative carbon, ni-
trogen, phosphorous or sulfur source environments. A protein may belong to multiple
conditionally-utilized proteome (C-, N-, P-, S-) segments (i.e., these segments are over-
lapping), but the proteins in the core proteome are unique to that segment. Abundance
of these proteome segments in glucose minimal media batch culture is shown. Several
global transcription factors have targets that are highly enriched (p < 10−15) in the
segments shown.
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abundance approaches its demand, resulting in an increase in in vivo enzyme turnover

at higher growth rates (Figure 3.1D). Thus, the over-expression of the core proteome

underlies the previously observed under-utilized protein (Figure 3.1D).

While over-expression of the core proteome incurs a fitness cost on steady-state

growth rates (Figure 3.2C), are there other fitness benefits to the expression of an under-

utilized proteome? The over-expression of the core proteome may enable a fitness benefit

upon encountering more favorable growth environments (Figure 3.4C). To demonstrate

this effect, we simulate growth upon shifting from the lowest growth carbon source

profiled (galactose) to the highest (glucose). If the core proteome is expressed in excess

when growing in galactose, the organism grows faster upon the environmental up-shift;

otherwise, the maximum instantaneous growth rate on glucose will be the same as that

on galactose. This fitness benefit upon environmental up-shifts is consistent protein

over-expression incurring a higher fitness cost upon environmental up-shifts (where the

over-expressed core proteome becomes important for growth in the new environment)

than down-shifts [145].

The over-expression of the core proteome, while a seemingly inefficient use of

cellular resources under static environments, confers a fitness benefit upon environmental

changes to alternate substrates. Thus, the allocation to the core proteome results in

a trade-off between growth in the current environment and readiness for improved

environmental conditions. As organisms vary quantitatively in how much the core

proteome is overexpressed [146, 147], the regulatory logic of the core proteome reflects

an organisms ecological strategy, that in turn reflects the organisms evolutionary history.



88

Figure 3.4: Regulatory logic of the under-utilized core ME proteome A. The core
proteome mass fraction plotted as a function of growth rate in the profiled environments.
Point shape indicates environment type (carbon source batch cultures = circles, glucose-
limited chemostat cultures = triangles, stress conditions = squares). The dashed line is
a linear regression (y = 0.33 x + 0.26, r2 = 0.85, p ¡ 10-5). The allocation to the core
proteome at different growth rates is shown in the pie charts based on the regression.
B. Depicted is the regulatory logic where the core proteome abundance is expressed at
a level above its demands for growth at lower growth rates, resulting in under-utilized
protein. C. Green line indicates organismal growth rate through an environmental shift.
After an environmental shift, the instantaneous growth rate (asterisk; which is limited
by the expressed proteome prior to the shift) is the measure of fitness used in D. D. The
regulatory logic depicted in B confers a fitness benefit under changing environments.
When shifting from galactose (the lowest growth carbon source profiled) to glucose (the
highest growth carbon source profiled), having the core proteome initially in excess
beyond the needs for biosynthesis enables a higher growth rate upon the nutrient up-shift
(see Methods).
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3.3.6 Regulatory logic of the conditionally-utilized,

but un-utilized, ME proteome

Several of the conditionally-utilized proteome segments, show a large enrichment

of transcriptional regulatory targets. The conditionally-utilized C-proteome is predomi-

nantly regulated by CRP, the N-proteome by NtrC, and the S-proteome by CysB (Figure

3.3). These global transcription factors are known to respond to changes in the availability

of the corresponding nutrient sources [148, 149, 150], and are therefore likely important

regulators of these proteome segments in response to environmental change.

In the conditions examined with quantitative proteomics, which predominantly

comprise shifts and limitations in carbon sources, the conditionally-utilized C-proteome

(regulated by CRP), decreases in expression at higher growth rates (Figure 3.5A) (as does

the un-utilized proteome overall, Figure 3.1C). Thus, under growth limitation by carbon,

the C-proteome becomes induced by CRP, as has been observed for individual proteins

regulated by CRP [138].

The up-regulation of the conditionally-utilized proteome segments will depend on

environments that affect the identified global regulators. To experimentally examine this

effect, we obtained RNA-seq data from different degrees of carbon- (C-) and nitrogen-

(N-) limitation. Under C-limitation, the C-proteome (regulated by CRP) is up-regulated,

but the N-proteome is not (Figure 3.5B, top), as was observed in the proteomics data. In

contrast, under N-limitation, the N-proteome (regulated by NtrC) is up-regulated but the

C-proteome is not (Figure 3.5B, bottom).

Expression of the conditionally-utilized (but largely un-utilized) proteome seg-

ments incur a fitness cost to steady-state growth (Figure 3.2B), but the expression patterns

(Figure 3.5C) point to a fitness benefit. The expression of the conditionally-utilized

proteome, like the over-expression of the core proteome, likely enables readiness for



90

environmental change. To demonstrate this effect, we simulate nutrient supplementations

under C- and N-limitation with the ME-Model.

Under C-limitation, supplementation with nitrogen sources provides no fitness

benefit. Similarly, under N-limitation, supplementation with carbon sources provides no

fitness benefit (Figure 3.5D). On the other hand, supplementation with alternative sources

of the limiting element provides growth advantages (Figure 3.5D). Thus, expression of

the conditionally-utilized C-proteome provides a fitness benefit under C-limitation but

not under N-limitation (and vice versa for the conditionally-utilized N-proteome). While

these proteome segments are largely un-unutilized in a current environment, they do

provide a fitness advantage upon environmental shifts.

Thus, the regulatory logic for the conditionally-utilized C- and N-proteomes can

be understood as providing a fitness benefit other than for steady-state growth; namely,

that proteome allocation constraints result in a trade-off between growth in stable and

variable environments. Such a trade-off should change under a selection pressure to

compete in a stable environment. In a companion study [151], we show that this is indeed

the case: evolutionary selection results in a substantial reduction in the expression of the

un-utilized proteome coinciding with an increased fitness in stable environments and a

reduced fitness under environmental shifts. The genetic basis for such a shift in proteome

composition is surprisingly simple.

3.3.7 Functional composition and regulatory logic of the non-ME

proteome

We have thus far focused on the function, composition, and regulation of the ME

proteome. The non-ME proteome contains functions that are not as well classified as

those in the ME proteome. Therefore, to understand the function and regulation of the

non-ME proteome, we first manually classify the proteins by function using annotations
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Figure 3.5: Regulatory logic of the conditionally-utilized, but un-utilized, ME pro-
teome A. The proteome mass fraction of the conditionally-utilized C-proteome is plotted
as a function of growth rate in the profiled environments (which predominantly comprise
carbon source shifts and carbon limitation). The dashed line is a linear regression (y
= -0.28 x + 0.40, r2 = 0.81, p ¡ 10-4). B. Boxplots indicate transcript expression fold
changes under carbon-limited (left) and nitrogen-limited (right) growth at two different
growth rates. The conditionally-utilized C-proteome regulated by CRP is up-regulated
under stronger carbon-limitation (top), and the conditionally-utilized N-proteome reg-
ulated by NtrC is up-regulated under stronger nitrogen-limitation (bottom). Asterisks
indicate a significantly different average fold change, p¡0.01. C. Depicted is a regula-
tory logic where the conditionally-utilized C-proteome (orange) is up-regulated under
carbon-limitation (top), but not nitrogen-limitation (bottom); the conditionally-utilized
N-proteome (purple) is up-regulated under nitrogen-limitation, but not carbon-limitation
(as in Figure 3.5B). The size of the proteome segments are determined based on the lin-
ear regression of the core proteome (Figure 3.4A) and conditionally-utilized C-proteome
(Figure 3.5A); at =0.6, the mass of proteins that are in both the conditionally-utilized C-
and N-proteomes is evenly divided across the two segments; under N-limitation, the N-
proteome is assumed to have the same quantitative trend as does the C-proteome under
C-limitation, based on the differential expression observed in the transcriptomics data
(Figure 3.5B). D. The regulatory logic of the conditionally-utilized C- and N-protomes
(Figure 3.5C) confers a fitness benefit under environmental shifts: when C-limited,
readiness for alternative carbon sources confers a fitness benefit whereas readiness for
alternative nitrogen sources does not (and vice versa when the organism is N-limited;
see Methods).
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and descriptions present in EcoCyc [8]. Much of the non-ME proteome mass can be

classified by focusing on its most abundant proteins.

We therefore classify the most abundant non-ME proteins that together comprise

at least 80% of the non-ME proteome by mass across all 15 conditions examined. The

abundant non-ME functions include replication, regulation, stress responses, and proteins

of unknown function (encoded by so called y-genes). In glucose minimal media, the most

abundant non-ME proteome functions are regulatory proteins and proteins of unknown

function (Figure 3.6A).

Overall, the non-ME proteome is slightly more abundant at lower than higher

growth rates (Figure 3.6B). However, as the non-ME proteome contains a variety of

cellular functions, some non-ME proteome functions are positively correlated with growth

rate, whereas others are negatively correlated with growth rate (Figure 3.6C). Broadly

speaking, the functions that are positively correlated with growth rate are those related

to growth, including cell division, replication, proteostasis, and protein translocation.

The functions that are negatively correlated with growth rate are those related to stress

resistance and survival, including osmotic, acid, and oxidative stresses.

Thus, at higher growth rates, the growth-related functions (though they are not

yet formalized in the ME-Model) are more highly expressed, and at lower growth rates,

several stress resistance functions are more highly expressed. Indeed, several studies have

shown that slower growing cells are more resistant to cellular stresses [152, 153, 154].

Therefore, proteome allocation constraints result in a trade-off between growth and stress

resistance.
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Figure 3.6: Growth versus stress regulatory logic A. The non-ME proteome encom-
passes 20% of the proteome by mass in glucose minimal media (pie chart). The
functional composition and abundance of the non-ME proteome is shown based on pro-
teomics data in glucose minimal media. B. The proteome mass fraction of the non-ME
proteome is plotted as a function of growth rate in the profiled environments. The dashed
line is a linear regression (y = -0.09 x + 0.26, r2 = 0.53, p ¡ 0.01). Point shape indicates
environment type (carbon source batch cultures = circles, glucose-limited chemostat
cultures = triangles, stress conditions = squares). C. The median correlation of the
proteins in each non-ME function is shown in the heatmap in rank order. While the
overall non-ME proteome fraction is larger at higher growth rates, the trend depends on
the specific function. Generally, functions positively correlated with growth rate (blue)
are associated with biosynthetic and growth functions whereas functions negatively
correlated with growth rate (brown) are associated with stress resistance.
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3.4 Discussion

The composition of an expressed proteome reflects a microbes resource allocation.

Deep coverage proteome data sets under multiple growth conditions and ME-Model

enabled analysis yields fundamental insights into the regulatory logic of proteome al-

location. Here, we have taken the first steps to elucidate the systems biology of the

prokaryotic proteome and the evolutionary determinants of its composition.

3.4.1 Proteome allocation constraints demand fitness trade-offs

By classifying the proteome not actively contributing towards growth by function,

we gain insight into the ecological and evolutionary forces shaping the composition of the

proteome. Lower growth states have a lower growth-associated proteome, but a higher

environmental readiness and stress resistance proteome (Figure 3.7). In addition to growth

in a given environment, environmental readiness and stress resistance are important

functions for organismal fitness. As the proteome is limited in size, its allocation

results in a trade-off between optimal growth performance and readiness to deal with

environmental change.

The evolutionary trade-off between growth rate, environmental readiness, and

stress resistance is consistent with several studies that have documented an anti-correlation

in these fitness measures across strains [155, 156, 157]. Now, we can understand the

origin of these phenotypic trade-offs at a mechanistic and transcriptional regulatory level

on a genome-scale basis as arising from constraints on proteome allocation.

Indeed, in an accompanying paper [151], we show how adaptive regulatory

mutations in a constant environment result in a reallocation of the proteome towards

growth and away from hedging functions. The evolved strain is specialized for growth in

the constant environment, exhibiting faster growth rates in steady-state environments but
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impaired fitness upon environmental shift and stress related shocks.

Species will vary in their relative weightings of the different components of

organismal fitness (growth, environmental readiness, stress resistance), resulting in

different regulatory logic and ecological strategies. For example, while the strain of E.

coli profiled here regulates its core proteome to decrease at lower growth rates (though

still at a level greater than is demanded for biosynthesis), other organisms have a constant,

un-regulated expression of ribosomal proteins [146, 147]. The constant expression of the

core proteome would likely result in higher environmental readiness at the cost of lower

maximal growth rates. These results give a strong impetus for comparative proteome

allocation studies.

Figure 3.7: Proteome allocation constraints result in fitness trade-offs The pie
charts summarize the global proteome classification and how allocation to the proteome
segments varies across environments. In environments with lower growth rates, the
proteome allocated towards growth is lower, but the proteome allocated to nutrient
readiness and stress resistance is higher. As the proteome is a limited resource, proteome
allocation to the different segments results in fitness trade-offs between growth, nutrient
readiness, and stress resistance.
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3.4.2 Evolutionary history is a primary determinant of microbial

growth rates

An important implication of the identified fitness trade-offs is that cellular growth

rates may be primarily determined by environmental history, rather than nutrient quality

(i.e., the maximum growth rate possible with a specified nutrient, Figure 3.2A). As

growth rates are determined by the proteome allocated towards growth, evolutionary

and ecological factors may be more important than the identity and quality of the

substrates themselves. For example, while glucose and galactose have similar inherent

qualities as sole carbon sources (chemically and as defined by the growth potential of

E. coli on these substrates), glucose is the highest growth substrate in this dataset and

galactose is the lowest. Galactose may be a more rarely or transiently encountered carbon

source or perhaps it is often associated with harsher environments, which would make

environmental readiness and stress resistance comparatively more important components

of overall cellular fitness [158, 159, 160].

3.4.3 The proteome burden of a generalist species

While we broadly classify the proteome here based on nutrient readiness and

stress resistance functions, it is important to realize that within these proteome segments

is a variety of distinct functions enabling readiness for specific nutrients and stresses.

Concerted up-regulation of these segments results in a general nutritional readiness

and stress resistance. However, as an organism becomes prepared for a wider array

of nutrients or stresses, these proteome segments must become larger. Therefore, in

addition to a trade-off between the different components of organismal fitness identified

here (growth, environmental readiness, stress resistance), proteome allocation constraints

also result in a trade-off in specialist versus generalist ecological strategies. E. coli
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is a generalist species, capable of growing in a variety of environments. Its broad

environmental niche results in large proteome burden. On the other hand, specialist

species (capable of growing on a narrower range of substrates) would require a smaller

proteome allocation to be equally ready for environmental change. Proteome allocation

constraints will therefore also result in a trade-off between specialist and generalist

strategies [161].

3.5 Experimental Procedures

3.5.1 Proteomics dataset and normalization

The proteomics data was obtained from Schmidt et al. and growth rates were

obtained from [162]. The dataset contains protein counts per cell for Escherichia coli

K-12 BW25113 grown in 15 different environments. The environments include batch

culture with 8 different carbon sources (glucose, galactose, acetate, glycerol, glucosamine,

fumarate, succinate, pyruvate) as the sole carbon substrate, 4 glucose-limited chemostat

cultures (=0.12, =0.20, =0.35, =0.5), and 3 stress environments (high temperature [42C],

acid stress [pH 6], and osmotic stress [50 mM NaCl]); 2024 proteins are quantified. For

all analysis here, the protein copy numbers were transformed to mass fractions using

the protein molecular weights. While the proteomics data does not cover all proteins

in the E. coli proteome; using previously published ribosome profiling data [163], we

estimate that the proteomics data in glucose minimal media batch culture covers 94% of

the proteome mass.
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3.5.2 Quantifying the utilized and un-utilized proteome

To identify sets of proteins that can be utilized under a particular environment, we

sample ME-Model enzymatic rate parameters; we then identify growth rate optimizing

proteomes (for each parameter set) based on the growth-maximizing procedure outlined

in OBrien et al. 2013. We independently sampled all enzymatic rates in the ME-Model

based on the global distribution of kcat across all enzymes; we used a (base 10) lognormal

distribution with mean =1.11 and 2=1.31, based on data from [164]. For each carbon

source present in the proteomics dataset, we performed 100 samples with the defined

nutrient availability in the ME-Model; these simulations result in 100 sets of proteins that

are predicted to be utilized in that environment [144], and the abundance of these protein

sets are interrogated in the proteomics data to obtain utilized and un-utilized proteome

fractions (Figure 3.1B, 3.1C).

3.5.3 Quantifying the under-utilized proteome

For all proteins in the core proteome (see ME proteome classification), the ME-

Model was used to predict the protein demand (for cell growth). Protein demand is

defined as the protein abundance predicted by setting the growth rate to its measured

value and maximizing the expression of an unmodeled protein. Taking the ratio of the

protein demand (i.e., model-predicted protein abundance) and the measured protein

abundance, then gives a measure of the protein utilization. For each protein, to get

the relative in vivo turnover for that protein (on a scale from 0 to 1), this ratio was

then normalized by the maximum value (of the ratio) for that protein across all profiled

environments (Figure 3.1D).



99

3.5.4 Growth rate predictions

Maximum growth rates are determined with the computational procedure de-

scribed in OBrien et al. 2013. Unused protein fraction and mean in vivo enzyme activity

are changeable variables in the ME-Model that affect predicted growth rates. The val-

ues of these 2 variables inferred from the proteomics data (Figure 3.1) are set in the

ME-Model to assess their effect on growth rates (Figure 3.2). When the unused protein

fraction and mean in vivo enzyme are kept constant across all environments (Figure

3.2A), they are set to the values inferred from glucose batch culture.

3.5.5 ME proteome classification

All growth-supporting minimal media were simulated with the ME-Model. The

minimal media were defined by starting from the default glucose M9 medium (with

ammonium as a nitrogen source, phosphate as a phosphorus source, and sulfate as a sulfur

source) and individually changing all carbon, nitrogen, phosphorous, and sulfur sources.

In total, 333 environments were simulated, corresponding to 180 carbon, 93 nitrogen, 49

phosphorus, and 11 sulfur sources. Isozymes were required to be used in equal abundance.

All expressed proteins were identified as those with non-zero translation fluxes. Proteins

expressed across all simulated environments were considered the core proteome. Proteins

not in the core, but expressed under certain alternative Carbon, Nitrogen, Phosphorous,

or Sulfur sources are considered in the conditionally-utilized C-, N-, P-, and S-proteome

segments, respectively. A protein may belong to more than one conditionally-utilized

proteome segment.
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3.5.6 non-ME proteome classification

A subset of the proteins outside of the scope of the ME-Model (i.e., the non-

ME proteome) were manually classified by function. For each environment, the most

abundant proteins, comprising at least 80% of the non-ME proteome mass were annotated

based on descriptions from EcoCyc [8].

3.5.7 Fitness benefit simulations for the under-utilized

core proteome

Steady-state growth was first simulated with the ME-Model in the initial environ-

ment (galactose batch culture). Two scenarios were considered: one in which the in vivo

enzyme turnover was equal to that measured in the proteomics data in galactose batch

culture and the other in which the in vivo enzyme turnover was equal to that measured

in the second environment (glucose batch culture). The predicted protein abundance to

support growth for all proteins in the core proteome were obtained from the simulation

output. Then, the maximal growth rate after an environmental shift (to glucose batch

culture) was computed subject to the expression level of the core proteome expression

prior to the shift for both scenarios.

3.5.8 Fitness benefit simulations for conditionally-useful ME pro-

teome

The uptake rate of glucose and ammonium was limited in glucose minimal media

to simulate carbon (C-) and nitrogen (N-) limited growth by limiting the uptake reaction

flux. Then, subject to the glucose and ammonium uptake limitations, additional carbon

(glycerol) and nitrogen (nitrate) sources were supplied in excess and maximal growth

rates predicted.
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3.5.9 Chemostat cultivation

Carbon and nitrogen limited chemostats were carried out in a 1.3 L Bioflo 110

fermentor (New Brunswick Scientific, NJ) with a 0.7L of working volume. For carbon

limitation M9 media was supplemented with 4 g/L of glucose. For Nitrogen limitation

same media was limited in nitrogen by adding a reduced amount of ammonium chloride

(10 mM). Dilution rates (0.26, 0.31, 0.44 and 0.56 h-1) were controlled by adding and

removing media at the same rate with a peristaltic pump. Steady state was achieved after

3-5 residence times and was verified by biomass measurements.

3.5.10 RNA-seq libraries

Samples for RNA-sequencing were taken in mid log phase of batch cultures or

during the steady-state in chemostats. Cells were collected with Qiagen RNA-protect

Bacteria Reagent and pelleted for storage at -80C prior to RNA extraction. Cell pellets

were thawed and incubated with Readylyse Lysozyme, SuperaseIn, Protease K, and 20%

SDS for 20 minutes at 37C. Total RNA was isolated and purified using the Qiagen RNeasy

Mini Kit columns and following vendor procedures. An on-column DNase-treatment

was performed for 30 minutes at room temperature. RNA was quantified using a Nano

drop and quality assessed by running an RNA-nano chip on a bioanalyzer. Paired-end,

strand-specific RNA-seq was performed following a modified dUTP method [165]. The

rRNA was isolated using Epicentres Ribo-Zero rRNA removal kit for Gram Negative

Bacteria. RNA-seq was performed using a modified dUTP method [165].

3.5.11 Transcriptome analyses

The obtained reads were mapped to the E. coli MG1655 genome (NC 000913.2)

using the short-read aligner Bowtie [166] with two mismatches allowed per read align-
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ment. To estimate gene expression FPKM values were calculated using cufflinks tool

and differential expression analysis was carried out using cuffdiff feature of the same

package using the upper quartile normalization [167].
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Chapter 4

Observed fitness plateaus in microbial

adaptation result from tradeoffs in

proteome complexity

Problems with many solutions are the rule rather than the exception in living
systems.
—Andreas Wagner

4.1 Abstract

In 1932 Sewall Wright introduced the now familiar fitness landscape comprised

of peaks and valleys [168]. Since then, theoretical developments have suggested that

the fitness landscape should include plateaus across which equally fit alternatives exist

[169, 170, 48, 44, 171]. Using a recently developed genome-scale in silico model of

metabolism and proteome synthesis for Escherichia coli [53], we uncover a fitness plateau

that is found across all environments examined. Well-defined and experimentally testable

alternative optimal physiological, metabolic, and proteome states are predicted to exist

on the fitness plateau. Adaptive laboratory evolution (ALE) shows that strains evolve

103
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towards the predicted fitness plateaus in many environments. Furthermore, using C13

flux and mRNA expression profiling, we show that the phenotypic diversity observed on a

plateau matches model predictions. Fundamentally, the range of equivalent evolutionary

outcomes is characterized by the complexity of the expressed proteomes, reflected in a

trade-off between metabolic rate and biomass yield. At the extremes, nutrient-efficient

strategies (that optimize for metabolic yield) require complex diversified proteomes,

in contrast to proteome-efficient strategies (that optimize for metabolic rate), which

require simple and streamlined proteomes. Thus, predicted alternative equivalent optima

exist and a fundamental principle emerges describing the relationship between proteome

complexity and organismal physiology.

4.2 Results and Discussion

While a large number of genetic perturbations are neutral [172, 173], it is not

clear how pervasive are alternative phenotypic states of the same fitness. While several

theoretical models have predicted alternative optimal phenotypes to be pervasive [170, 48,

171], empirical examples with a mechanistic basis for equivalence in organism function

are lacking. Here, we reveal a family of alternative optimal growth phenotypes and show

that they arise due to a trade-off in proteome complexity.

We use growth rate (µ) as a selection pressure and thus a measure of fitness.

This evolutionary objective is a readily selectable trait by ALE, enabling theoretical

predictions to be directly tested. Growth predictions are made with a genome-scale

model of metabolism and protein expression for E. coli, termed a ME-Model [53].

The ME-Model is based on reconstructed genome-scale metabolic [98] and proteome

synthesis [90] networks and it allows computational prediction of optimal physiological,

metabolic, and proteomic phenotypes subject to genetic and environmental parameters.
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The ME model thus computes proteome composition and allocation on a genome-wide

basis.

We first investigated the physiological phenotypes of substrate uptake rate, q

(i.e., the rate carbon substrates are consumed by a cell), and biomass yield, Y (i.e., the

efficiency of conversion of carbon into biomass). By varying the substrate uptake rate in

the ME-Model a range of values for q appear that can support an optimal growth rate

(Fig. 4.1A). The computed fitness maximum is a broad plateau rather than a sharp peak.

The fitness plateau is found to be a pervasive characteristic across all environ-

ments examined. The features of the plateau change with the genetic background and

environmental conditions considered (Fig. 4.1A). For example, in a strain with the

electron transfer system (ETS) removed, the optimal growth rate decreases and the range

of substrate uptake rate across the plateau increases (Fig. 4.1A, triangles). These shifts

were experimentally observed [174]. Plateaus of optimal growth fitness are a property of

the genome-scale ME-model.

We used growth rate selection with ALE to determine if strains evolve toward

the predicted fitness plateaus. The data set spans a variety of environmental and genetic

perturbations, including carbon source shifts, gene knockouts, and both aerobic and

anaerobic growth [49, 175, 176, 177, 33, 174]. In un-evolved strains, experimental uptake

rates, q, correlate with computed uptakes with moderate accuracy (PCC=0.7, p¡10-2, Fig.

4.1B) and are quantitatively low (RMSD=9.05). However, after growth-rate selection

with ALE, q approaches the predicted optimum (PCC=0.83, p¡10-4, RMSD=4.03, Fig.

4.1C). Biomass yields, Y, are well predicted for both un-evolved and evolved strains.

Thus, we observe adaptive evolution towards the predicted fitness plateau and quantitative

agreement with model predictions.

The fitness plateau, opposed to a fitness peak, implies the existence of alternative

optimal phenotypes. For the same environment, different physiological, metabolic,



106

Figure 4.1: Evolution to predicted optimal metabolic rate. A) The maximum growth
rate as a function of the substrate uptake rate (q) as computed with an E. coli ME-Model
[53] is shown, demonstrating the presence of a fitness plateau. The simulated fitness
plateau results in a predicted range of optimal q (shown in green). The fitness plateaus
for wild-type (WT, squares) and an electron transport chain knockout strain [174] (ETC
KO, cydAB-cyoABCD-cbdAB-ygi) on glucose minimal media are shown; growth rate
is predicted to decrease and uptake rate predicted to increase as observed in this strain
[174] and in anaerobic conditions. B) Measured substrate uptake rates for un-evolved
E. coli after genetic (gene knockouts, purple dots) and environmental (carbon source
shifts, blue dots) perturbations are predicted with moderate correlation for carbon
source shifts and poor correlation for gene knockouts. C) The same plot as B) after
adaptive laboratory evolution (ALE) to select for growth rate maximizing phenotypes;
measured substrate uptake rates match predicted optimal rates. Error bars on the y-
axis indicate standard deviations across independently evolved strains where reported.
Error bars on the x-axis indicate the predicted optimal q range in the fitness plateau
(defined to be within 95% of the maximum growth rate achieved). WT=wild-type,
GMM=glucose minimal media, ETC KO=electron transport chain knockout. Asterisk
indicates maximum growth phenotype. Dashed line indicates where prediction equals
measurement.
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and proteomic states are predicted to support the same growth rate. Is the diversity

of predicted phenotypic states experimentally observed? To answer this question, we

investigate the diversity of phenotypes observed across strains independently selected for

maximum growth rates in constant environments.

On the fitness plateau, a range of q is predicted to support optimal growth rate.

Across the optimal q values, a specific range of Y values is predicted that is inversely

correlated with q (Fig. 4.2A). Thus, a q-Y tradeoff is computed. A q-Y tradeoff is

repeatedly observed across replicate endpoint strains independently evolved in a constant

nutritional environment (Fig. 4.2A). In addition to strains evolved in glucose minimal

media [178] and at an elevated temperature [179], we evolved several replicate strains

with the ETS eliminated and also observed a q-Y tradeoff.

The fitness plateau (and the q-Y tradeoff) is associated with changes in by-product

secretion, commonly referred to as overflow metabolism [180, 181, 182]. In glucose

minimal media, a higher glucose uptake is associated with higher acetate production with

a relationship that quantitatively matches that predicted by the ME-Model (Fig. 4.2B);

in the ETS knockout strain, a higher glucose uptake is associated with higher lactate

production. Thus, a series of experimental evolutions give organismal-level phenotypes

that are consistent with what was computed with the ME-model.

We then looked at the systems-level properties of the alternative optimal endpoints.

Across the fitness plateau in glucose minimal media [178], the ME-Model predicts sys-

tematic shifts in proteome allocation corresponding to well-defined changes in metabolic

pathway utilization (Fig. 4.3A,C). At low q (and high Y), complete oxidation of glucose

through the oxidative tricarboxylic acid (TCA) cycle and the ETS are predicted; this

pathway is nutrient efficient (i.e., high Y), but also has a large protein requirement (due to

the many catalytic steps and large protein complexes). As q increases (and Y decreases),

TCA cycle use is predicted to decrease, and use of EmbdenMeyerhofParnas (EMP)
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Figure 4.2: Rate-yield tradeoff across the fitness plateau in a fixed environment.
A) The predicted tradeoff between biomass yield (Y) and glucose uptake rate (q) in the
ME-Model fitness plateau (red squares) is evident in independent laboratory evolved
strains (purple circles) in glucose minimal media [178]. B) Across the fitness plateau,
the linear increase in acetate production is also evident in laboratory-evolved strains.
Error bars indicate 95% confidence intervals across 3 biological replicate measurements.
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glycolytic pathway is predicted to increase.

Though these are the dominant pathway shifts, the ME-Model additionally pre-

dicts that several other pathways can support maximal growth through higher q and

lower Y, including the EntnerDoudoroff (ED) glycolytic pathway, alternative uptake

systems (hexokinase), alternative acetate production reactions (pyruvate oxidase), and

the glyoxylate cycle and non-oxidative pentose phosphate pathway (Fig. 4.3A,C).

Generally, the pathway shifts predicted across the fitness plateau (in glucose

minima media) progress from more complex proteomes (used in high Y pathways; ETS

and TCA cycle) to simpler proteomes (used in high q pathways; ED and EMP). Thus,

constraints on proteome allocation underlie the model-predicted shifts.

We then sought to determine if the predicted shifts in pathway use are experi-

mentally observed. We examined the transcriptome and fluxome of the two evolved

strains with the highest q and highest Y (Fig. 4.3). In the transcriptome, ED and EMP

pathway genes are up-regulated and TCA cycle and oxidative phosphorylation genes

are down-regulated in the high q strain compared to the high Y strain (Fig. 4.3B). The

primary metabolic flux differences between the strains are higher EMP fluxes and lower

TCA fluxes (Fig. 4.3C-E), and a large change in the flux split at acetyl-CoA. The ED

pathway and several of the alternative predicted pathways were found to be active but

not highly utilized in either strain. Therefore, molecular expression and pathway flux

phenotypic data from evolved strains are consistent with the computationally predicted

shifts in proteome allocation across the fitness plateau.

A key prediction by the ME-Model across the fitness plateau is that both substrate-

level phosphorylation and oxidative phosphorylation can support the same cellular growth

and neither is strictly required. It has been shown that overflow metabolism can be nearly

eliminated without any effect on growth [183]. The additional observation that the same

growth rate can be achieved with very little flux through the oxidative TCA cycle in
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Figure 4.3: Alternative proteomic and pathway use across the fitness plateau. A)
The pathway shifts predicted to support maximal growth across the fitness plateau
are shown in terms of proteome mass percentage. B) The fold change in transcript
expression in the evolved strain with highest q (and lowest Y) compared to the strain
with the highest Y (and lowest q) are shown. Genes are grouped according to the
identified pathways and are consistent with the direction in change predicted by the
ME-Model. C) The identified pathways predicted to shift (with colors correspond-
ing to 3A,B) are shown. D) Metabolic fluxes inferred from C13-MFA for key re-
actions in the TCA cycle in the high Y and high q strains are consistent with the
predicted proteome and measured transcriptome shifts. E) The flux differences be-
tween the two strains are also reflected in the divergent flux split around acetyl-CoA.
Little difference is observed in ED flux for these particular strains. For the box plots,
whiskers are 95% confidence intervals, boxes are 68% confidence interval, and the
lines are the mean values. TCA=tricarboxylic acid cycle, ETC=electron transport chain,
EMP=EmbdenMeyerhofParnas, ED=EntnerDoudoroff, HEX=hexokinase.
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evolved strains (Fig. 4.3) confirms the broad range of alternative optimal pathways.

Finally, we sought to determine the generality of the shifts in proteome complexity

and allocation and how they relate to cellular physiology. In addition to a q-Y tradeoff in

alternative optimal phenotypes in the same environment, the ME-Model predicts there is

a q-Y tradeoff across different environments (Fig. 4.4A, left). While wild-type strains do

not show a clear anti-correlation between q and Y across environments, the q-Y tradeoff

clearly emerges once growth-optimizing phenotypes have been selected with ALE (Fig.

4.4B, right).

Like the fitness plateau in a given environment, the q-Y tradeoff is due to the

inherent relationship between pathway yield and proteome requirements. We predict

a negative correlation between q and catabolic proteome mass (rs = -0.77, p¡10-61;

Fig. 4.4B). In general, higher Y proteomes have several complicating features (Fig.

4.4C). These include a higher number of genes expressed, more sophisticated enzyme

complexes, more extensive use of prosthetic groups, and more complex mechanisms for

transcriptional regulation. Conversely, they require a lower average expression level of

the proteins involved. The complex proteomes are more evolutionarily sophisticated.

Taken together, these results show that there is a fundamental relationship between

cell physiology and the underlying catabolic proteome. Proteomes that optimize for

metabolic yield (i.e., nutrient efficiency) require more complex and costly proteomes.

On the other hand, strategies that optimize for metabolic rate (i.e., proteome efficiency)

utilize simpler, more streamlined proteomes.

In a constant environment, variation in proteome complexity and allocation

defines a class of alternative phenotypes of the same fitness, resulting in a plateau in the

fitness landscape. Like neutral genotypes [172, 173], alternative optimal phenotypes will

affect both short- and long-term evolutionary dynamics. The ALE experiments detailed

here show that short-term evolutionary diversification is indeed affected. It is intriguing



112

Figure 4.4: Proteome complexity underlies the rate-yield tradeoff across environ-
ments. A) Biomass yield (Y) and substrate uptake rate (q) are inversely correlated
across simulated (left, squares) and ALE (right, circles) data. All growth-supporting
single carbon sources and non-essential single and double gene knockouts in central
carbon metabolism are simulated with the ME-Model; only non-redundant data points
are plotted (see Methods). As in Figure 4.1, carbon source shifts are shown in blue and
gene knockouts are shown in purple. B) The catabolic proteome fraction required to
support each simulated genetic and environmental perturbation is inversely correlated
with substrate uptake rateslow carbon uptake and high carbon yield phenotypes use a
large catabolic proteome, whereas high carbon uptake and low yield phenotypes use a
smaller catabolic proteome. C) High yield (low uptake rate) phenotypes require a more
complex (orange) and less simple (purple) proteome according to a variety of metrics
computed from the proteome required in model simulations. Spearman correlation
coefficient and p-value between yield and the labeled property are shown.
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to note that proteins from more complex pathways are thought to have appeared more

recently in evolutionary history [184, 185, 186]; complex proteomes may prove to enable

long-term evolvability [187, 188].

4.3 Methods

4.3.1 Prediction of optimal metabolic rates and ranges

Growth-optimizing substrate uptake rates are found by computationally maximiz-

ing for growth rate as in OBrien et al. Carbon sources present in the media are allowed

in excess (i.e., infinite bounds on uptake rate). Translation fluxes for genes that are

knocked out are set to zero. After determining optimal substrate uptake rates, the range of

near-optimal substrate uptake rates (x-axis error bars in Figure 4.1C,D) is determined by

setting growth rate to 95% of its maximum determined value, only allowing fermentation

products to be secreted which are secreted in the growth-maximizing state (setting other

secretion to zero), and maximizing and minimizing the uptake rate reaction with linear

programming.

4.3.2 Calculating catabolic proteome mass fraction

Genes were considered to be a part of carbon catabolism based on reaction

subsystem labels and gene-protein-reaction relationships (GPRs) from the most recent

E. coli metabolic reconstruction [98]. Subsystems considered to be a part of carbon

catabolism are: Oxidative Phosphorylation, Pentose Phosphate Pathway, Alternate Car-

bon Metabolism, Citric Acid Cycle, Anaplerotic Reactions, Glycolysis/Gluconeogenesis,

Pyruvate Metabolism, Methylglyoxal Metabolism, Glyoxylate Metabolism. Genes that

can catalyze any of these reactions (i.e., are present in the GPR) are considered to be



114

catabolic. The catabolic proteome mass fraction is then computed based on protein

synthesis fluxes (in ME-Model simulations) and molecular weights.

4.3.3 Statistical analysis

For substrate uptake rate predictions, Pearsons correlation coefficient (PCC) is

used as the relationship is expected to be linear. All other correlations are reported as

Spearmans correlation coefficient (rs) as they are not necessarily expected to be linear.

4.3.4 Assembly of ALE data compendium

We gathered physiological data from endpoint strains after ALE from the litera-

ture. We only considered short-term (30-60 day) ALEs performed at 37 degrees with E.

coli K12 MG1655 as the starting strain. ALE experiments that do not measure substrate

uptake rates were not included.

4.3.5 Physiological characterizations

Growth rates of clones isolated from the primary ALE experiments were screened

by inoculating cells from an overnight culture to a low optical density (OD) and sampling

the OD600nm until stationary phase was reached. A linear regression of the log-linear

region was computed using polyfit in MATLAB and the growth rate (slope) was deter-

mined. Growth rates of populations were determined by the output of the interpolated

cubic spline used, unless stated otherwise. Extra-Cellular by-products were determined

by HPLC. Cell cultures were first sampled and then sterile filtered. The filtrate was

injected into an HPLC column (Aminex HPX-87H Column #125-0140). Concentrations

of detected compounds were determined by comparison to a normalized curve of known

concentrations. Substrate uptake and secretion rates were calculated from the product of
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the growth rate and the slope from a linear regression of gDW vs substrate concentration.

Biomass Yield (Y) was calculated as the quotient of the growth rate and glucose uptake

rates during the exponential growth phase.

4.3.6 RNA sequencing

RNA sequencing for two strains was obtained from LaCroix et al. and available

in the Gene Expression Omnibus (GEO) database under accession number GSE61327.

Reads were mapped with bowtie2 [166]. The gene expression fold change between the

high Y and high r strain was found using cuffdiff2 [167].

4.3.7 13C-MFA

Triplicate cultures were grown on labeled glucose M9 minimal media with trace

elements [49] and sampled from a heat block that was maintained at 37 C and fully

aerated with tumble stir magnets. The labeled tracer consisted of 20/80 mixture of

13C glucose and 1-13C glucose purchased from Cambridge Isotope Laboratories, Inc.

(Tewksbury, MA). MFA simulations were conducted using MATLAB and INCA v1.3

[189].
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Chapter 5

Proteome and Energy Re-allocation by

Adaptive Regulatory Mutations

Reveals a Fitness Trade-off

You get what you select for.
—Frances Arnold

5.1 Summary

Adaptive laboratory evolution (ALE) with genome re-sequencing of endpoint

strains can identify the genetic basis for new phenotypes. Causation is established by

introducing mutations found in endpoints into the starting strain. This approach, aug-

mented with omics data and systems analysis, reveals multi-scale mechanistic genotype-

phenotype relationships. This process is detailed for ALE-selected variants in Escherichia

coli RNA polymerase. We show that these mutants perturb the transcriptional regulatory

network to rebalance proteome and energy allocation towards growth and away from

several hedging functions. These findings highlight the resource allocation constraints

117
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organisms face and suggests how regulatory structure enhances evolvability.

5.2 Introduction

Many causal genetic variants across all forms of life are found in regulatory

regions [190, 191, 192, 193, 194, 195]. In addition to cis regulatory variation, causal mu-

tations are often found in trans-acting transcriptional regulators [178, 196, 179, 197, 198].

Here, we detail the multi-scale mechanism underlying several trans-acting adaptive reg-

ulatory mutations of E. colis RNA polymerase (RNAP) [178, 199, 200]. Though these

mutations are not physically close in sequence or structure, we find that they share a com-

mon molecular mechanism. Detailed phenotypic assays show consistent fitness benefits

of the mutations in static environments and fitness detriments in variable environments

(i.e., nutrient shifts and stress shocks). A multi-omic approach with key environmental

controls reveals a systematic and consistent modulation of the transcriptional regulatory

network (TRN) towards growth functions and away from functions that hedge against

environmental change. Econometric analysis using a genome-scale model reveals that

the resulting resource re-allocation can quantitatively explain the fitness effects. Finally,

structural dynamics of RNA polymerase (RNAP) provide insight as to how these mu-

tations result in strikingly similar effects. Though RNAP is typically not considered

a transcription factor, these results show that it lies at the top of the TRN hierarchy,

regulating cellular growth and various hedging functions [201].

Thus, these mutations in RNAP result in a broad form of antagonistic pleiotropy

(growth versus hedging) based on resource re-allocation. As protein synthesis and energy

are limited resources, we can conclude that the pleiotropic effects reflect an inherent

trade-off between growth and hedging functions. Similar antagonistic pleiotropy has been

observed in other trans regulatory variants [155, 156, 157, 202]. This study moves the
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field forward by detailing the multi-scale mechanism underlying the pleiotropic effects

of adaptive regulatory mutations. It provides insight into the evolutionary constraints and

the mechanisms that govern resource allocation in simple organisms.

5.3 Results

5.3.1 Adaptive mutations in RNA polymerase reveal growth versus

hedging phenotypes

A recent adaptive laboratory evolution (ALE) experiment of E. coli in glucose

minimal media (MM) identified recurring mutations in rpoB (the β subunit of RNAP),

including rpoB E546V and rpoB E672K [178]. We introduced these two ALE-selected

mutations into the starting strain (i.e., the wild type strain) and observed consistent

physiological effects. Growth rate increased (by 25%) resulting from increases in both

biomass yield (by 11%) and substrate uptake rate (by 14%). The use of an automated

plate reader to obtain frequent measurements revealed a diauxic shift of the mutant strains

in glucose M9 mineral media (Fig. 5.1A).

As mutations often have positive and negative fitness effects across several envi-

ronments (referred to as pleiotropy), we then assessed the growth rate of the rpoB E546V

and rpoB E672K mutants under a variety of single carbon sources, mixtures of carbon

sources, rich media, and stress conditions. Additionally we performed, motility, acid

shock, and antibiotic persistence phenotypic tests (Fig. 5.1B). These RNAP mutations

show consistent fitness effects: they enable faster growth in several carbon sources, in

low pH, and in the presence of erythromycin. However, they lead to lower motility, lower

survival under acid shock, reduced antibiotic persistence, longer diauxic shifts, and lower

growth rates in complex media.
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Therefore, the mutants show increased fitness in conditions of steady-state growth,

but a decreased fitness in changing environments. They show strong, consistent antago-

nistic pleiotropy for growth versus hedging functions.

5.3.2 Mutations in RNA polymerase are highly specific

To assess whether other amino acid substitutions in the RNAP ALE-selected loci

affect growth phenotypes, we generated a series of additional variants using multiplex

automated genome engineering (MAGE) [203]. Two amino acid substitutions with

similar chemical properties as those discovered by ALE resulted in an increase in growth

rate (i.e., E546K and E672R), whereas all other amino acid substitutions generated by

MAGE did not affect growth rate significantly. MAGE selected mutants that grow faster

than the wild type also exhibit longer diauxic shifts, showing similar pleiotropic effects

as the ALE selected mutants.

Therefore, the mutations in RNAP affecting fitness are specific. All faster growing

RNAP mutants showed antagonistic pleiotropy for growth versus hedging.

5.3.3 Genome-scale transcript profiling reveals conserved growth

versus hedging response

To reveal the systems-level mechanism of the pleiotropic effects of the RNAP

mutations, we obtained RNA-seq and metabolomics data from mid-logarithmic growth

phase in glucose minimal media for the wild-type, rpoB E546V, and rpoB E672K mutant

strains. Metabolite concentrations that changed significantly compared to the wild-type

include pyrimidine, glycolytic, and TCA intermediates, but overall, the metabolome

remained fairly stable. On the other hand, the expression profiling data revealed 243

consistently differentially expressed genes. Like the pleiotropic fitness effects of the mu-
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Figure 5.1: Growth versus hedging antagonistic pleiotropy in organismal pheno-
types. A) Adaptive Laboratory Evolution (ALE) -selected rpoB mutations (E546V
blue, E672K gray) grow faster in the glucose consumption phase but have a longer
diauxic shift to grow on acetate than the wild type (red) In addition to growth on glucose
(the environment in which the mutants were selected), several additional organismal
phenotypes are affected by the rpoB mutations. Bar charts show the percent change in
measured phenotypes compared to the wild type. Steady-state growth rates increases
(cyan) and growth rate in LB medium as well as fitness in environmental shifts and
shocks decreases (brown). LB: Luria Broth, Glc: Glucose, Succ: Succinate, Ac: Acetate,
Ery 100: 100 g/mL erythromycin, Amp: Ampicillin.
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tants, the differential gene expression is strikingly conserved (Fig. 5.2A, left), indicating

a common underlying mechanism at the systems level.

Interestingly, we also find that the differential expression of the two rpoB mutants

is similar to a previously profiled 27 amino acid deletion mutant in the β′ subunit of the

RNAP (rpoC-del27, identified by ALE on glycerol) [199, 200, 204]. The changes in

expression of the rpoC-del27 mutant [200] (compared to wild-type) grown in glycerol

match those of the rpoB mutants grown in glucose (Fig. 5.2A, right).

To obtain insight into the processes perturbed by the RNAP mutations, we clas-

sified the 243 consistently differentially expressed genes by function. We found that

the genes in the same functional category are often differentially expressed in a con-

sistent direction. We used this observation to define up-regulated and down-regulated

functions. The up-regulated functions (defined as ¿80% of the genes being up-regulated)

are broadly related to cellular growth, including protein synthesis and folding, amino

acid biosynthesis and uptake, and carbohydrate transport and utilization. On the other

hand, the down-regulated functions (defined as ¿80% of the genes being down-regulated)

broadly hedge against environmental change and stress, including osmotic and oxidative

stress, flagella, chemotaxis, acid resistance, and biofilm formation. Two categories of

genes are not consistently up or down-regulated; these are DNA repair and genes with

unknown function. Thus, at the molecular level, the differentially expressed genes reflect

the growth versus hedging phenotypes observed at the organismal level.
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Figure 5.2: Conserved molecular growth versus hedging response. A) The differ-
ential RNA expression in the ALE-selected rpoB mutants (E546V, E672K) is conserved
(left). The differential RNA expression in glucose is also concordant with the differential
protein expression in glycerol of an ALE-selected 27 aa deletion in β′ (rpoC-del27)
(right). B) Functional classification of differentially expressed genes reveals that genes
with common functions are often differentially expressed in the same direction, segregat-
ing growth (up-regulated, cyan) and hedging (down-regulated, brown) functions. Gray
dots are genes with functions that are not consistently differentially expressed. Median
differential expression of genes in the functional categories is shown in the heatmap;
dashes indicate genes not detected in proteomics data [200]. C) Environmental controls
disentangle direct effects of the mutations and indirect effects of changes in growth. Box
plots show differential expression of identified growth and hedging functions across
environments, showing that hedging functions are consistently down-regulated and the
expression of growth functions depends on the growth rate. Stars indicate if the mean
differential expression of the group of genes is significantly different than zero, based
on a two-sided t-test (p < 0.05, *; p < 0.0001, ***).
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5.3.4 Environmental controls disentangles cause versus effect of

mutations

As growth rate itself has a strong effect on gene expression [205], we sought

to identify the differential expression caused only by the mutation from that indirectly

caused by increased growth. To disentangle these effects we obtained RNA-seq data

under conditions where the wild-type and mutant strains grow at the same rate (glucose

limited chemostat culture) and under conditions where the mutants grow slower than

the wild-type (LB rich media). Regardless of the growth rate and environment, the

hedging functions are down-regulated in the mutant strain compared to the wild-type

(Fig. 5.2C). Differential expression of the growth functions, however, is dependent on

the growth rate: growth genes are not differentially expressed in chemostat and are

down-regulated in LB. Thus, these environmental controls disentangle the cause and

effect of the mutations: the mutations directly result in the down-regulation of hedging

genes whereas the growth-related genes are coupled to the cells growth rate.

5.3.5 Structural dynamics of RNAP suggests a common allosteric

mechanism

Both mutations, rpoB E546V and E672K, are located approximately 25 away

from the catalytic site of RNAP, and about 25 from each other. How do they result in such

similar patterns in transcriptional reprogramming to down-regulate hedging functions?

To answer this question, we performed molecular dynamics simulations aiming

to propose a common putative molecular mechanism for the pleiotropic fitness effects

of the rpoB mutations. Interestingly, we found a strong correlation between the extent

of increase in interaction energy between the β and β′ subunits, and the increase in cell

fitness for various E672 mutations generated by MAGE (both beneficial and neutral, Fig.
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5.3A). Such destabilization of subunit interaction is consistent with a previous study

that showed a decrease in open complex half-life of the rpoC-del27 mutation, which has

similar growth and transcriptional effects [199].

To further explore the functional correlation among different mutations, we

decomposed the RNAP complex into structural communities within which the molecular

motions of residues are strongly correlated [206]. In spite of the large spatial separation

between E672 and E546, they belong to the same dynamical community (Fig. 5.3B).

Furthermore, many mutations detected in RNAP in other ALE experiments [178, 197,

207] can also be found in this and neighboring communities (Fig. 5.3B). This structural

community consists of 250 residues in rpoB, the bridge helix in rpoC, and nucleotides

on the template DNA strand. Because the bending motion of bridge helix has been

shown to coordinate catalysis and DNA translocation in the nucleotide addition reaction

[208, 209, 210], the collective motion of this community may be directly related to

nucleotide elongation. In fact, we observe a strong correlation between the bending angle

of the bridge helix (a motion known to be directly involved in elongation [208, 209, 210])

and the relative motion between neighboring communities along the direction of DNA

translocation. Again, the relation between the community dynamics and transcriptional

elongation is consistent with the increased elongation rate observed in the related rpoC-

del27 mutation.

The observed destabilization of subunit interaction and its role in elongation

are both reminiscent of the effects of (p)ppGpp and dksA on the stringent response

[211, 212]. The allosteric regulator, (p)ppGpp, modulates transcription by destabilizing

the intrinsically short lived open complexes [213] and affecting sigma factors use [214].

Interestingly, we observed a conserved optimal path linking E564/E672 and the (p)ppGpp

binding site in the ω subunit (Fig. 5.3C), showing a common effective allosteric commu-

nication between these distantly located functional residues. The ALE-selected mutations
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may therefore modulate transcription in a similar manner as (p)ppGpp [201].

In summary, several features of RNAP structural dynamics and function suggest

a common allosteric mechanism of these mutations. The ALE-selected mutations are

capable of modulating RNAP complex interactions and nucleotide elongation at the

molecular level, which in turn, modulates global transcriptional regulation.

5.3.6 Transcriptional regulatory network perturbation explains ob-

served molecular response

Consistent with the perturbed structural properties of the mutated RNAP, the

differentially expressed growth and hedging functions have sigma factor biases. Even

though the sigma factors are not detectably differentially expressed, the down-regulated

(hedging) genes tend to have promoters utilizing stress related sigma factors (S, F) and

the up-regulated (growth) genes tend to have promoters utilizing growth related sigma

factors (D, N, H) (Fig. 5.4A).

However, the observed differential expression is more specific than that caused

by sigma factors alone. There are 10 transcription factors (TFs) and regulatory small

RNAs (sRNAs) that are differentially expressed in the mutant strains (Fig. 5.4B). Each

of these regulators can be associated with one or more of the differentially expressed

functional categories identified. Furthermore, across all of the strains (wild-type, rpoB

E546V, and rpoB E672K) and environments (glucose excess, glucose limitation, and rich

media) examined with RNA-seq, the differential expression of the identified growth and

hedging functions is in a direction consistent with the differential expression of their

regulators (based on known activation or repression relationships; Fig. 5.4B).

Thus, the balance between growth and hedging functions is achieved through

global modulation of the TRN. The structure of the TRN enables E. coli to rebalance its

proteome in response to evolutionary pressures with single point mutations in RNAP.
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Figure 5.3: ALE-selected rpoB mutations modulate structural dynamic of the E.
coli RNAP. A) Change in interaction energy between the β & β′ subunits across six dif-
ferent E672 mutations, compared with their corresponding growth rates. To reduce bias
from a single static crystal structure, interaction energy is calculated every 25 ps over a
60 ns molecular dynamic trajectory starting from the RNAP open complex. B) Dynam-
ical community structures encompassing the ALE-selected mutations. Community 1
(green), as discussed in the text, includes the bridge helix in β′ subunit (purple), βE672,
βE546, and a few other ALE-selected mutations in contact with βE672. Community
2 (brown) spans the interface between the β & β′ subunits, interacting with commu-
nity 1 on one side, and the (p)ppGpp binding site on the other. C) Effective allosteric
communication between distantly located residues can be resolved from optimal path
calculated based on a dynamical correlation network. The result shows that βE672 and
βE546 share the same optimal dynamical path (orange) towards the ppGpp binding
site in the ω subunit. Structural elements are shown from the same perspective, and
color-coded the same as in B).
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Figure 5.4: Reprograming of the regulatory network. A) The factor usage of
differentially expressed genes in mutant strains is shown. Bars indicate the fraction
of up-regulated (cyan) and down-regulated (brown) genes that have a promoter that is
regulated by a given factor. Only factors with greater than 10% of promoters regulated
among either up-regulated or down-regulated genes are shown. Significant differences
in the proportion between factor use in up-regulated and down-regulated genes are
indicated with asterisks; one asterisk indicates p¡0.05 and two asterisks indicate p¡0.005.
B) The fold change for transcription factors and sRNA that are significantly differentially
expressed in both mutant strains compared to the wild type are shown.
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5.3.7 Econometric analysis of proteome and energy resource alloca-

tion explains fitness trade-off

The molecular and regulatory effects of the rpoB mutations reveal that resource

allocation underlies the observed growth versus hedging fitness effects. A recently

developed genome-scale computer model of microbial growth [53], called a ME-model

[51, 89, 53] (for metabolism and expression) can quantify the fitness effects associated

with proteome and energy re-allocation (Fig. 5.5A).

The ME-model allows global energy accounting based on the physiological data

from wild-type and RNAP mutant strains. The results show that the RNAP mutations

eliminate about a third (28-37%) of the unaccounted for energy (i.e., processes not

involved in metabolism and protein synthesis, often referred to as the maintenance energy

[215], Fig. 5.5B). Then, using the gene expression data we estimate a 2-5% reduction

of the transcriptome allocated to non-ME genes (i.e., not included in the ME-model,

non-growth functions) and a commensurate increase in ME gene (i.e., modeled, growth)

allocation in the RNAP mutants (Fig. 5.5B). ME-model analysis thus shows a clear shift

to a more growth-supporting proteome as a result of the observed RNAP mutations.

We used the ME-model to understand how these changes in resource allocation

affect cellular physiology (i.e., growth rate, biomass yield, and uptake rate). The non-ME

proteome and energy allocation are adjustable model variables. Indeed, when varied in the

model, the measured changes in non-ME energy and transcriptome use can quantitatively

account for the measured physiological changes (biomass yield and uptake rate) in the

mutant strains (Fig. 5.5C). Therefore, the growth increase can be accounted for by the

measured change in resource allocation. The expression of hedging functions restrains

growth rate in the wild-type strain.

The ME-model allows us to quantitatively elucidate the relationship between
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changes in overall physiological measures (i.e., growth rate, substrate uptake rate, and

yield) and the changes in allocation of protein and energy (Fig. 5.5). This quantitative

relationship allows us to conclude that the pleiotropic effects of the rpoB mutation are

due to a fundamental constraint of limited proteome and energy resources, leading to an

inherent trade-off in resource allocation.

5.4 Discussion

Here, we elucidate the mechanistic multi-scale basis of adaptive regulatory mu-

tations. Single amino acid changes in the RNAP reprogram the TRN to re-allocate

resources towards growth and away from hedging functions. The mutations result in

antagonistic pleiotropy where the organism is more fit in stable environments but less fit

in environmental shifts and shocks [216].

5.4.1 Antagonistic pleiotropy due to a fundamental trade-off

Mutations that are beneficial or neutral in one environment often have negative

fitness effects in other environments, referred to as pleiotropy. Pleiotropy shapes the

evolution of organisms and is thought to underlie the evolution of specialist species

[216]. Several mechanisms can give rise to pleiotropy and some have been demonstrated

[217, 218, 219].

Fundamental biological constraints can result in antagonistic pleiotropy, though

examples of these cases are lacking. Using a systems biology approach, we show that the

growth rate difference in wild-type and mutant strains can be quantitatively explained

by changes in proteome and energy allocation. These resources are limited, resulting in

an inherent trade-off between growth and hedging functions. Such proteome and energy

allocation constraints likely result in pervasive evolutionary trade-offs and likely underlie
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Figure 5.5: The changes and effects of proteomic and energetic resource allocation.
A) A genome-scale model of Metabolism and gene Expression (ME-Model) is used
to integrate the RNA-sequencing and physiological data. The transcriptome fraction
devoted to ME and non-ME (i.e., not included in the ME-Model) genes is calculated for
the wild-type and mutant strains. Grey area of the pie chart indicates the fraction of the
transcriptome reallocated from non-ME to ME genes. Bar chart shows the functional
categories that reduced or increased in expression by more than 0.1% of the total
transcriptome. Abbreviations for the functional categories are: amino acid biosynthesis
(AA), protein synthesis/folding (Pro), acid resistance (AR), and flagellar (Fla). All
percentages are shown as the average for E546V and E672K. B) The physiological
data was used to calculate the energy use not accounted for by the ME-Model (see
Methods, Computation of maximum unaccounted for energy), showing a reduction in
unaccounted for energy use in rpoB mutants compared to the wild-type. Error bars
indicate standard error across biological replicates. C) The effects of non-ME protein
and energy use on maximal growth rates in the ME-Model are computed and shown in
the contour plot (see Methods). The wild-type and mutant strains are indicated on the
plot, showing how lower non-ME protein and energy use can cause increased growth.
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several recent examples of antagonistic pleiotropy [155, 156, 157].

5.4.2 Evolvability through regulatory network structure

Mounting evidence supports that much of the functional divergence between

organisms occurs in regulatory regions [195, 190, 191, 192, 193, 194]. The detailed

example of the RNAP mutations here suggests why (in part) this may be the case.

As regulatory networks are aligned with particular functional subsystems, muta-

tions that perturb them change phenotypes in a functionally coherent manner [220, 221,

198]. The regulatory rebalancing detailed here occurs along a coherent growth versus

hedging trajectory. On the other hand, mutations that are inconsistent or imbalanced in

the molecular changes they cause would likely not be selected. Therefore, in addition to

enabling proximal response to environmental change, the structure of the regulatory net-

work also enables productive evolutionary change. Remarkably, single, but non-unique,

point mutations allow such adaptation.

5.4.3 Multi-scale characterization of genotype to phenotype

Sequencing of many individual genomes has led to the identification of genomic

regions under selection [222] and enabled the association of variants with organismal

[223] and molecular [224] phenotypes. However, there is a large gap between identifying

causal variants and mechanistically understanding their phenotypic consequences. The

mutations studied here are some of the most comprehensively phenotyped to date, with

environmental controls to separate cause and effect. We employ state-of-the-art structural

and systems biology modeling approaches to help bridge the gap between genotype

and phenotype. Together, these analysis approaches enable us to step from mutation

to biophysical effects on protein function to systems-level molecular and regulatory



134

response, and finally to organismal phenotype (Fig. 5.6). Therefore, this study outlines

how we might begin to understand the multi-scale genotype-phenotype relationship at a

true systems level.

5.5 Experimental procedures

5.5.1 Strains and cultivations

E. coli MG1655 was used as wild-type. The ALE selected rpoBE564V and

rpoBE672K knock in strains were previously constructed by allelic replacement [178] .

To generate additional variants of rpoB546 and 672 positions, MAGE was performed

on the wild-type strain by first transformation of recombineering plasmid pKD46 [225],

then inactivation of mutS with two nonsense mutations at residues 189 and 191 using an

oligo (mutS MUT). Two oligos (rpoB E546X and rpoB E672X) that resulted in NNS

codon mutations at rpoB residues 546 and 672 were introduced into the strain through

8-12 rounds of MAGE, followed by colony isolation of mutants, PCR verification, and

Sanger sequencing. To perform each cycle of MAGE, the l-Red system was induced with

0.5%-arabinose 45 minutes prior to generation of electrocompetent cells and oligo. Batch

cultures were done in flask with M9 minimal media and 4 g/L of glucose at 37C or LB

rich media. Glucose limited chemostats were carried out in a Bioflo 110 fermentor (New

Brunswick Scientific, NJ). Glucose supplemented M9 was added to the reactor at 0.31

and 0.44 h-1 dilution rates controlled by a peristaltic pump. Steady state was achieved

after 3-5 residence times and was verified by biomass measurements. Phenotypic tests

were performed by inoculation of media with an overnight pre-culture of glucose M9

media for all cases. Erythromycin was added to the media to the indicated concentration.

The pH of M9 was adjusted to the indicated value with 6M HCl. Different substrates

and mixtures were added to M9 to test growth in the indicated conditions. All growth



135

Figure 5.6: Multi-scale characterization from genotype to phenotype. The multi-
scale effects of the studied adaptive regulatory mutations in RNAP are summarized.
The mutations alter the structural dynamics of the RNAP, perturbing the TRN through
the action of key transcription factors. The decrease in expression of hedging functions
lowers the proteome and energy allocation towards hedging functions and increases
cellular growth. In turn, the cell can grow faster in conditions of steady-state growth,
but is less fit under environmental shifts and shocks.
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curves were inoculated to a 0.02 OD and 200 L were cultured by triplicate in a Bioscreen

C device at 37C for 15- 24 h

5.5.2 Motility test

Cells were grown to mid log phase and 10 microliters of cell suspension were

spotted onto 0.3% agar plate with glucose M9 media, plates were photographed motility

was determined by halo expansion between 24 and 48h

5.5.3 Acid shock

Cells were harvested in mid log phase and normalized to 1X108 cells/mL, 50 L

of cells suspension were resuspended in 950 L of pH 2.6 glucose M9 media. After 3

hours of incubation cells were diluted and plated in LB agar plates for cell counts [226].

5.5.4 Antibiotic persistence

Cells were harvested in mid log phase and normalized to 1X108 cells/mL, differ-

ent dilutions were plated in LB ampicillin plates after 24h a sterile solution of 25 U of

penicinillase was plated and plates were re-incubated for 24h. Appearance of colonies

was determined and persistence frequency determined in base of initial cell counts [227].

5.5.5 Analytics

Biomass was determined by measuring the absorbance of the culture at 600nm

using an equivalence of 0.429gDW/L per OD600 unit. Glucose, and acetate were

measured by HPLC using refractive index (RI) detection by high-performance liquid

chromatography (HPLC) (Waters, MA) with a Bio-Rad Aminex HPX87-H ion exclusion

column (injection volume, 10 l) and 5mM H2SO4 as the mobile phase (0.5 ml/min, 45C).
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Metabolomic sampling, extraction and analysis was carried out as described earlier by

our group [228].

5.5.6 RNA-seq libraries

Samples for RNA-sequencing were taken in mid log phase of batch cultures or

during the steady-state in chemostats. Cells were collected with Qiagen RNA-protect

Bacteria Reagent and pelleted for storage at -80C prior to RNA extraction. Cell pellets

were thawed and incubated with Readylyse Lysozyme, SuperaseIn, Protease K, and 20%

SDS for 20 minutes at 37C. Total RNA was isolated and purified using the Qiagen RNeasy

Mini Kit columns and following vendor procedures. An on-column DNase-treatment

was performed for 30 minutes at room temperature. RNA was quantified using a Nano

drop and quality assessed by running an RNA-nano chip on a bioanalyzer. Paired-end,

strand-specific RNA-seq was performed following a modified dUTP method [165] . The

rRNA was isolated using Epicentres Ribo-Zero rRNA removal kit for Gram Negative

Bacteria.RNA-seq was performed using a modified dUTP method [165]

5.5.7 Transcriptome analyses

The obtained reads were mapped to the E. coli MG1655 genome (NC 000913.2)

using the short-read aligner Bowtie (http://bowtie-bio.sourceforge.net) [166] with two

mismatches allowed per read alignment. To estimate gene expression FPKM values

were calculated using cufflinks tool and differential expression analysis was carried

out using cuffdiff feature of the same package using the upper quartile normalization

(http://cufflinks.cbcb.umd.edu/) [167]. Gene set enrichment analysis on differentially ex-

pressed genes was performed using GO annotations from EcoCyc [8]. A hypergeometric

test and p-value cutoff of 0.01 was used.
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5.5.8 Regulatory network

Sigma factor use at promoters was obtained by combining annotations in Cho et

al. [229] and EcoCyc [8]. The list of all transcription factors and sRNAs was obtained

from RegulonDB [230]. A two-proportion z-test with two-tailed comparisons was used

to determine significant differences in sigma factor usage among up-regulated and down-

regulated genes.

5.5.9 Computation of maximum non-growth energy use

The E. coli ME-Model with all parameters as published in OBrien et al. was used

[53]. For all replicate cultivations, the measured growth rate, glucose uptake rate, and

acetate secretion rate were fixed in the model. The maximum unaccounted for energy use

was then computed by maximizing the flux through ATP maintenance reaction, which

hydrolyzes ATP. For a given strain, the unaccounted for energy use is reported as the

average across biological replicates.

5.5.10 Computation of non-ME transcriptome

The (protein coding) ME and non-ME transcriptome fractions were estimated

using FPKM and gene length. A genes transcriptome fraction was taken to be the product

of FPKM and the gene length, divided by the sum of this product over all genes. The ME

and non-ME transcriptome fractions were then calculated by summing the transcriptome

fractions of all ME and non-ME genes, respectively. Ranges are determined from the

estimated lower and upper FPKM values across different samples.
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5.5.11 Computation of the effects of changes in resource allocation

Protein and energy that are not used towards cell growth are changeable variables

in the ME-Model. These are varied to determine the growth rate, biomass yield, and

substrate uptake rate contours (Fig. 5.5C). The points and error bars for wild-type and

rpoB mutants are placed according to the unaccounted for energy (Fig. 5.5C) and change

in non-ME transcriptome (Fig. 5.5B). As we do not explicitly know the proteome fraction

devoted to growth in each strain, we determine these values with two assumptions. First,

we assume the change in non-growth proteome is equal to the change in the non-ME

transcriptome. Second, we infer the non-growth proteome in the wild-type strain based

on its measured growth (which is why there is no y-axis error bar for the wild-type),

resulting in a value consistent with previous estimates [108].

5.5.12 Molecular dynamics simulations

Molecular model of the E. coli RNAP elongation complex (EC) were created

using the crystal structure of the E. coli RNAP core enzymes (PDB code: 3LU0 [231]),

the template and non-template DNA strands, and the DNA:RNA hybrid helix (PDB code:

2O5J [232]). The system were neutralized with Mg2+ and K+ ions, initially placed in

positions occupied by metal ions in the crystal structure or according to the electrostatic

potential. The complex was then solvated by well-equilibrated water molecules with

periodic boundary conditions. 200mM KCl was added to the final solution. Molecular

dynamics simulations were run for 60ns (1-fs time steps) under constant pressure (1atm)

and constant temperature (25C) using NAMD2.9 [233] with the CHARMM36 force field

[234] Community analysis and optimal path calculation were done using algorithms

described in [206] with the software VMD [235].
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5.5.13 Interaction energy calculation

Change in the interaction energy between the β and β′ subunits upon mutations

were calculated with the alanine scan script using PyRosetta [236], originally distributed

by the Gray lab. We applied modifications of the score function parameterized according

to recently reported protocols [237, 238]. To reduce the bias introduced by a single

static crystal structure, we performed the computational alanine scan every 25 ps through

the entire trajectory, resulting in a broad distribution of the ddG values. Although

such ddG value was taken to be qualitative conventionally (with ddG > 1 kcal/mol to be

destabilizing), we emphasized that it was the observed trend over the dynamical trajectory

that correlated with phenotypic fitness of the MAGE mutants.
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Chapter 6

Computing the functional proteome:

recent progress and future prospects

for genome-scale models

6.1 Abstract

Constraint-based models enable the computation of feasible, optimal, and realized

biological phenotypes from reaction network reconstructions and constraints on their

operation. To date, stoichiometric reconstructions have largely focused on metabolism,

resulting in genome-scale metabolic models (M-Models). Recent expansions in network

content to encompass proteome synthesis have resulted in models of metabolism and

protein expression (ME-Models). ME-Models advance the predictions possible with

constraint-based models from network flux states to the spatially resolved molecular

composition of a cell. Specifically, ME-Models enable the prediction of transcriptome

and proteome allocation and limitations, and basal expression states and regulatory

needs. Continued expansion in reconstruction content and constraints will result in an

142
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increasingly refined representation of cellular composition and behavior.

6.2 Introduction

Building computational whole cell models has been a long-standing goal of

theoretical biology. In the 1980s, serious attempts to build large-scale models of a whole

bacterium were undertaken [239]. A few years later, an attempt to build whole cell

models for the human red cell represented a culmination of decades of work [240, 241,

242, 243, 244]. Perhaps the most comprehensive whole organism model appeared in

the mid 1990s for the lambda-bacteriophage [245, 246]. Time scale decomposition of

these early models showed that their effective dynamic order was low [247] and that their

dynamic structure was relatively condition invariant [248], motivating the development

of constraint-based models that minimized the need for kinetic information [181].

After the first full genome sequences appeared, constraint-based models could be

scaled up to the genome-scale [34]. As the first genome-scale models (GEMs) proved

their ability to predict biological functions [34, 46], a vision was laid out in 2003 [86]

that all cellular functions could be reconstructed in biochemical terms and seamlessly

integrated. A decade later, some of this vision has been realized [51, 89, 53, 92, 97].

With these achievements, we can now assess what might be ahead with genome-scale

models over the coming decade. We lay out some of our thoughts in this commentary.

6.3 The expanding scope of reconstructions: synthesis

and function of the proteome

To date, stoichiometric reconstructions have largely focused on metabolism,

resulting in genome-scale metabolic models, M-Models. The processes of enzyme
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synthesis including transcription, translation, protein folding, complex formation, and

prosthetic group integration were formalized in a gene expression reconstruction [91].

Protein translocation and localization pathways [92, 249] and DNA replication, repair,

and cell division have also been reconstructed [97]. These networks have been merged

with metabolic reconstructions to create integrated reaction networks [51, 89, 53, 92, 97]

that formalize the primary chemical transformations that occur in cell (Figure 6.1A).

Models integrating metabolism with protein expression are called ME-models.

To enable prediction of biological phenotypes, stoichiometric reconstructions are

combined with constraints on their operation. Stoichiometric networks are subject to

(dynamic or steady-state) mass balance constraints on the production and consumption

of molecules. For ME-Models, enzyme catalytic constraints are also necessary. In

contrast to the typical use of kinetic equations to simulate system dynamics, the catalytic

constraints in ME-Models are approximate stoichiometric relationships between enzyme

abundance and catalyzed flux (Figure 6.1B). Adding these catalytic coupling constraints

[91] enables the computation of feasible and optimal proteome and transcriptome states.

Most models encompassing gene expression have used measured expression states

as a prerequisite for simulations. Often, gene expression measured under a particular

condition is used to predict other molecular and physiological phenotypes [97, 250].

Alternatively, some approaches utilize gene expression data under environmental or

genetic perturbations to build regulatory models [251]. These two approaches can be

combined to predict molecular and physiological phenotypes subject to a transcriptional

regulatory model [252, 80]. These are undoubtedly invaluable types of models and

predictions; similar methods will likely be applied to ME-Models (Figure 6.1C).

ME-Models can predict gene expression with no previous input expression mea-

surements: they can compute protein abundances that are required to (optimally) achieve

integrated physiological functions (Figure 6.1C). Enzymes have an optimal expression
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level subject to their (biosynthetic) cost and (physiological) benefit [137]. The ME-Model

solves this cost-benefit optimization to compute genome-scale proteome states. Thus,

compared to other methods for prediction and analysis of gene expression, predictions of

gene expression in the ME-Model are based on fundamental constraints and optimality

principles (as are the predictions of flux states in M-Models). ME-models can therefore

be used to predict optimal expression and regulatory states.
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Figure 6.1: The expanding scope of reconstructions: synthesis and function of the
proteome.A) Stoichiometric reconstructions represent the chemical transformations
that can occur in a cell and form the base of whole cell models. Recent reconstructions
represent all of the major steps in the central dogma of molecular biology in biochemical
detail [51, 89, 53, 92, 97]. B) Constraints on network operation are utilized to predict
functional states. For reconstructions that encompass enzyme synthesis and function,
catalytic constraints are necessary [91, 51]. Catalytic constraints relate enzyme abun-
dance to its dilution (to daughter cells), degradation, and catalyzed flux with kinetic
and/or thermodynamic relationships. C) Several general approaches exist to predict and
model gene expression. Mechanistic/biophysical approaches first start from bottom-up
reconstructions of transcription factor interactions and promoter architectures [253],
aided by high-throughput data types [254]; models of regulatory logic can then be recon-
structed and imposed [31, 255]. Constraint-based models are built from reconstructions
of biochemical networks and constraints on their operation and can then be used to
compute feasible and optimal physiological states [51, 89, 53, 92]. Importantly, the
constraint-based approach enables prediction of gene expression states without any
previous gene expression measurements. Inferential/statistical approaches are based
on large gene expression datasets across environmental and genetic perturbations to
identify co-regulated gene sets and their expression under novel perturbations. These
general approaches can also be combined into hybrid models [80, 252]. Finally, we
distinguish approaches that predict gene expression from those that use gene expression
data from a particular state to predict other phenotypes [97, 250]another important
capability of genome-scale models.
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6.4 Prediction of the molecular composition of a cell

An important distinction between M- and ME-Models is the prediction of cellular

biomass composition. Instead of having protein and RNA biomass composition as an

input (in the form of a biomass objective function [20]), biomass composition is an

output that is predicted by ME-models. The expressed molecular machinery, such as the

proteome, must support the integrated physiological functions of the cell. Rather than

processes being coupled stoichiometrically through the biomass function, demands for

vitamins and cofactors, chaperones, amino acids, nucleotides, tRNAs, etc. are derived

directly from the computed proteome state.

Furthermore, a recent expansion of the ME-Model to include protein translocation

enables predictions of a cells coarse-grained spatial organization [92]. Protein complexes

are localized in cellular compartments required for enzyme function. With this expansion

in scope, aspects of compartmentalized proteome abundance and molecular crowding

can be assessed [92].

Thus, ME-Models advance the predictions possible with constraint-based models

from network flux states to the spatially resolved molecular composition of a cell (Figure

6.2A).

6.5 Phenotypic effects of proteome allocation

constraints

In addition to satisfying flux balance constraints, ME-Models are subject to

proteome allocation constraints. While M-Models account for the operating expenses

(i.e., metabolic requirements) to carry flux through pathways, ME-Models also account

for the capital expenses (i.e., enzyme machinery) needed to catalyze all network reactions.
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Therefore, in addition to cellular functions being limited by nutrients, they can also be

limited by properties of the proteome (i.e., due to limited protein synthesis capacity and

enzyme catalytic rates). Proteome allocation constraints govern integrated cell functions

and, combined with growth-optimality assumptions, can explain several aspects of cell

behavior not encompassed by previous models (Figure 6.2B).

First, the change in ribosomal protein abundance can be explained by growth-

optimization subject to proteome allocation constraints [51, 53, 91, 90, 139]. At faster

growth rates, more ribosomes are required to sustain the faster dilution of protein to

daughter cells. Previous models have taken this growth rate dependent relationship as an

observed (and subsequently assumed and fixed) phenomenological relationship [108],

rather than a prediction.

Second, specific pathway shifts in central carbon metabolism from carbon-limited

to carbon-excess environments (i.e., batch culture or non-carbon limitations), can be

explained as a consequence of proteome allocation constraints. Specific pathway shifts

from carbon-limited to proteome-limited growth are consistent with pathway shifts

observed between chemostat and batch cultures [53]. Whereas previous approaches

required the invocation of multiple competing objectives [47], now a single objective

of maximal growth rate subject to proteome allocation constraints can explain the same

phenomenon.

Third, the constraints limiting absolute growth rates and substrate uptake rates

have remained elusive. Proteome-limitations in the ME-Model result in a maximal

growth rate and optimal substrate uptake rate that is consistent with experimental data

when nutrients are available in excess [53]. The limitations placed on substrate uptake by

the proteome significantly expand the scope of environments that can be simulated with

constraint-based models to include nutrient-excess and complex media conditions.

Fourth, spatial limitations on the membrane proteome further refine predictions
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of pathway shifts and substrate uptake rates in nutrient-excess environments [92]. Limi-

tations on protein synthesis and protein space result in similar phenotypic responses, but

have some differences in enzyme utilization; membrane proteomics data and experimental

evolution can help to illuminate which constraints are dominant.

The phenotypic effects of proteome allocation constraints are just beginning to

be uncovered and will likely change our conception of optimal behavior and pathway use

[256].

6.6 Gene expression states and molecular phenotypes

can now be computed

The prediction of proteome composition is an ambitious endeavor. To date, a

few predictions of absolute gene expression have been validated. The ME-Model accu-

rately predicts ribosomal [51, 53] and translocase [92] protein abundances, which have

well-known catalytic rates. In general, however, catalytic rates of specific enzymes in

vivo are not known. Nonetheless, the relatively accurate prediction of overall proteome

abundance of different cellular compartments and functional subsystems is possible [92].

Furthermore, genome-scale predicted and measured mRNA abundance correlate signifi-

cantly [51]. These early predictions provide support for the genome-scale prediction of

absolute gene expression from evolutionary optimality principles (Figure 6.2B).

As with false predictions from M-Models [27], discrepancies between predicted

and observed expression levels have led to discovery (Figure 6.3A). First, the quan-

titative difference between predicted and measured gross RNA and protein biomass

composition has led to the realization that translation rate is a hyperbolic function of

growth rate [53], which has been independently validated [143]. Second, comparing

predicted and measured abundance of functional subsystems identified the processes of
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Figure 6.2: Prediction of spatially resolved proteome allocation and limitations.
A) The expanded scope of reconstruction content advances the predictions possible
with constraint-based models from network flux states (with M-Models) to the spatially
resolved molecular composition of a cell (with ME-Models). B) ME-Models predict
the gross macromolecular composition of the cell and the detailed allocation of the
proteome. Additionally, the effects of proteome limitations can be accounted for,
including the prediction of optimal substrate uptake rates and specific pathway shifts
from carbon-limited to carbon-excess environments.
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protein folding and metal ion and prosthetic group integration as under-predicted [92].

These under-predictions are consistent with known knowledge gaps of chaperone targets

[257] and metal ion usage by proteins [258] and prioritizes these processes for further

reconstruction.

Given the discordance between measured RNA and protein abundances [259],

the moderate correlation between genome-scale predicted and measured gene product

abundance is unsurprising. The factors contributing to the discrepancy between RNA and

protein abundances are beginning to be uncovered [260, 261], aided by diverse data types

on the various steps of gene expression, including promoter activity [262, 263], RNA

abundance, RNA degradation rates, ribosome occupancy [163], and protein abundance

[264]. These data types and gene-specific rates on the steps of gene expression can

readily be integrated into ME-Models. Parameterizing the steps of gene expression

with these data types, biophysical models [265, 266] or synthetic parts characterization

[267, 268, 269, 270] will help understand the gap between RNA and protein abundance

as well as in silico and in vivo gene expression levels.

Precise prediction of protein abundance is also limited by knowledge of enzyme

catalytic rates. However, even though data on individual enzyme rates is noisy and sparse

[271, 272], statistics on the distributions of catalytic rates are robust [164], enabling

confident distributions of expression levels to be computed. Furthermore, model-driven

approaches can be used to infer catalytic rates that are consistent with in vivo data

[273, 274, 275]. These efforts will iteratively result in more precise predictions of protein

expression.

Bottom-up prediction of gene expression will truly test our understanding of the

biological demand and activity of enzymes. We believe that quantitative proteome levels

will not fully be understood until we are able to predict them from the bottom-up with

GEMs. Given the early successful uses of ME-models it seems clear that there is much
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more discovery that lies ahead. Just as the community has become accustomed to flux

balances, and thus the uses of metabolic networks, ME-models are likely to help us

understand how the composition of the proteome is optimally balanced.

6.7 Defining and understanding regulatory needs

Prediction of regulatory needs during shifts in homeostatic states is another impor-

tant challenge for ME-Models. Differential expression data is more abundantly available

than absolute expression data, and will aide in ME-Model validation and model-driven

discovery. We anticipate that this comparison and, more generally, a physiological needs

perspective on gene expression will help reveal the principles underlying transcriptional

regulation.

Recent examples of bottom-up prediction of differential expression include the

use of an M-Model to predict transcriptional changes after redox shifts [253] and the

use of a ME-Model to predict differential expression after a shift in carbon sources [51].

Furthermore, the principle of simplest pathway structure can predict gene co-expression

and transcriptional regulatory relationships [4]. These examples provide evidence that

transcriptional regulation is somewhat predictable based on optimality principles.

There are various reasons as to why transcriptional regulation may seem non-

optimal [276]. First, there could be errors in the reaction network reconstruction, which

can be rectified by systematic comparison of computational predictions and experimental

data [27]. Second, discrepancies could be due to constraints or optimality principles that

are not yet modeled or understood (such as proteome constraints added in moving from

M- to ME-Models). Third, the environmental history of the organism may have coupled

seemingly unrelated biological processes [159], or be optimized for fluctuating rather than

static environments [277, 278, 279, 280]. Finally, it is likely that transcriptional regulation
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is moderately efficient rather than perfectly optimal. Enumerating and classifying these

discrepancies can drive biological discovery as has occurred through classifying the false

predictions of gene essentiality [27, 36]. Identified discrepancies can provide insight

into organismal physiology and prioritize the development of explicit transcriptional

regulatory models.

Parallel to the prediction of transcriptional regulation with constraint-based mod-

els, a physiological perspective has revealed striking simplicity and optimality in tran-

scriptional regulation [149, 253]. In several studies, the mass fractions of large protein

subsystems and the activity of transcription factors have been shown to change linearly

with growth rate or specific metabolic fluxes [131, 127, 138, 281]. Furthermore, linear

models covering several genes have been shown to capture the variation in their expres-

sion with relative accuracy [263, 282]. The simplicity of these regulatory relationships

(despite the complex topology and biophysical relationships [255] underlying regulatory

networks) provides promise for accurate genome-scale regulatory models. However, the

cross-talk and competition between transcription factors is still not generally understood;

in the meantime, top-down approaches [251] may be necessary to capture the essence of

these more complex relationships.

Importantly, the explicit representation of transcription in the ME-Model allows

for the molecular details of transcription factor targets to be combined with the physiolog-

ical principles underlying transcription factor activity. This will enable new approaches to

model transcriptional regulation that move beyond binary representations of transcription

factor activity [80]. Regulatory model development can be prioritized by the physiologi-

cal importance of regulatory shifts and failure modes identified through comparison of

predicted and measured differential expression.

Though we have focused on transcriptional regulation here, optimality and physio-

logical principles will likely apply to translational (e.g., by sRNAs) and post-translational
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regulation (e.g., by post-translational modifications and allosteric interactions) as well.

These regulatory networks have received less attention, partially due to the difficulty in

identifying the underlying interactions networks (compared to transcriptional regulatory

networks [230]). However, new computational [283, 284] and experimental [285, 266]

methods are emerging, and optimality principles are being uncovered [286, 287] to

elucidate these regulatory networks. Like transcriptional regulation, we anticipate that

the explicit representation of enzyme abundance and activity in ME-Models will aid in

the genome-scale modeling of post-transcriptional regulation.

6.8 Seeking a comprehensive biophysical representation

of cellular composition

The conceptual change in GEMs to enable the prediction of proteome abundance,

localization, and limitations affords numerous opportunities for model application and

expansion. The E. coli ME-Model currently encompasses 80% of the proteome and

transcriptome by mass in environments of exponential growth [53]; this equates to 60%

of the cells entire mass. While the requirements for biosynthesis of a whole cell are

encompassed by the model, not all molecular abundances are predicted; gaps include:

1) the non-ME proteome, 2) the cell envelope, 3) metabolite concentrations, 4) DNA

replication and gene copy number, and 5) glycogen. We briefly cover factors that may

enable prediction of these molecular abundances deemed most important (Figure 6.3B).

Metabolite concentrations are beginning to be predicted with genome-scale mod-

els using thermodynamic considerations. By extending a method to ensure metabolic

fluxes are thermodynamically feasible [76], thermodynamic constraints were used to

predict steady-state metabolite concentrations that are consistent with a given flux state

[288]. Later, an objective to minimize metabolite concentrations over the thermody-
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namically feasible space was shown to increase prediction accuracy [289]. Additional

constraints on osmolarity, metabolite toxicity, and correlations observed between metabo-

lite concentrations and their enzyme affinities [124] and chemical properties [164] may

improve predictions further. Then, the effects of these concentrations on enzyme and

transcription factor activity may be accounted for in future genome-scale models.

A first requirement for the prediction of cell envelope composition is the predic-

tion of cell size and shape, which determines the surface area of the cell that must be

covered. The consistent growth rate dependence of cell size Donachie1987 suggests that

simple principles may underlie the determination of cell size (for example, the balance

between cytosolic and membrane proteome abundance [114]). However, the constraints

underlying the exact composition of membrane lipid, glycans, LPS, and murein (together

accounting for 15% of cell dry weight) are not well understood. Perhaps data on cell enve-

lope composition will aide in understanding when and how it varies across environments

and strains (an important characteristic of particular E. coli serotypes).

Expanding the proteome coverage to the remaining 20% of the proteome not

encompassed by the ME-Model will require expansion of reconstruction content. Pro-

teome abundance can be used to prioritize model expansion [290]. Many of these

non-ME proteins can be broadly categorized as non-growth and stress response genes

(e.g., biofilm and flagella formation and pH, osmolarity, and temperature responses).

Therefore, modeling of stress responses is important to increase the coverage of the

proteome and environments that can be simulated. Importantly, the ME-Model already

accounts for the biosynthetic costs of synthesizing stress response proteins; however, the

constraints imposed by environmental stresses will be needed to understand the proteins

physiological benefit.

Protein structures will aide in formalizing the constraints on the proteome.

Genome-scale models integrated with protein structures (GEM-PRO) enable simula-
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tion of the effects of temperature: structure-based predictions of protein thermostability

and the subsequent limitations on metabolic fluxes result in accurate predictions of growth

and nutrient supplementations at high temperatures [68]. As other cellular stresses (e.g.,

pH) also affect protein catalytic capacity, protein structures may enable the simulation of

other physiochemical stresses as well. Protein structures combined with ME-Models will

also approach a more detailed biophysical representation of a cell. Spatial resolution can

be refined further with protein-protein interaction data [291] (or prediction of protein-

protein interactions with protein structures themselves [292]). Spatial considerations may

be important for understanding co-localization of sequential catalytic steps [293, 294]

and the effects of molecular crowding [295, 296] in the cytosol and membranes.
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Figure 6.3: Iterative model validation and biological discovery enabled by ex-
panded scope. A) The prediction of basal gene expression states and regulatory needs
upon environmental shifts enables comparisons to gene expression datasets. Like M-
Model predictions of gene essentiality [36] and metabolic flux [52], comparison of in
silico and in vivo gene expression states will enable model validation and biological
discovery. B) To increase the scope and resolution of predicted cellular composition
and organization, there are several prioritized areas for model expansion. These include
metabolite concentrations, the non-ME proteome, cell envelope composition, and the
spatial organization and physiochemical constraints on the proteome (aided by protein
structures).
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6.9 Conclusion

Building whole cell computational models has been a long-standing goal. Genome-

scale metabolic models, M-Models, have become widely used due to the numerous action-

able predictions they can make [4], and the ease of draft model construction from readily

available genome sequences and annotations [9]. Here we reviewed recent advancements

expanding the scope of whole cell computational models to encompass the synthesis and

localization of the proteome. The constraint-based philosophy underlying ME-Models

parallels that of M-Models. However, the expanded scope of components and constraints

enables the prediction of enzyme abundance and activity. Already, ME-Models have

revealed how constraints on proteome allocation explain aspects of cell behavior that

have remained elusive or require invocation of phenomenological relationships. Further-

more, several cases demonstrate that ME-Models enable accurate prediction of protein

abundance and differential expression. As the basic capabilities of M-Models to predict

flux states have led to numerous applications, future work will capitalize on the new

capabilities of GEMs to compute proteome allocation and limitations. Optimality-based

predictions will no doubt be imperfect, but they form a strong conceptual base to drive

biological discovery, bioengineering, and further model development.
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